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#### Abstract

We consider, on a three dimensional bounded domain, a Cahn-Hiliard equation where the velocity of the order parameter $u$ depends on the past history of $\Delta \mu, \mu$ being the chemical potential. This type of equation has been proposed by P. Galenko et al. to model phase separation phenomena in special materials (e.g. glasses). In addition, the usual no-flux boundary condition for $u$ is replaced by a nonlinear dynamic boundary condition which accounts for possible interactions with the boundary. The resulting boundary value problem is subject to suitable initial conditions and is reformulated in the so-called past history space. Existence of a weak solution is proven. Then, in the viscous case (namely when $\mu$ also depends on $u_{t}$ ), we can also prove uniqueness and construct a strongly continuous semigroup acting on a certain phase space. The


corresponding dynamical system has a (smooth) global attractor as well as an exponential attractor. In the non-viscous case, we only establish the existence of a trajectory attractor.

## 1 Introduction

Let $\Omega \subset \mathbb{R}^{3}$ be a given bounded domain with a sufficiently smooth boundary $\Gamma$. The CahnHilliard equation (see [1], cf. also [43] and references therein)

$$
\begin{equation*}
\partial_{t} u=\Delta \mu \tag{1.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\mu=\alpha \partial_{t} u-\Delta u+f(u), \tag{1.2}
\end{equation*}
$$

in $\Omega \times(\tau, \infty), \tau$ being an arbitrary initial time, plays a basic role in Materials Science. In particular, it gives a good description of the so-called spinodal decomposition of (passive) binary mixtures. This phase separation phenomenon takes place, for example, in cooling processes of metallic alloys, glasses or polymer mixtures. Here $u$ is the relative concentration difference of the mixture components, $\mu$ is the so-called chemical potential and $\alpha \geq 0$ is the viscosity coefficient whose presence accounts for some microscopic effects (see, e.g., [42], cf. also [32]). Moreover, $f$ is the derivative of a potential function $F$ which accounts for the presence of different phases. This potential is a logarithmic-type function defined on a bounded interval (say, $(-1,1)$ ), which is often approximated by a double-well polynomial potential, namely, $F(y)=\left(y^{2}-1\right)^{2}$. Such potentials, defined on the whole $\mathbb{R}$, are usually known as "smooth", while the logarithmic-like are named "singular".

Equations (1.1)-(1.2) are usually subject to the so-called no-flux boundary conditions which entail the conservation of mass. In this case (and, also, with other standard boundary conditions), the corresponding initial and boundary value problem has been extensively studied by many authors (see [43] for some references). In particular, Cahn-Hilliard equation has also been analyzed as a dissipative dynamical system (cf. [52]) and there are satisfactory results on global and exponential attractors (see, for instance, [9]) and the convergence of solutions to steady states (see, e.g., [48]).

More recently, some german physicists have modeled phase separation in binary systems when the dynamic interactions of the material with the walls must be taken into account (cf., for instance, $[10,11,36]$ ). Mathematically speaking, this usually leads to additional terms in the free energy and then to a boundary condition characterized by the presence of $\partial_{t} u$. More precisely, such dynamic condition has the form

$$
\begin{equation*}
\partial_{t} u-\Delta_{\Gamma} u+\partial_{\mathbf{n}} u+\beta u+g(u)=0, \quad \text { on } \Gamma \times(\tau, \infty) . \tag{1.3}
\end{equation*}
$$

[^0]Here, the constant $\beta$ is positive, $\Delta_{\Gamma}$ denotes the Laplace-Beltrami operator on the surface $\Gamma$, while $g$ is the derivative of a sufficiently smooth boundary potential $G$. In the original derivation, one has $G(s)=c_{1} y^{2}-c_{2}$, where $c_{1}>0$ accounts for a modification of the effective interaction between the components with the walls, while $c_{2} \geq 0$ (or $c_{2}<0$ ) characterizes the possible preferential attraction (or repulsion) of one of the components by the walls. The mathematical analysis of the Cahn-Hilliard equation endowed with (1.3) and no-flux condition for $\mu$ (to preserve mass conservation), that is,

$$
\begin{equation*}
\partial_{\mathbf{n}} \mu=0, \quad \text { on } \Gamma \times(\tau, \infty), \tag{1.4}
\end{equation*}
$$

has recently been the subject of a number of papers. For instance, the case of smooth potentials has been analyzed in $[4,39,46,47,51]$ (see also [12, 14, 31] for non-isothermal models). The more difficult case of singular (e.g., logarithmic) potentials has been considered in [24, 41] (cf. also [23] for non-isothermal systems).

On the other hand, a modification of the Cahn-Hiliard equation has proposed to account for rapid spinodal decomposition in certain materials like glasses (see, for instance, [15, 16, $17,18,19,37]$ ). This modification leads to replacing equation (1.1) with

$$
\begin{equation*}
\partial_{t} u=\int_{0}^{\infty} k(s) \Delta \mu(t-s) d s, \quad \text { in } \Omega \times(\tau, \infty) \tag{1.5}
\end{equation*}
$$

where $k:(0, \infty) \rightarrow(0, \infty)$ is a (smooth) decreasing and summable relaxation kernel. This means that relaxation effects are described through a distributed delay. In particular, if $k(s)=\frac{1}{\epsilon} e^{-s / \epsilon}$, where $\epsilon>0$ is a given relaxation time, equation (1.5) is equivalent to a purely differential equation of the form

$$
\begin{equation*}
\epsilon \partial_{t t} u+\partial_{t} u-\Delta \mu=0, \quad \text { in } \Omega \times(\tau, \infty) \tag{1.6}
\end{equation*}
$$

Equation (1.6) has received lot of attention in the last years. The viscous three-dimensional case has been firstly analyzed in [20] (see also [33, 34]). It is worth observing that, in this case, the solutions regularize in finite time (as in the classical case $\epsilon=0$ ). The non-viscous case is much more troublesome even in dimension two since there is a lack of regularization effects (a sort of "hyperbolic" behavior). Only recently, the understanding of the case $\alpha=0$ has significantly improved (see [27, 28, 29]). The reader is referred to the quoted papers for more references (e.g. the ones devoted to the non-viscous one dimensional case).

Equation (1.5) with a more general memory kernel (which does not allow to write an equivalent PDE) has been firstly studied in [21] in the one dimensional non-viscous case (see also [22] for no-flux boundary conditions). The corresponding dynamical system has been analyzed within the past history setting with particular regard to the stability with respect to the relaxation time. The three-dimensional non-isothermal non-viscous case has been considered in [38] and the existence of a (weak) solution has been proven. In a related paper (see [50]), well-posedness and regularity results have been obtained by taking memory kernels which are singular at 0 . We recall that this assumption, contrary to nonsingular kernels, produces regularization effects. More recently, equation (1.6) with $\alpha>0$ has been
carefully analyzed in the spirit of [20]. This means that the kernel $k$ has been rescaled with a relaxation time $\epsilon>0$ and the robustness properties of the dynamical system with respect to $\alpha$ and $\epsilon$ have been investigated. In particular, the authors have constructed a family of exponential attractor which is continuous as $(\alpha, \epsilon)$ goes to $(0,0)$, provided that $\epsilon$ is dominated by $\alpha$. Of course, the latter restriction is expected due to the difficulties arising in the relaxed non-viscous case. In other words, the dynamical system (in the history phase space) generated by (1.6) is "close" to the one corresponding to the original Cahn-Hilliard equation whenever the viscosity and the relaxation time are small. A further recent result concerns (1.5) with $\alpha=0$ in dimension two (see [5]). There, using some ideas of [28], existence of a global (smooth) attractor for energy solutions (see [28] for this terminology) is established for small relaxation times.

All the mentioned results on equation (1.5) (or (1.6)) have been obtained for, say, standard boundary conditions (no-flux, Dirichlet-type or periodic) and smooth potentials. Our goal is to study such equation subject to dynamic boundary conditions with a smooth potential. Handling singular potentials appears out of reach for the moment. More precisely, we consider (1.2)-(1.5) with initial condition on the whole past history of $u$ up to the initial time $\tau$,

$$
\begin{equation*}
u(t)_{\mid t \leq \tau}=u_{0}(t) . \tag{1.7}
\end{equation*}
$$

for some given $u_{0}$.
We point out that, even in the case $\alpha>0$, the presence of a generic memory kernel implies that the dynamical system has some hyperbolic-like features related to the evolution of the past history variable (see, e.g., [30]). This aspect has also been present in [7]. Nonetheless, in that paper Dirichlet-type boundary conditions have been considered. On the other hand, boundary condition (1.3) brings new additional technical difficulties (even at the well-posedness level) since standard techniques based on the use of fractional powers of operators cannot be exploited (see, for instance, [39]). However, by employing refined energy estimates and regularity theory for suitable elliptic boundary value problems (in the spirit of [39]), we can overcome such difficulties and, successfully, prove the existence of (smooth) global attractors and exponential attractors for (1.2)-(1.5) subject to (1.7), in the viscous case. In the much harder non-viscous case we are only able to establish the existence of an energy solution which satisfies a suitable dissipative estimate. This allows us to prove the existence of a trajectory attractor according to [3] (see also [29, 49] for equation (1.6)). The construction of a family of exponential attractors which is robust with respect to $\alpha$ and $\epsilon$ (as in [7]) seems at present rather difficult to carry out. Apparently, this is due to the lack of a certain regularity property of the solution which cannot be recovered in case of dynamic boundary conditions (see Section 3 for details).

The plan of this paper goes as follows. In Section 2, we introduce the functional framework associated with our problem. Then, in Section 3, we state and prove the well-posedness result by establishing the existence of energy solutions within a suitable Galerkin approximation scheme (see Theorem 3.3). In Section 4, we first demonstrate the existence of bounded absorbing sets and of a compact exponentially attracting set for energy solutions whenever $\alpha>0$. Hence, always in the case $\alpha>0$, we deduce the existence of a (smooth) global
attractor $\mathcal{A}$ (cf. Theorems 4.1 and 4.5). As a consequence, the global attractor contains only (quasi)strong solutions. The finite dimensionality of $\mathcal{A}$ follows from the existence of an exponential attractor which is proven in Section 5 (see Theorem 5.1). Finally, in Section 6 we show the existence of a trajectory attractor and, consequently, of a weak global attractor in the non-viscous case (see Theorem 6.5)

## 2 Past history formulation and functional setup

In order to formulate problem (1.2)-(1.5), (1.7) in a proper functional setting we will follow the well-established past history approach (see [30], cf. also [7, 21]). To this end, we introduce the past history variable

$$
\begin{equation*}
\eta^{t}(s)=\int_{0}^{s}-\Delta \mu(t-y) d y \tag{2.1}
\end{equation*}
$$

for any $s>0$ and $t>\tau$. We observe that $\eta$ satisfies the boundary condition:

$$
\begin{equation*}
\eta^{t}(0)=0, \quad \text { in } \Omega \times(\tau, \infty) \tag{2.2}
\end{equation*}
$$

If $k$ is smooth enough and vanishing at $\infty$, then an integration by parts in time of the convolution product appearing in equation (1.5) leads to the following formulation of our original problem, where $\nu=-k^{\prime}$.

Problem P. Find $(u, \psi, \eta)$ with $u(t)_{\mid \Gamma}=\psi(t)$ in $\mathbb{R}$ such that

$$
\begin{align*}
& \partial_{t} u+\int_{0}^{\infty} \nu(s) \eta(s) d s=0, \quad \text { in } \Omega \times(\tau, \infty)  \tag{2.3}\\
& \partial_{t} \psi-\Delta_{\Gamma} \psi+\partial_{\mathbf{n}} u+\beta \psi+g(\psi)=0, \quad \text { on } \Gamma \times(\tau, \infty),  \tag{2.4}\\
& \mu=\alpha \partial_{t} u-\Delta u+f(u), \quad \text { in } \Omega \times(\tau, \infty),  \tag{2.5}\\
& \partial_{t} \eta+\partial_{s} \eta=-\Delta \mu, \quad \text { in } \Omega \times(\tau, \infty), \tag{2.6}
\end{align*}
$$

subject to (1.4), (2.2) and satisfying initial conditions

$$
\begin{equation*}
u(\tau)=u_{0}(\tau), \quad \psi(\tau)=\psi_{0}(\tau), \quad \eta^{\tau}=\eta_{0} \tag{2.7}
\end{equation*}
$$

Note that $\eta_{0}$ is defined as follows

$$
\eta_{0}(s)=\int_{0}^{s}-\Delta \mu_{0}(\tau-y) d y, \quad \text { in } \Omega \times \mathbb{R}_{+}
$$

where $\mu_{0}=\alpha \partial_{t} u_{0}-\Delta u_{0}+f\left(u_{0}\right)$, for $t \leq \tau$. Nevertheless, from now on $\eta_{0}$ will be regarded as an independent initial datum. Therefore we will consider a more general problem with respect to the original one. However, the notion of a solution satisfying (2.3)-(2.7) is still too formal at this point. In order to give a rigorous definition of a solution to $\mathbf{P}$ (cf. Definition 3.1 below), we need to introduce some terminology and the functional setting associated with (2.3)-(2.7).

In the sequel, we denote by $\|\cdot\|$ and $\|\cdot\|_{\Gamma}$ the norms on $L^{2}(\Omega)$ and $L^{2}(\Gamma)$, whereas the inner products in these spaces are denoted by $(\cdot, \cdot)$ and $(\cdot, \cdot)_{\Gamma}$, respectively. Furthermore, the norms on $H^{r}(\Omega)$ and $H^{r}(\Gamma), r>0$, are indicated by $\|\cdot\|_{H^{r}}$ and $\|\cdot\|_{H^{r}(\Gamma)}$, respectively. The symbol $(\cdot, \cdot)_{V^{*}, V}$ stands for a duality pairing between any generic Banach spaces $V$ and its dual $V^{*}$.

Let us define the linear operator $A_{N}:=-\Delta$ acting on $\mathcal{D}\left(A_{N}\right)=\left\{\theta \in H^{2}(\Omega): \partial_{\mathbf{n}} \theta=0\right.$ on $\Gamma\}$ as the realization in $L^{2}(\Omega)$ of the Laplace operator supplemented with Neumann boundary conditions. It is well known that $A_{N}$ generates a bounded analytic semigroup $e^{-A_{N} t}$ on $L^{2}(\Omega)$ and that $A_{N}$ is nonnegative and self-adjoint on $L^{2}(\Omega)$. Moreover, denoting by $\langle\cdot\rangle$ the spatial average over $\Omega$ and setting $H_{(0)}^{r}(\Omega)=\left\{\phi \in H^{r}(\Omega):\langle\phi\rangle=0\right\}, H^{0}=L^{2}$, we know that $A_{N}^{-1}: H_{(0)}^{0}(\Omega) \rightarrow H_{(0)}^{0}(\Omega)$ is well defined. Henceforth, we will always refer to the following norms in $H^{-r}(\Omega):=\left(H^{r}(\Omega)\right)^{*}, r \in \mathbb{N}_{+}$, which are equivalent to the standard ones,

$$
\|u\|_{H^{-r}}^{2}=\left\|A_{N}^{-r / 2}(u-\langle u\rangle)\right\|^{2}+\langle u\rangle^{2}
$$

The Dirichlet trace map $\operatorname{Tr}_{D}: C^{\infty}(\bar{\Omega}) \rightarrow C^{\infty}(\Gamma)$, defined by $\operatorname{Tr}_{D}(u)=u_{\mid \Gamma}$ extends to a linear continuous operator $\operatorname{Tr}_{D}: H^{r}(\Omega) \rightarrow H^{r-1 / 2}(\Gamma)$, for all $r>1 / 2$, which is onto for $1 / 2<r<3 / 2$. This map also possesses a bounded right inverse $\operatorname{Tr}_{D}^{-1}: H^{r-1 / 2}(\Gamma) \rightarrow H^{r}(\Omega)$ such that $\operatorname{Tr}_{D}\left(\operatorname{Tr}_{D}^{-1} \psi\right)=\psi$, for any $\psi \in H^{r-1 / 2}(\Gamma)$. We can thus introduce the subspaces of $H^{r}(\Omega) \times H^{r}(\Gamma)$,

$$
\mathbb{V}_{r}:=\left\{(u, \psi) \in H^{r}(\Omega) \times H^{r}(\Gamma): \operatorname{Tr}_{D}(u)=\psi\right\}
$$

for every $r>1 / 2$, and note that we have the following dense and compact embeddings $\mathbb{V}_{r_{1}} \subset \mathbb{V}_{r_{2}}$, for any $r_{1}>r_{2}>1 / 2$. We emphasize that $\mathbb{V}_{r}$ is not a product space.

Let us now introduce the spaces for the memory variable $\eta$. For a nonnegative measurable function $\theta$ defined on $\mathbb{R}_{+}$and a real Hilbert space $W$ (with inner product denoted by $(\cdot, \cdot)_{W}$ ), let $L_{\theta}^{2}\left(\mathbb{R}_{+} ; W\right)$ be the Hilbert space of $W$-valued functions on $\mathbb{R}_{+}$, endowed with the following inner product

$$
\begin{equation*}
\left(\phi_{1}, \phi_{2}\right)_{L_{\theta}^{2}\left(\mathbb{R}_{+} ; W\right)}=\int_{0}^{\infty} \theta(s)\left(\phi_{1}(s), \phi_{2}(s)\right)_{W} d s \tag{2.8}
\end{equation*}
$$

Consequently, we set

$$
\mathcal{M}_{\sigma}=L_{\nu}^{2}\left(\mathbb{R}_{+} ; H^{\sigma}(\Omega)\right), \quad \mathcal{M}_{\sigma}^{(0)}=L_{\nu}^{2}\left(\mathbb{R}_{+} ; H_{(0)}^{\sigma}(\Omega)\right)
$$

for $\sigma \in \mathbb{R}$. In the sequel, we will also consider Hilbert spaces of the form $H_{\nu}^{k}\left(\mathbb{R}_{+} ; H^{\sigma}(\Omega)\right)$ for $k \in \mathbb{N}$.

We conclude by observing that solutions to problem $\mathbf{P}$ must also satisfy the following constraints (i.e., mass conservation)

$$
\begin{equation*}
\langle u(t)\rangle=\left\langle u_{0}(\tau)\right\rangle, \quad\left\langle\eta^{t}(s)\right\rangle=0 \tag{2.9}
\end{equation*}
$$

for $t>\tau$ and $s>0$. These can be easily derived recalling equations (1.5), (1.4) and using (2.1). For this reason we need to introduce closed subsets of Hilbert spaces $\mathcal{H}_{r, \sigma}=\mathbb{V}_{r} \times \mathcal{M}_{\sigma-1}^{(0)}$
for $r>1 / 2, \sigma \in \mathbb{R}$, endowed with the scalar product induced by $\mathbb{V}_{r} \times \mathcal{M}_{\sigma-1}^{(0)}$, namely,

$$
\mathcal{H}_{r, \sigma}^{M}=\left\{(u, \psi, \eta) \in \mathbb{V}_{r} \times \mathcal{M}_{\sigma-1}^{(0)}:|\langle u\rangle| \leq M\right\}
$$

for some given $M \geq 0$. Note that $\mathcal{H}_{r, \sigma}^{M}$ are complete metric spaces with respect to the metrics induced by the norms of $\mathcal{H}_{r, \sigma}$. We now have defined all the ingredients we need to introduce a rigorous formulation of $\mathbf{P}$ in the next section.

## 3 Variational formulation and well-posedness

We begin this section by stating all the hypotheses on $\nu, f$ and $g$ we need, even though not all of them must be satisfied at the same time.

## Conditions on $\nu$ :

$$
\begin{align*}
& \nu \in C^{1}\left(\mathbb{R}_{+}\right) \cap L^{1}\left(\mathbb{R}_{+}\right): \nu(s) \geq 0, \quad \forall s \in \mathbb{R}_{+}  \tag{K1}\\
& \nu^{\prime}(s) \leq 0, \quad \forall s \in \mathbb{R}_{+}  \tag{K2}\\
& k_{0}=\int_{0}^{\infty} \nu(s) d s>0  \tag{K3}\\
& \nu_{0}=\lim _{s \rightarrow 0^{+}} \nu(s)<\infty  \tag{K4}\\
& \nu^{\prime}(s)+\lambda \nu(s) \leq 0, \quad \text { for a.a. } s \in \mathbb{R}_{+} \tag{K5}
\end{align*}
$$

for some $\lambda>0$. In the rest of the paper we will take $k_{0}=1$ for the sake of simplicity. Also, we recall that assumption (K5) plays a role in the long term behavior only.

Conditions on $f$ and $g$ :

$$
\begin{align*}
& f, g \in C^{1}(\mathbb{R}),  \tag{N0}\\
& f, g \in C^{2}(\mathbb{R}),  \tag{N0’}\\
& \liminf _{|y| \rightarrow+\infty} f^{\prime}(y)>0, \quad \liminf _{|y| \rightarrow+\infty} g^{\prime}(y)>0,  \tag{N1}\\
& \left|f^{\prime}(y)\right| \leq c_{f}\left(1+|y|^{2}\right), \quad\left|g^{\prime}(y)\right| \leq c_{g}\left(1+|y|^{q}\right), \quad \forall y \in \mathbb{R},  \tag{N2}\\
& \left|f^{\prime \prime}(s)\right| \leq c_{f}(1+|s|), \quad\left|g^{\prime \prime}(s)\right| \leq c_{g}\left(1+|s|^{q-1}\right), \quad \forall s \in \mathbb{R}, \tag{N2'}
\end{align*}
$$

for some positive constants $c_{f}, c_{g}$ and some $q \in[1,+\infty)$. Note that, for instance, doublewell smooth potentials like $F(s)=\left(s^{2}-1\right)^{2}$ are such that $f=F^{\prime}$ satisfies all the above assumptions, while $g$ can be any polynomial of odd degree and positive leading coefficient.

In order to introduce the variational formulation of $\mathbf{P}$ we consider the sesquilinear form $\Upsilon$ in $L^{2}(\Omega) \times L^{2}(\Gamma)$ defined by

$$
\begin{equation*}
\Upsilon(\mathbf{u}, \mathbf{v})=\int_{\Omega} \nabla u \cdot \nabla v d x+\int_{\Gamma} \nabla_{\Gamma} \psi \cdot \nabla_{\Gamma} \xi d S+\beta \int_{\Gamma} \psi \xi d S \tag{3.1}
\end{equation*}
$$

for all $\mathbf{u}=(u, \psi), \mathbf{v}=(v, \xi) \in \mathbb{V}_{1}$. Then, $\Upsilon$ (with domain $D(\Upsilon)=\mathbb{V}_{1}$ ) is densely defined, closed, symmetric and bounded from below in $L^{2}(\Omega) \times L^{2}(\Gamma)$. Thus, by first and second representation theorems for forms (see, e.g., [35, Section VI.2]), one concludes that there exists a unique self-adjoint operator $A_{\Gamma}$ in $L^{2}(\Omega) \times L^{2}(\Gamma)$, bounded from below, associated with the form $\Upsilon$, which satisfies

$$
\begin{equation*}
\Upsilon(\mathbf{u}, \mathbf{v})=\left(\mathbf{u}, A_{\Gamma} \mathbf{v}\right)_{L^{2}(\Omega) \times L^{2}(\Gamma)}=\int_{\Omega} u(-\Delta v) d x+\int_{\Gamma} \psi\left(-\Delta_{\Gamma} \xi+\partial_{\mathbf{n}} v+\beta \xi\right) d S \tag{3.2}
\end{equation*}
$$

for all $\mathbf{u} \in D(\Upsilon), \mathbf{v} \in D\left(A_{\Gamma}\right)$. Moreover, $D\left(A_{\Gamma}\right) \subset D\left(A_{\Gamma}^{1 / 2}\right)=D(\Upsilon)$ is such that

$$
\begin{equation*}
D\left(A_{\Gamma}\right)=\left\{(v, \xi) \in \mathbb{V}_{1}: \Delta v \in L^{2}(\Omega),-\Delta_{\Gamma} \xi+\partial_{\mathbf{n}} v+\beta \xi \in L^{2}(\Gamma)\right\} \tag{3.3}
\end{equation*}
$$

Besides, from (3.1)-(3.2), we deduce that $A_{\Gamma}$ is bounded from $\mathbb{V}_{1}$ into $\mathbb{V}_{1}^{*}$, and according to [13, Section 3], we have the following more explicit characterization of the domain for $A_{\Gamma}$, that is, $D\left(A_{\Gamma}\right)=\mathbb{V}_{2}$. Indeed, the map $\Xi: \mathbf{u} \mapsto A_{\Gamma} \mathbf{u}$, when viewed as a map from $\mathbb{V}_{2}$ into $L^{2}(\Omega) \times L^{2}(\Gamma)$ is an isomorphism and, cf. e.g., [2, Lemma 2.2], there exists a positive constant $C_{*}$, independent of $(u, \psi)$, such that

$$
C_{*}^{-1}\|(u, \psi)\|_{\mathbb{V}_{2}} \leq\|\Xi(\mathbf{u})\|_{L^{2}(\Omega) \times L^{2}(\Gamma)} \leq C_{*}\|(u, \psi)\|_{\mathbb{V}_{2}},
$$

for all $\mathbf{u}=(u, \psi) \in \mathbb{V}_{2}$.
To formulate the evolution equation for $\eta$ we need to define the linear operator $\mathbb{T}=-\partial_{s}$ with domain

$$
\begin{equation*}
D(\mathbb{T})=\left\{\eta \in \mathcal{M}_{-1}^{(0)}: \partial_{s} \eta \in \mathcal{M}_{-1}^{(0)}, \eta(0)=0\right\} \tag{3.4}
\end{equation*}
$$

We recall that $\mathbb{T}$ is the infinitesimal generator of the right translation semigroup on $\mathcal{M}_{-1}$ (see, e.g., [30]).

We are now ready to introduce the rigorous (variational) formulation of problem $\mathbf{P}$.
Definition 3.1 Let $T>\tau$ and set $J=[\tau, T]$. A triplet $(u, \psi, \eta)$ which fulfills

$$
\begin{align*}
& (u, \psi, \eta) \in L^{\infty}\left(J ; \mathcal{H}_{1,0}\right),  \tag{3.5}\\
& \partial_{t} u \in L^{\infty}\left(J ; H^{-1}(\Omega)\right), \quad \alpha^{1 / 2} \partial_{t} u \in L^{2}(\Omega \times J), \quad \partial_{t} \psi \in L^{2}(\Gamma \times J), \tag{3.6}
\end{align*}
$$

is a solution to problem $\boldsymbol{P}$ in $J$ with initial data $\left(u_{0}, \psi_{0}, \eta_{0}\right) \in \mathcal{H}_{1,0}$ if the following identities hold almost everywhere in $J$ :

$$
\begin{align*}
& \left(\partial_{t} u, v\right)_{H^{-1}, H^{1}}+\int_{0}^{\infty} \nu(s)\left(\eta^{t}(s), v\right)_{H^{-1}, H^{1}} d s=0, \quad \forall v \in H^{1}(\Omega)  \tag{3.7}\\
& \Upsilon(\mathbf{u}, \mathbf{v})+(f(u), v)+(g(\psi), \varphi)_{\Gamma}+\left(\alpha \partial_{t} u, v\right)+\left(\partial_{t} \psi, \varphi\right)_{\Gamma}  \tag{3.8}\\
& =(\mu, v)_{H^{-1}, H^{1}}, \quad \forall \mathbf{v}=(v, \varphi) \in \mathbb{V}_{1}, \\
& \left(\partial_{t} \eta-\mathbb{T} \eta, \zeta\right)_{\mathcal{M}_{-1}}=(\mu, \zeta)_{\mathcal{M}_{0}}, \quad \forall \zeta \in \mathcal{M}_{1} . \tag{3.9}
\end{align*}
$$

As a consequence of (3.7), there holds

$$
\begin{equation*}
\langle u(t)\rangle=\left\langle u_{0}\right\rangle, \quad \text { for a.a. } t \in J \tag{3.10}
\end{equation*}
$$

Remark 3.2 As far as the interpretation of the initial condition is concerned, note that properties (3.5)-(3.6) imply that $\mathbf{u}=(u, \psi) \in C\left(J ; \mathbb{V}_{1-r}\right)$ for any $r \in(0,1 / 2)$. On the other hand, it can be shown that $\eta \in C\left(J ; \mathcal{M}_{-1}\right)$ (see [30]).

We now state and prove the following global existence result. Note that the notion of solutions we are looking for is far weaker than the usual notion of weak solutions. Solutions of this kind have been called energy solutions in [28].

Theorem 3.3 Let (K1)-(K4) and (N0),(N1),(N2) hold. Then, for any given initial time $\tau \in \mathbb{R}$ and $\left(u_{0}, \psi_{0}, \eta_{0}\right) \in \mathcal{H}_{1,0}$, problem $\boldsymbol{P}$ admits at least one solution $(u, \psi, \eta)$ on the time interval J, according to Definition 3.1. In addition, this solution satisfies the following inequality:

$$
\begin{equation*}
\left\|\left(u(t), \psi(t), \eta^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2}+\int_{\tau}^{t}\left(\alpha\left\|\partial_{t} u(y)\right\|^{2}+\left\|\partial_{t} \psi(y)\right\|_{\Gamma}^{2}\right) d y \leq Q\left(\left\|\left(u_{0}, \psi_{0}, \eta_{0}\right)\right\|_{\mathcal{H}_{1,0}}^{2}\right) \tag{3.11}
\end{equation*}
$$

for $t \geq \tau$, for some positive monotone nondecreasing function $Q$ independent of $t$ and $\alpha$.
Proof. The proof is divided into three steps. We make use of a Faedo-Galerkin approximating scheme (similar to $[12,24]$ ) to project problem $\mathbf{P}$ on a finite dimensional space, where we can locally solve a Cauchy problem for a system of ordinary differential equations $\mathbf{P}_{n}$, having local solutions. Then, we provide some a priori estimates which guarantee that any local solution to problem $\mathbf{P}_{n}$ is actually global on $J$. The a priori boundedness is also used to extract a subsequence which converges weakly to a certain vector-valued function, candidate to be the solution to problem $\mathbf{P}$.

Step 1: The Galerkin approximation. We begin by choosing a smooth orthonormal basis $\left\{v_{j}\right\}, j \in \mathbb{N}_{+}$, in $L^{2}(\Omega)$, which can be achieved, for instance, by taking the set $\left\{v_{j}\right\}$ of the eigenfunctions (normalized in $L^{2}(\Omega)$ ) for the operator $A_{N}$ in $L^{2}(\Omega)$, that is, $A_{N} v_{j}=\varpi_{j} v_{j}$, $j \in \mathbb{N}_{+}$, where $\left\{v_{j}\right\} \subset D\left(A_{N}\right)$ and $\varpi_{j}$ is the eigenvalue corresponding to $v_{j}$. In particular, it is well-known that $\varpi_{1}=0$ is simple with constant eigenfunction $v_{1}=|\Omega|^{-1 / 2}$, while all the other eigenvalues $\varpi_{j}, j \geq 2$, are positive and can be increasingly ordered and counted according to their multiplicities in order to form a real divergent sequence. Next, we take a smooth sequence $\left\{z_{j}\right\} \subset H_{\nu}^{1}\left(\mathbb{R}_{+} ; H_{(0)}^{1}(\Omega)\right) \cap D(\mathbb{T})$ forming an orthonormal basis of $\mathcal{M}_{-1}^{(0)}$. For $n \in \mathbb{N}$, we consider the projections $\mathcal{O}_{n}$ and $\mathcal{Q}_{n}$, given by

$$
\begin{aligned}
& \mathcal{O}_{n}: H^{1}(\Omega) \rightarrow V^{n}=\operatorname{span}\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}, \\
& \mathcal{Q}_{n}: \mathcal{M}_{-1}^{(0)} \rightarrow \mathcal{M}^{n}=\operatorname{span}\left\{z_{1}, z_{2}, \ldots, z_{n}\right\}
\end{aligned}
$$

and set

$$
V^{\infty}=\cup_{n=1}^{\infty} V^{n}, \quad \mathcal{M}^{\infty}=\cup_{n=1}^{\infty} \mathcal{M}^{n}
$$

Clearly, $V^{\infty}$ is a dense subspace of $H^{1}(\Omega)$ and thus, of $L^{2}(\Gamma)$, since $D\left(A_{N}\right)$ is densely contained in $L^{2}(\Gamma)$. Moreover, $\mathcal{M}^{\infty}$ is a dense subspace of $\mathcal{M}_{-1}^{(0)}$, respectively. Furthermore,
for each $v_{n} \in V^{n} \subset C(\bar{\Omega})$, we can define elements of the form $\mathbf{v}_{n}=\left(v_{n}, w_{n}\right)$, with $w_{n}=$ $\operatorname{Tr}_{D}\left(v_{n}\right)$ and note that

$$
\overline{\mathbb{V}}^{\infty}:=\cup_{n=1}^{\infty} \operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}
$$

is dense in $\mathbb{V}_{1}$ (see, e.g., [24]). It is convenient to introduce a further projector on the trace component

$$
\widetilde{\mathcal{O}}_{n}: H^{1}(\Omega) \rightarrow \widetilde{V}^{n}=\operatorname{span}\left\{w_{1}, w_{2}, \ldots, w_{n}\right\}
$$

For each given $n \in \mathbf{N}$ our approximating problem is
Problem $\mathbf{P}_{n}$. Find $t_{n} \in(\tau, T]$ and $a_{j}:=a_{j}^{n} \in C^{1}\left(\left[\tau, t_{n}\right] ; \mathbb{R}^{n}\right), j=1,2,3$, such that

$$
\begin{align*}
u_{n}(t) & =\sum_{j=1}^{n} a_{1 j}(t) v_{j}, \quad \psi_{n}(t)=\sum_{j=1}^{n} a_{1 j}(t) w_{j}  \tag{3.12}\\
\eta_{n}^{t}(s) & =\sum_{j=1}^{n} a_{2 j}(t) z_{j}(s), \quad \mu_{n}(t)=\sum_{j=1}^{n} a_{3 j}(t) v_{j} \tag{3.13}
\end{align*}
$$

solve the following approximating problem

$$
\begin{align*}
& \left(\partial_{t} u_{n}, v\right)+\int_{0}^{\infty} \nu(s)\left(\eta_{n}(s), v\right) d s=0  \tag{3.14}\\
& \Upsilon\left(\mathbf{u}_{n}, \mathbf{v}\right)+\left(f\left(u_{n}\right), v\right)+\left(g\left(\psi_{n}\right), w\right)_{\Gamma}+\left(\alpha \partial_{t} u_{n}, v\right)+\left(\partial_{t} \psi_{n}, w\right)_{\Gamma}=\left(\mu_{n}, v\right),  \tag{3.15}\\
& \left(\partial_{t} \eta_{n}-\mathbb{T} \eta_{n}, \zeta\right)_{\mathcal{M}_{-1}}=\left(\mu_{n}, \zeta\right)_{\mathcal{M}_{0}} \tag{3.16}
\end{align*}
$$

for every $t \in\left(\tau, t_{n}\right)$ and every $\mathbf{v}=(v, w) \in X_{n}$ and $\zeta \in \mathcal{M}^{n}$, respectively, and with

$$
\begin{equation*}
u_{n}(\tau)=\mathcal{O}_{n} u_{0}, \quad \psi_{n}(\tau)=\widetilde{\mathcal{O}}_{n} u_{0}, \quad \eta_{n}^{\tau}=\mathcal{Q}_{n} \eta_{0} \tag{3.17}
\end{equation*}
$$

Let us write (3.14)-(3.17) as a Cauchy problem for a nonlinear system of ordinary differential equations, choosing $\bar{v}=\left(v_{i}, w_{i}\right)$ in (3.14)-(3.15) and $\zeta=z_{i}$ in (3.16), for $i=1, \ldots, n$. To this end, we define the $n \times n$ matrices $\mathbb{B}_{\Gamma}=\left(l_{i j}\right), \mathbb{B}=\left(b_{i j}\right), \mathbb{D}=\left(d_{i j}\right)$ and $\overline{\mathbb{D}}=\left(\bar{d}_{i j}\right)$ given by

$$
\begin{equation*}
l_{i j}=\left(w_{j}, w_{i}\right)_{\Gamma}, \quad b_{i j}=\left(z_{j}, v_{i}\right)_{\mathcal{M}_{-1}}, \quad d_{i j}=\left(\mathbb{T} z_{j}, z_{i}\right)_{\mathcal{M}_{-1}}, \quad \bar{d}_{i j}=\varpi_{j}\left(v_{j}, z_{i}\right)_{\mathcal{M}_{-1}} \tag{3.18}
\end{equation*}
$$

Observe that $\mathbb{B}_{\Gamma}$ is positive semidefinite by construction. After performing direct computations in (3.14)-(3.16) and taking (3.18) into account, we can rewrite $\mathbf{P}_{n}$ into a Cauchy problem for the following system

$$
\begin{align*}
\mathbf{a}_{1}^{\prime} & =-\mathbb{B} \mathbf{a}_{2},  \tag{3.19}\\
\mathbf{a}_{2}^{\prime} & =\mathbb{D} \mathbf{a}_{2}+\overline{\mathbb{D}} \mathbf{a}_{3},  \tag{3.20}\\
\mathbf{a}_{3} & =\mathbb{C}\left(\mathbf{a}_{1}\right)+\left(\alpha \mathbb{I}+\mathbb{B}_{\Gamma}\right) \mathbf{a}_{1}^{\prime}, \tag{3.21}
\end{align*}
$$

where $\mathbb{I}$ is the $n \times n$ identity matrix and $\mathbb{C}\left(\mathbf{a}_{1}\right)=\left(c_{i}\left(\mathbf{a}_{1}\right)\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is given by

$$
\begin{align*}
c_{i}\left(\mathbf{a}_{1}\right) & =\sum_{j=1}^{n} a_{1 j} \Upsilon\left(\mathbf{v}_{j}, \mathbf{v}_{i}\right)  \tag{3.22}\\
& +\left(f\left(\sum_{j=1}^{n} a_{1 j} v_{j}\right), v_{i}\right)+\left(g\left(\sum_{j=1}^{n} a_{1 j} w_{j}\right), w_{i}\right)_{\Gamma}, \quad i=1, \ldots, n .
\end{align*}
$$

It is now easy to deduce from (3.19)-(3.21) a system of $2 n$ nonlinear ordinary differential equations in normal form for the vector-valued functions $\mathbf{a}_{j}=\left(a_{j 1}, \ldots, a_{j n}\right), j=1,2$, that is,

$$
\begin{equation*}
\binom{\mathbf{a}_{1}^{\prime}}{\mathbf{a}_{2}^{\prime}}=\mathbb{U}_{n}\binom{\mathbf{a}_{1}}{\mathbf{a}_{2}}, \tag{3.23}
\end{equation*}
$$

where $\mathbb{U}_{n}: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}$ can be computed explicitly. On account of (N0), we can thus apply the Cauchy-Lipschitz theorem and find a unique maximal solution $\left(u_{n}, \psi_{n}, \eta_{n}\right) \in C^{1}\left(\left[\tau, t_{n}\right] ; \mathcal{H}_{2,2}\right)$ to $\mathbf{P}_{n}$, for some $t_{n} \in(\tau, T)$.
Step 2: A priori estimates. We will now deduce some a priori estimates on the approximating solutions $\left(u_{n}, \psi_{n}, \eta_{n}\right)$. Such estimates, in particular, ensure that the solutions obtained are defined on the whole interval $J=[\tau, T]$, for every $n \in \mathbb{N}$. Throughout this proof, $c$ will denote a positive generic constant, depending at most on the physical parameters of the problem, but independent of $n$ and $\alpha$. Such a constant may vary even within the same line. Further dependencies of the constants will be pointed out if needed.

We first take $v=\mu_{n}(t) \in V_{n}$ and $\mathbf{v}=\left(\partial_{t} u_{n}(t), \partial_{t} \psi_{n}(t)\right) \in X_{n}$ in (3.14) and (3.15), respectively. Adding these relations together, we deduce, for all $t \in\left[\tau, t_{n}\right)$,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left[\left\|\nabla u_{n}(t)\right\|^{2}+\left\|\nabla_{\Gamma} \psi_{n}(t)\right\|_{\Gamma}^{2}+\beta\left\|\psi_{n}(t)\right\|_{\Gamma}^{2}+2\left(G\left(\psi_{n}(t)\right), 1\right)_{\Gamma}+2\left(F\left(u_{n}(t)\right), 1\right)\right] \\
& \quad+\alpha\left\|\partial_{t} u_{n}(t)\right\|^{2}+\left\|\partial_{t} \psi_{n}(t)\right\|_{\Gamma}^{2}+\int_{0}^{\infty} \nu(s)\left(\eta_{n}^{t}(s), \mu_{n}(t)\right) d s=0 \tag{3.24}
\end{align*}
$$

Next, recalling that $\left\langle\eta_{n}^{t}(s)\right\rangle=\left\langle\mathbb{T} \eta_{n}^{t}(s)\right\rangle=0$, take $\zeta=\eta_{n}^{t}(s)$ in (3.16). This yields

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\eta_{n}^{t}\right\|_{\mathcal{M}_{-1}}^{2}-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta_{n}^{t}(s)\right\|_{H^{-1}}^{2} d s=\left(\mu_{n}, \eta_{n}^{t}(s)\right)_{\mathcal{M}_{0}}, \quad \forall t \in\left[\tau, t_{n}\right) \tag{3.25}
\end{equation*}
$$

Set now, for all $t \in\left[\tau, t_{n}\right)$,

$$
\begin{aligned}
E_{n}(t) & :=\left\|\nabla u_{n}(t)\right\|^{2}+\left\|\nabla_{\Gamma} \psi_{n}(t)\right\|_{\Gamma}^{2}+\beta\left\|\psi_{n}(t)\right\|_{\Gamma}^{2}+\left\|\eta_{n}^{t}\right\|_{\mathcal{M}_{-1}}^{2} \\
& +2\left(F\left(u_{n}(t)\right), 1\right)+2\left(G\left(\psi_{n}(t)\right), 1\right)_{\Gamma}+\widetilde{C} .
\end{aligned}
$$

Here the constant $\widetilde{C}>0$ is taken large enough in order to ensure that $E_{n}(t)$ is nonnegative (note that, due to assumptions (N1), $F$ and $G$ are both bounded from below, independently
of $n$ ). Adding now (3.24)-(3.25), we obtain

$$
\begin{equation*}
\frac{d}{d t} E_{n}(t)+2 \alpha\left\|\partial_{t} u_{n}(t)\right\|^{2}+2\left\|\partial_{t} \psi_{n}(t)\right\|_{\Gamma}^{2}-2 \int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta_{n}^{t}(s)\right\|_{H^{-1}}^{2} d s=0 \tag{3.26}
\end{equation*}
$$

for all $t \in\left[\tau, t_{n}\right]$. Then integrating (3.26) with respect to time, on account of assumption (K2), we get

$$
\begin{equation*}
E_{n}(t)+\int_{\tau}^{t}\left[2 \alpha\left\|\partial_{t} u_{n}(y)\right\|^{2}+2\left\|\partial_{t} \psi_{n}(y)\right\|_{\Gamma}^{2}\right] d y \leq E_{n}(\tau), \quad \forall t \in\left[\tau, t_{n}\right) \tag{3.27}
\end{equation*}
$$

Observe that, in light of (N1)-(N2), there exists a positive constant $c$ independent of the initial data such that

$$
\begin{equation*}
c\left\|\left(u_{n}(t), \psi_{n}(t), \eta_{n}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \leq E_{n}(t) \leq Q\left(\left\|\left(u_{n}(t), \psi_{n}(t), \eta_{n}^{t}\right)\right\|_{\mathcal{H}_{1,0}}\right), \quad \forall t \in\left[\tau, t_{n}\right) \tag{3.28}
\end{equation*}
$$

for some monotone non-decreasing function $Q$ independent of $n$. In particular, the uniform bound (3.27) implies that the local solution to $\mathbf{P}_{n}$ can be extended up to time $T$, that is, $t_{n}=T$, for every $n$.

By (3.27)-(3.28), we learn that the sequence $\left(u_{n}, \psi_{n}, \eta_{n}\right)$ is uniformly bounded in the space $\mathcal{H}_{1,0}$ by a constant depending only on the size of initial data and of the nonlinearities $f, g$. Integrating (3.26) over $J$, we get a further uniform bound for $\partial_{t} u_{n}$ and $\partial_{t} \psi_{n}$ in $L^{2}(\Omega \times J)$ and $L^{2}(\Gamma \times J)$, respectively. Also we get a control of $\eta_{n}$ in $L^{2}\left(J ; L_{\nu^{\prime}}^{2}\left(\mathbb{R}_{+} ; H^{-1}(\Omega)\right)\right)$. Summing up, we have

$$
\begin{align*}
& \left\|\left(u_{n}, \psi_{n}\right)\right\|_{L^{\infty}\left(J ; \mathbb{V}_{1}\right)} \leq c, \quad \sqrt{\alpha}\left\|\partial_{t} u_{n}\right\|_{L^{2}(\Omega \times J)} \leq c  \tag{3.29}\\
& \left\|\eta_{n}\right\|_{L^{\infty}\left(J ; \mathcal{M}_{-1}\right)} \leq c, \quad\left\|\eta_{n}\right\|_{L^{2}\left(J ; L_{\nu^{\prime}}^{2}\left(\mathbb{R}_{+} ; H^{-1}(\Omega)\right)\right)} \leq c, \quad\left\|\partial_{t} \psi_{n}\right\|_{L^{2}(\Gamma \times J)} \leq c . \tag{3.30}
\end{align*}
$$

Actually we can prove some more regularity properties for $\left(u_{n}, \psi_{n}, \eta_{n}\right)$. To this end, take $v=A_{N}^{-1} \partial_{t} u_{n}(t)$ and observe that $\left\langle\partial_{t} u_{n}(t)\right\rangle=0$. Exploiting the basic Hölder and Young inequalities, it is not difficult to realize, on account of (K3), that

$$
\begin{equation*}
\left\|\partial_{t} u_{n}(t)\right\|_{H^{-1}} \leq\left\|\eta_{n}^{t}\right\|_{\mathcal{M}_{-1}}, \quad \forall t \in J \tag{3.31}
\end{equation*}
$$

Thus, (3.30) and (3.31) yield

$$
\begin{equation*}
\left\|\partial_{t} u_{n}\right\|_{L^{\infty}\left(J ; H^{-1}(\Omega)\right)} \leq c . \tag{3.32}
\end{equation*}
$$

Furthermore, thanks to the first bound of (3.29), we can easily control the nonlinear terms in (3.15). In particular, on account of (N2) and the embeddings $H^{1}(\Omega) \hookrightarrow L^{6}(\Omega), H^{1}(\Gamma) \hookrightarrow$ $L^{p}(\Gamma)$, for all $p \in[1, \infty)$, we have

$$
\begin{equation*}
\left\|f\left(u_{n}\right)\right\|_{L^{2}(\Omega \times J)} \leq c, \quad\left\|g\left(\psi_{n}\right)\right\|_{L^{q+1}(\Gamma \times J)} \leq c \tag{3.33}
\end{equation*}
$$

Finally, by comparison in (3.15), the fact that the operator $A_{\Gamma}$ is bounded from $\mathbb{V}_{1}$ into $\mathbb{V}_{1}^{*}$ (in particular, $\left\|A_{\Gamma} u_{n}\right\|_{L^{2}\left(J ; \mathbb{V}_{1}^{*}\right)} \leq c$ ) combined with (3.33) also provides the following uniform bounds for $\mu_{n}$

$$
\begin{equation*}
\left\langle\mu_{n}\right\rangle \leq c, \quad\left\|\mu_{n}\right\|_{L^{2}\left(J ; H^{-1}(\Omega)\right)} \leq c \tag{3.34}
\end{equation*}
$$

Step 3: Passage to limit. On account of the above uniform inequalities, we can argue, up to subsequences, that

$$
\begin{align*}
& \left(u_{n}, \psi_{n}\right) \rightarrow(u, \psi) \quad w^{*}-L^{\infty}\left(J ; \mathbb{V}_{1}\right), \quad \partial_{t} \psi_{n} \rightarrow \partial_{t} \psi \quad w-L^{2}\left(J ; L^{2}(\Gamma)\right)  \tag{3.35}\\
& \partial_{t} u_{n} \rightarrow \partial_{t} u \quad w^{*}-L^{\infty}\left(J ; H^{-1}(\Omega)\right), \quad \sqrt{\alpha} \partial_{t} u_{n} \rightarrow \sqrt{\alpha} \partial_{t} u \quad w-L^{2}(\Omega \times J)  \tag{3.36}\\
& \eta_{n} \rightarrow \eta \quad w^{*}-L^{\infty}\left(J ; \mathcal{M}_{-1}\right), \quad \mu_{n} \rightarrow \mu \quad w-L^{2}\left(J ; H^{-1}(\Omega)\right)  \tag{3.37}\\
& \eta_{n} \rightarrow \eta \quad w-L^{2}\left(J ; L_{\nu^{\prime}}^{2}\left(\mathbb{R}_{+} ; H^{-1}(\Omega)\right)\right) . \tag{3.38}
\end{align*}
$$

Due to (3.35)-(3.37) and classical compactness theorems, we also have

$$
\begin{array}{ll}
u_{n} \rightarrow u & \text { strongly in } C\left(J ; H^{1-r}(\Omega)\right) \\
\psi_{n} \rightarrow \psi & \text { strongly in } C\left(J ; H^{1-r}(\Gamma)\right) \tag{3.40}
\end{array}
$$

for all $r \in(0,1 / 2)$ so that $(u(t), \psi(t)) \in C\left(J ; H^{1-r}(\Omega) \times H^{1-r}(\Gamma)\right)$. These strong convergences entail that, up to subsequences, $u_{n}$ converges to $u$ almost everywhere in $\Omega \times J$ and $\psi_{n}$ converges to $\psi$ almost everywhere in $\Gamma \times J$. Then, using the continuity of $f$ and $g$, (3.39)-(3.40) and (3.33), we easily deduce that, up to subsequences, $f\left(u_{n}\right)$ weakly converges to $f(u)$ in $L^{2}(\Omega \times J)$, while $g\left(\psi_{n}\right)$ weakly converges to $g(\psi)$ in $L^{q+1}(\Gamma \times J)$, and hence in $L^{2}(\Gamma \times J)$, since $q \geq 1$. Thus we can now pass to the limit in equations (3.14) and (3.15) and recover (3.7) and (3.8), respectively.

It remains to pass to the limit in equation (3.16). An integration by parts and (3.37) yield, for any $\zeta \in C_{0}^{\infty}\left(J ; C_{0}^{\infty}\left(\mathbb{R}_{+} ; H^{1}(\Omega)\right)\right)$,

$$
\int_{\tau}^{T}\left(\partial_{t} \eta_{n}^{y}, \zeta\right)_{\mathcal{M}_{-1}} d y=-\int_{\tau}^{T}\left(\eta_{n}^{y}, \partial_{t} \zeta\right)_{\mathcal{M}_{-1}} d y \rightarrow-\int_{\tau}^{T}\left(\eta^{y}, \partial_{t} \zeta\right)_{\mathcal{M}_{-1}} d y
$$

Thus, we have

$$
\partial_{t} \eta_{n}^{t} \rightarrow \partial_{t} \eta^{t} \text { weakly in } L^{2}\left(J ; H_{\nu}^{-1}\left(\mathbb{R}_{+} ; H^{-1}(\Omega)\right)\right)
$$

and that $\eta^{t} \in C\left(J ; H_{\nu}^{-1}\left(\mathbb{R}_{+} ; H^{-1}(\Omega)\right)\right)$. Moreover, on account of (3.38), we have

$$
-\int_{\tau}^{T}\left(\mathbb{T} \eta_{n}^{y}, \zeta\right)_{\mathcal{M}_{-1}} d y=-\int_{\tau}^{T} \nu^{\prime}(s)\left(\eta_{n}^{y}, \zeta\right)_{H^{-1}} d y \rightarrow-\int_{\tau}^{T} \nu^{\prime}(s)\left(\eta^{y}, \zeta\right)_{H^{-1}} d y
$$

Exploiting a density argument and the following distributional equality (see [30])

$$
-\int_{\tau}^{T}\left(\eta^{y}, \partial_{t} \zeta\right)_{\mathcal{M}_{-1}} d y-\int_{\tau}^{T} \nu^{\prime}(s)\left(\eta^{y}, \zeta\right)_{H^{-1}} d y=\int_{\tau}^{t}\left(\partial_{t} \eta^{t}-\mathbb{T} \eta^{y}, \zeta\right)_{\mathcal{M}_{-1}} d y
$$

we also get (3.9) on account of (3.37). The proof is finished.
In the viscous case we can also prove the existence of smoother solutions.
Theorem 3.4 Let $\alpha>0$. Assume (K1)-(K4) and (N0'),(N1), (N2). If $\left(u_{0}, \psi_{0}, \eta_{0}\right) \in \mathcal{H}_{3,2}$ is such that

$$
\begin{equation*}
\eta_{0} \in D(\mathbb{T}) \tag{3.41}
\end{equation*}
$$

then, for any given initial time $\tau \in \mathbb{R}$, problem $\boldsymbol{P}$ admits at least one solution $(u, \psi, \eta)$ on the time interval J, according to Definition 3.1. In addition, this solution has the following regularity properties

$$
\begin{align*}
& (u, \psi, \eta) \in L^{\infty}\left(J ; \mathcal{H}_{3,2}\right) \cap W^{1, \infty}\left(J ; \mathcal{H}_{1,0}\right)  \tag{3.42}\\
& \partial_{t t} u \in L^{\infty}\left(J ; H^{-1}(\Omega)\right), \quad \alpha^{1 / 2} \partial_{t t} u \in L^{2}(\Omega \times J), \quad \partial_{t t} \psi \in L^{2}(\Gamma \times J),  \tag{3.43}\\
& \eta \in L^{\infty}(J ; D(\mathbb{T})) . \tag{3.44}
\end{align*}
$$

Proof. We use again the approximation scheme developed in the proof of Theorem 3.3. In the sequel of this proof, $c$ will indicate a positive constant which may depend on $\alpha, \beta, c_{f}$, $c_{g}, \Omega, \tau$ and $T$, but is independent of $n$.

More precisely, referring to problem $\mathbf{P}_{n}$, we will consider instead the approximating problem of finding $\left(u_{n}, \psi_{n}, \mu_{n}, \eta_{n}\right)$ of the form (3.12)-(3.13) such that

$$
\begin{align*}
& \left(\partial_{t t} u_{n}, v\right)+\int_{0}^{\infty} \nu(s)\left(\partial_{t} \eta_{n}(s), v\right) d s=0  \tag{3.45}\\
& \Upsilon\left(\partial_{t} \mathbf{u}_{n}, \mathbf{v}\right)+\left(f^{\prime}\left(u_{n}\right) \partial_{t} u_{n}, v\right)+\left(g^{\prime}\left(\psi_{n}\right) \partial_{t} \psi_{n}, w\right)_{\Gamma}  \tag{3.46}\\
& +\left(\alpha \partial_{t t} u_{n}, v\right)+\left(\partial_{t t} \psi_{n}, w\right)_{\Gamma}=\left(\partial_{t} \mu_{n}, v\right) \\
& \left(\partial_{t t} \eta_{n}-\mathbb{T} \partial_{t} \eta_{n}, \zeta\right)_{\mathcal{M}_{-1}}=\left(\partial_{t} \mu_{n}, \zeta\right)_{\mathcal{M}_{0}} \tag{3.47}
\end{align*}
$$

for every $t \in\left(\tau, t_{n}\right)$ and every $\mathbf{v}=(v, w) \in X_{n}$ and $\zeta \in \mathcal{M}^{n}$, respectively, which satisfies initial conditions (3.17) and

$$
\begin{equation*}
\partial_{t} u_{n}(\tau)=\mathcal{O}_{n} \widetilde{u}_{0}, \quad \partial_{t} \psi_{n}(\tau)=\widetilde{\mathcal{O}}_{n} \widetilde{u}_{0}, \quad \partial_{t} \eta_{n}^{\tau}=\mathcal{Q}_{n} \widetilde{\eta}_{0} \tag{3.48}
\end{equation*}
$$

Here we have set

$$
\begin{equation*}
\widetilde{u}_{0}:=-\int_{0}^{\infty} \nu(s) \eta_{0}(s) d s, \widetilde{\psi}_{0}:=\Delta_{\Gamma} \psi_{0}-\partial_{\mathbf{n}} u_{0}+\beta \psi_{0}+g\left(\psi_{0}\right), \widetilde{\eta}_{0}:=\mathbb{T} \eta_{0}+A_{N} \mu_{0} \tag{3.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{0}=-\alpha \int_{0}^{\infty} \nu(s) \eta_{0}(s) d s-\Delta u_{0}+f\left(u_{0}\right) \tag{3.50}
\end{equation*}
$$

Note that if $\left(u_{0}, \psi_{0}, \eta_{0}\right)$ satisfies the assumptions of Theorem 3.4, then $\left(\widetilde{u}_{0}, \widetilde{\psi}_{0}, \widetilde{\eta}_{0}\right) \in \mathcal{H}_{1,0}$ (in fact, owing to the boundedness of the projectors $\mathcal{O}_{n}, \widetilde{\mathcal{O}}_{n}$ and $\mathcal{Q}_{n}$ on the corresponding subspaces, $\left\|\left(\partial_{t} u_{n}(\tau), \partial_{t} \psi_{n}(\tau), \partial_{t} \eta_{n}^{\tau}\right)\right\|_{\mathcal{H}_{1,0}} \leq Q\left(\left\|\left(u_{0}, \psi_{0}, \eta_{0}\right)\right\|_{\mathcal{H}_{3,2}}\right)$, for some monotone increasing function $Q$ ).

Thus the previous Galerkin scheme can be used. Arguing as for $\mathbf{P}_{n}$ and recalling (N0'), for any fixed $n \in \mathbb{N}$, we have a local unique (maximal) solution $\left(u_{n}, \psi_{n}, \eta_{n}\right) \in C^{3}\left(\left[\tau, t_{n}\right] ; \mathcal{H}_{2,2}\right)$. Also, if we integrate equations (3.45)-(3.46) with respect to time from $\tau$ to $t \in\left(\tau, t_{n}\right)$, reasoning as in the proof of Theorem 3.3, we can find uniform bounds such as the ones in (3.29)-(3.30). To obtain higher-order estimates, we proceed for the sake of simplicity in a formal way by removing the index $n$ and setting

$$
\widetilde{u}=\partial_{t} u, \quad \widetilde{\psi}=\partial_{t} \psi, \quad \widetilde{\mu}=\partial_{t} \mu, \quad \widetilde{\eta}^{t}=\partial_{t} \eta^{t}
$$

so that $(\widetilde{u}, \widetilde{\psi}, \widetilde{\eta})$ solves

$$
\begin{align*}
& \left(\partial_{t} \widetilde{u}, v\right)_{H^{-1}, H^{1}}+\int_{0}^{\infty} \nu(s)\left(\widetilde{\eta}^{t}(s), v\right)_{H^{-1}, H^{1}} d s=0, \quad \forall v \in H^{1}(\Omega),  \tag{3.51}\\
& \Upsilon(\widetilde{\mathbf{u}}, \mathbf{v})+\left(f^{\prime}(u) \widetilde{u}, v\right)+\left(g^{\prime}(\psi) \widetilde{\psi}, w\right)_{\Gamma}+\left(\alpha \partial_{t} \widetilde{u}, v\right)+\left(\partial_{t} \widetilde{\psi}, w\right)_{\Gamma}  \tag{3.52}\\
& =(\widetilde{\mu}, v)_{H^{-1}, H^{1}}, \quad \forall \mathbf{v} \in \mathbb{V}_{1}, \\
& \left(\partial_{t} \widetilde{\eta}-\mathbb{T} \widetilde{\eta}, \zeta\right)_{\mathcal{M}_{-1}}=(\widetilde{\mu}, \zeta)_{\mathcal{M}_{0}}, \quad \forall \zeta \in \mathcal{M}_{1}, \tag{3.53}
\end{align*}
$$

with initial conditions

$$
\begin{equation*}
\widetilde{u}(\tau)=\widetilde{u}_{0}, \quad \widetilde{\psi}(\tau)=\widetilde{\psi}_{0}, \quad \widetilde{\eta}^{\tau}=\widetilde{\eta}_{0} \tag{3.54}
\end{equation*}
$$

We now take $v=\widetilde{\mu}(t)$ in equation (3.51), $\bar{v}=\partial_{t} \widetilde{u}(t)$ and $w=\partial_{t} \widetilde{\psi}(t)$ in (3.52), and $\zeta=\widetilde{\eta}^{t}$ in equation (3.53). Adding together the resulting identities, we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \widetilde{E}(t)-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\widetilde{\eta}^{t}(s)\right\|_{H^{-1}}^{2} d s+\alpha\left\|\partial_{t} \widetilde{u}(t)\right\|^{2}+\left\|\partial_{t} \widetilde{\psi}(t)\right\|_{\Gamma}^{2}  \tag{3.55}\\
& =\left(f^{\prime}(u(t)) \widetilde{u}(t), \partial_{t} \widetilde{u}(t)\right)+\left(g^{\prime}(\psi(t)) \widetilde{\psi}(t), \partial_{t} \widetilde{\psi}(t)\right)_{\Gamma}, \quad \forall t \in J
\end{align*}
$$

where we have set

$$
\widetilde{E}(t)=\|\nabla \widetilde{u}(t)\|^{2}+\left\|\nabla_{\Gamma} \widetilde{\psi}(t)\right\|_{\Gamma}^{2}+\beta\|\widetilde{\psi}(t)\|_{\Gamma}^{2}+\left\|\widetilde{\eta}^{t}\right\|_{\mathcal{M}_{-1}}^{2} .
$$

By standard Hölder, Young and Sobolev inequalities, recalling (N2), we have

$$
\begin{align*}
& \left(f^{\prime}(u(t)) \widetilde{u}(t), \partial_{t} \widetilde{u}(t)\right)+\left(g^{\prime}(\psi(t)) \widetilde{\psi}(t), \partial_{t} \widetilde{\psi}(t)\right)_{\Gamma}  \tag{3.56}\\
& \leq \frac{\alpha}{2}\left\|\partial_{t} \widetilde{u}(t)\right\|^{2}+\frac{1}{2}\left\|\partial_{t} \widetilde{\psi}(t)\right\|_{\Gamma} \\
& +c\left(\left(1+\|u(t)\|_{H^{1}}^{2}\right)\|\widetilde{u}(t)\|_{H^{1}}^{2}+\left(1+\|\psi(t)\|_{H^{1}(\Gamma)}^{2}\right)\|\widetilde{\psi}(t)\|_{H^{1}(\Gamma)}^{2}\right),
\end{align*}
$$

for all $t \in J$. Then, using the known bound on $u$ and $\psi$ (see (3.29)), on account of (3.56), integrating the inequality (3.55) with respect to time, we obtain, for all $t \in J$,

$$
\begin{align*}
& \widetilde{E}(t)-2 \int_{\tau}^{t} \int_{0}^{\infty} \nu^{\prime}(s)\left\|\widetilde{\eta}^{y}(y)\right\|_{H^{-1}}^{2} d s d y+2 \alpha \int_{\tau}^{t}\left\|\partial_{t} \widetilde{u}(y)\right\|^{2} d y+2 \int_{\tau}^{t}\left\|\partial_{t} \widetilde{\psi}(y)\right\|_{\Gamma}^{2} d y  \tag{3.57}\\
& \leq \widetilde{E}(\tau)+c \int_{\tau}^{t}\left(\|\widetilde{u}(y)\|_{H^{1}}^{2}+\|\widetilde{\psi}(y)\|_{H^{1}(\Gamma)}^{2}\right) d y
\end{align*}
$$

Then the standard Gronwall lemma gives

$$
\begin{equation*}
\left\|\left(\widetilde{u}(t), \widetilde{\psi}(t), \widetilde{\eta}^{t}\right)\right\|_{\mathcal{H}_{1,0}} \leq c, \quad \forall t \in J \tag{3.58}
\end{equation*}
$$

In addition, we have (cf. also (3.31))

$$
\sqrt{\alpha}\left\|\partial_{t} \widetilde{u}\right\|_{L^{2}(\Omega \times J)}+\left\|\partial_{t} \widetilde{\psi}\right\|_{L^{2}(\Gamma \times J)}+\|\widetilde{\eta}\|_{L^{2}\left(J ; L_{\nu^{\prime}}^{2}\left(\mathbb{R}_{+} ; H^{-1}(\Omega)\right)\right)} \leq c .
$$

Here $c$ also depends on $\left\|\left(u_{0}, \psi_{0}, \eta_{0}\right)\right\|_{\mathcal{H}_{3,2}}$ and on $\left\|\mathbb{T} \eta_{0}\right\|_{\mathcal{M}_{-1}}$.
Let us now consider equation (3.9) (or, more precisely, (3.16)), then set $\bar{\mu}(t)=\mu(t)-$ $\langle\mu(t)\rangle$ and take $\zeta=A_{N} \bar{\mu}(t)$. On account of (3.30) and (3.58), we obtain

$$
\begin{align*}
\|\nabla \mu(t)\|^{2} & =\int_{0}^{\infty} \nu(s)\left(\bar{\mu}(t), \partial_{t} \eta^{t}(s)\right) d s-\int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{\mu}(t), \eta^{t}(s)\right) d s  \tag{3.59}\\
& \leq c_{\varepsilon}\left(\left\|\partial_{t} \eta^{t}\right\|_{\mathcal{M}_{-1}}^{2}-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta^{t}(s)\right\|_{H^{-1}}^{2} d s\right)+\varepsilon\|\nabla \mu(t)\|^{2} \\
& \leq c_{\varepsilon}\left(1-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta^{t}(s)\right\|_{H^{-1}}^{2} d s\right)+\varepsilon\|\nabla \mu(t)\|^{2}, \\
& \leq c_{\varepsilon}+\varepsilon\|\nabla \mu(t)\|^{2}
\end{align*}
$$

for all $t \in J$ and every $\varepsilon>0$, where $c_{\varepsilon}$ is a positive constant that depends also on $\varepsilon$. Then, recalling (3.34), we deduce the bound

$$
\begin{equation*}
\|\mu(t)\|_{H^{1}(\Omega)} \leq c, \quad t \in J \tag{3.60}
\end{equation*}
$$

Thus, reasoning as in the proof of Theorem 3.3, it is not difficult to realize that we can find a solution $(u, \psi, \eta) \in W^{1, \infty}\left(J ; \mathcal{H}_{1,0}\right)$ to problem $\mathbf{P}$ which satisfies (3.43). Moreover, due to (3.60), we also have $\mu \in L^{\infty}\left(J ; H^{1}(\Omega)\right)$. On the other hand, recalling (3.34) and (3.41), we have that $\psi$ fulfills (3.44) thanks to the representation formula (see [30]). Therefore, we are left to prove that $(u, \psi, \eta) \in L^{\infty}\left(J ; \mathbb{V}_{3} \times \mathcal{M}_{1}\right)$. First of all observe that from equation (3.7) we deduce

$$
\begin{equation*}
\left\|\eta^{t}\right\|_{\mathcal{M}_{1}}^{2}=-\int_{0}^{\infty} \nu(s)\left[\left(\nabla \partial_{t} u(t), \nabla \eta^{t}(s)\right)+\left(\partial_{t} u(t), \eta^{t}(s)\right)\right] d s \tag{3.61}
\end{equation*}
$$

that is, $\eta \in L^{\infty}\left(J ; \mathcal{M}_{1}\right)$. Finally, we consider the variational identity (3.8). On account of the regularity properties of $\partial_{t} u, \partial_{t} \psi$ and $\mu$, we can use the results in [39, Appendix A] (see also [2, Lemma 2.2]) to infer that $(u, \psi) \in L^{\infty}\left(J ; \mathbb{V}_{3}\right)$. This concludes the proof.

The uniqueness of solutions to problem $\mathbf{P}$ in the viscous case follows from the following continuous dependence estimate.

Lemma 3.5 Let the assumptions of Theorem 3.3 hold and assume that $\alpha>0$. Let $\left(u_{i}, \psi_{i}, \eta_{i}\right)$ be two solutions to $\boldsymbol{P}$ corresponding to the initial data $\left(u_{0 i}, \psi_{0 i}, \eta_{0 i}\right) \in \mathcal{H}_{1,0}, i=1,2$. Then, for any $t \geq \tau$, the following estimate holds:

$$
\begin{align*}
& \left\|\left(u_{1}-u_{2}\right)(t)\right\|_{H^{1}}^{2}+\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{H^{1}(\Gamma)}^{2}+\left\|\eta_{1}^{t}-\eta_{2}^{t}\right\|_{\mathcal{M}_{-1}}^{2} \\
& +\int_{\tau}^{t}\left(\alpha\left\|\partial_{t}\left(u_{1}-u_{2}\right)(y)\right\|^{2}+\left\|\partial_{t}\left(\psi_{1}-\psi_{2}\right)(y)\right\|_{\Gamma}^{2}\right) d y \\
& \leq C e^{C(t-\tau)}\left(\left\|u_{01}-u_{02}\right\|_{H^{1}}^{2}+\left\|\psi_{01}-\psi_{02}\right\|_{H^{1}(\Gamma)}^{2}+\left\|\eta_{01}-\eta_{02}\right\|_{\mathcal{M}_{-1}}^{2}\right) \tag{3.62}
\end{align*}
$$

where $C$ is a positive constant depending on the norms of the initial data in $\mathcal{H}_{1,0}$, on $\Omega, \Gamma$, $\beta \alpha$, but is independent of time.

Proof. We first prove estimate (3.62) for the smoother solutions constructed in Theorem 3.4. Thus, we assume that $\left(u_{0 i}, \psi_{0 i}, \eta_{0 i}\right), i=1,2$, satisfy the assumptions of Theorem 3.4. Then set

$$
u=u_{1}-u_{2}, \quad \psi=\psi_{1}-\psi_{2}, \quad \eta=\eta_{1}-\eta_{2}
$$

where $\left(u_{i}, \psi_{i}, \eta_{i}\right)$ is a solution corresponding to $\left(u_{0 i}, \psi_{0 i}, \eta_{0 i}\right)$. Then, $(u, \psi, \eta)$ solves

$$
\begin{align*}
& \quad\left(\partial_{t} u, v\right)_{H^{-1}, H^{1}}+\int_{0}^{\infty} \nu(s)\left(\eta^{t}(s), v\right)_{H^{-1}, H^{1}} d s=0, \quad \forall v \in H^{1}(\Omega)  \tag{3.63}\\
& \Upsilon(\mathbf{u}, \mathbf{v})+\left(f\left(u_{1}\right)-f\left(u_{2}\right), v\right)+\left(g\left(\psi_{1}\right)-g\left(\psi_{1}\right), w\right)_{\Gamma}+\left(\alpha \partial_{t} u, v\right)+\left(\partial_{t} \psi, w\right)_{\Gamma}  \tag{3.64}\\
& \quad=(\mu, v)_{H^{-1}, H^{1}}, \quad \forall \mathbf{v}=(v, w) \in \mathbb{V}_{1} \\
& \quad\left(\partial_{t} \eta-\mathbb{T} \eta, \zeta\right)_{\mathcal{M}_{-1}}=(\mu, \zeta)_{\mathcal{M}_{0}}, \quad \forall \zeta \in \mathcal{M}_{0} \tag{3.65}
\end{align*}
$$

with initial condition

$$
u(\tau)=u_{0}:=u_{01}-u_{02}, \quad \psi(\tau)=\psi_{0}:=\psi_{01}-\psi_{02}, \quad \eta^{\tau}=\eta_{0}:=\eta_{01}-\eta_{02}
$$

Taking $v=\mu(t)$ and $\mathbf{v}=\left(\partial_{t} u(t), \partial_{t} \psi(t)\right)$ in (3.63) and (3.64), respectively, then adding the obtained relations together, we deduce, for all $t \in J$,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\|\nabla u(t)\|^{2}+\left\|\nabla_{\Gamma} \psi(t)\right\|_{\Gamma}^{2}+\beta\|\psi(t)\|_{\Gamma}^{2}\right)  \tag{3.66}\\
& +\alpha\left\|\partial_{t} u(t)\right\|^{2}+\left\|\partial_{t} \psi(t)\right\|_{\Gamma}^{2}+\int_{0}^{\infty} \nu(s)\left(\eta_{m n}^{t}(s), \mu\right) d s \\
& =-\left(f\left(u_{1}(t)\right)-f\left(u_{2}(t)\right), \partial_{t} u(t)\right)+\left(g\left(\psi_{1}(t)\right)-g\left(\psi_{2}(t)\right), \partial_{t} \psi(t)\right)_{\Gamma} .
\end{align*}
$$

Moreover, take $\zeta=\eta^{t}$ in (3.65). This gives, for all $t \in J$,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\eta^{t}\right\|_{\mathcal{M}_{-1}}^{2}-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta^{t}(s)\right\|_{H^{-1}}^{2} d s=\int_{0}^{\infty} \nu(s)\left(\mu(t), \eta^{t}(s)\right) d s \tag{3.67}
\end{equation*}
$$

Adding (3.66) to (3.67), we thus obtain the differential inequality

$$
\begin{align*}
& \frac{d}{d t} E(t)+2 \alpha\left\|\partial_{t} u(t)\right\|^{2}+2\left\|\partial_{t} \psi(t)\right\|_{\Gamma}^{2}  \tag{3.68}\\
& \leq R(t):=-2\left(f\left(u_{1}(t)\right)-f\left(u_{2}(t)\right), \partial_{t} u(t)\right)+2\left(g\left(\psi_{1}(t)\right)-g\left(\psi_{2}(t)\right), \partial_{t} \psi(t)\right)_{\Gamma}
\end{align*}
$$

for all $t \in J$, where

$$
E(t):=\|\nabla u(t)\|^{2}+\left\|\nabla_{\Gamma} \psi(t)\right\|_{\Gamma}^{2}+\beta\|\psi(t)\|_{\Gamma}^{2}+\left\|\eta^{t}\right\|_{\mathcal{M}_{-1}}^{2}
$$

Observe that, thanks to (N2), there holds

$$
\begin{align*}
& \left|f\left(y_{1}\right)-f\left(y_{2}\right)\right| \leq c_{f}\left(1+\left|y_{1}\right|^{2}+\left|y_{2}\right|^{2}\right)\left|y_{1}-y_{2}\right|  \tag{3.69}\\
& \left|g\left(y_{1}\right)-g\left(y_{2}\right)\right| \leq c_{g}\left(1+\left|y_{1}\right|^{q}+\left|y_{2}\right|^{q}\right)\left|y_{1}-y_{2}\right| \tag{3.70}
\end{align*}
$$

Thus, using standard Young, Hölder and Sobolev inequalities, we can estimate the terms on the right-hand side of (3.68) as follows:

$$
\begin{align*}
R(t) & \leq \alpha\left\|\partial_{t} u(t)\right\|^{2}+\left\|\partial_{t} \psi(t)\right\|_{\Gamma}^{2}+c_{\alpha}\left(1+\left\|u_{1}(t)\right\|_{L^{6}}^{4}+\left\|u_{2}(t)\right\|_{L^{6}}^{4}\right)\|u(t)\|_{H^{1}}^{2}  \tag{3.71}\\
& +c\left(1+\left\|\psi_{1}(t)\right\|_{L^{3 q}(\Gamma)}^{2 q}+\left\|\psi_{2}(t)\right\|_{L^{3 q}(\Gamma)}^{2 q}\right)\|\psi(t)\|_{H^{1}(\Gamma)}^{2}, \quad \forall t \in J,
\end{align*}
$$

for some positive constants $c$ and $c_{\alpha}$.
Thus, combining (3.68) with (3.71) and recalling that $\left(u_{i}, \psi_{i}\right)$ satisfy (3.11) for $i=1,2$, we deduce, for all $t \in J$,

$$
\begin{equation*}
\frac{d}{d t} E(t)+\alpha\left\|\partial_{t} u(t)\right\|^{2}+\left\|\partial_{t} \psi(t)\right\|_{\Gamma}^{2} \leq C\left(\|u(t)\|_{H^{1}}^{2}+\|\psi(t)\|_{H^{1}(\Gamma)}^{2}\right) \tag{3.72}
\end{equation*}
$$

for some positive constant $C$ which depends only on the norms of the initial data in $\mathcal{H}_{1,0}$. Therefore, an application of standard Gronwall's inequality to (3.72) yields

$$
\begin{equation*}
E(t) \leq C e^{C(t-\tau)} E(\tau) \tag{3.73}
\end{equation*}
$$

for all $t \in J$. Then, an integration with respect to time from $\tau$ to $t$ of (3.72) combined with (3.73) entails the desired estimate (3.62). To conclude, it is not difficult to realize that such an estimate still holds for the solutions given by Theorem 3.3 by employing standard approximation arguments (note that the constants above do not depend on the extra-assumptions of Theorem 3.4). The proof of lemma is finished.

The following is a straightforward consequence of the above results.
Corollary 3.6 Let the assumptions of Lemma 3.5 hold. Then, problem $\boldsymbol{P}$ admits a unique solution $(u, \psi, \eta) \in C\left([\tau, T] ; \mathcal{H}_{1,0}\right)$, for all $T>\tau$, and the nonlinear operator $S(t): \mathcal{H}_{1,0} \rightarrow$ $\mathcal{H}_{1,0}$ defined by

$$
S(t)\left(u_{0}, \psi_{0}, \eta_{0}\right)=\left(u(t), \psi(t), \eta^{t}\right), \quad \forall t \geq \tau
$$

is a strongly continuous semigroup.
Remark 3.7 We recall that the issue of uniqueness in the non-viscous case ( $\alpha=0$ ) seems particularly hard (see [5, 27, 28]).

## 4 Global attractors

Our aim in this section is to prove that $S(t)$ possesses the global attractor in the phase space $\mathcal{H}_{1,0}^{M}$, for some given $M \geq 0$. This choice is due to the constraints (2.9). Thus the main result of this section is

Theorem 4.1 Let $\alpha>0$. Assume (K1),(K3)-(K5) and (N0'),(N1),(N2'). Then, ( $\left.\mathcal{H}_{1,0}^{M}, S(t)\right)$ possesses the connected global attractor $\mathcal{A}_{M}$ which is bounded in $\mathcal{H}_{3,2}$.

We begin to prove the existence of a bounded absorbing set in $\mathcal{H}_{1,0}^{M}$ for $S(t)$.
Lemma 4.2 Let the assumptions of Theorem 3.3 be satisfied and, in addition, replace (K2) with (K5). Then, for any given initial data $\left(u_{0}, \psi_{0}, \eta_{0}\right) \in \mathcal{H}_{1,0}^{M}$, there exists a solution $(u, \psi, \eta)$ to $\boldsymbol{P}$ which satisfies the uniform estimate

$$
\begin{align*}
& \left\|\left(u(t), \psi(t), \eta^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2}+\int_{t}^{t+1}\left(\alpha\left\|\partial_{t} u(y)\right\|^{2}+\left\|\partial_{t} \psi(y)\right\|_{\Gamma}^{2}\right) d y  \tag{4.1}\\
& \leq Q\left(\left\|\left(u_{0}, \psi_{0}, \eta_{0}\right)\right\|_{\mathcal{H}_{1,0}}\right) e^{-\rho(t-\tau)}+C_{M},
\end{align*}
$$

for each $t \geq \tau$. Here $\rho C_{M}$ are positive constants which are independent of $t, \alpha$ and of the initial data. $Q$ is a monotone non-negative non-decreasing function which is independent of $t$ and $\alpha$.

Proof. We will work again within the approximation scheme used in the proof of Theorem 3.3. Consider the functional

$$
\begin{equation*}
\mathcal{Y}_{n}(t)=E_{n}(t)+\varepsilon\left(\alpha\left\|\bar{u}_{n}(t)\right\|^{2}+\left\|\bar{\psi}_{n}(t)\right\|_{\Gamma}^{2}\right)-2 \varepsilon \int_{0}^{\infty} \nu(s)\left(\bar{u}_{n}(t), A_{N}^{-1} \eta_{n}^{t}(s)\right) d s \tag{4.2}
\end{equation*}
$$

where $\varepsilon \in(0, \lambda)$ is sufficiently small. Here we have set

$$
\bar{u}_{n}(t):=u_{n}(t)-\left\langle u_{n}(\tau)\right\rangle, \quad \bar{\psi}_{n}(t):=\psi_{n}(t)-\left\langle u_{n}(\tau)\right\rangle .
$$

Note that $\left\langle\bar{u}_{n}(t)\right\rangle=\left\langle\partial_{t} \bar{u}_{n}(t)\right\rangle=0$, for all $t>\tau$. We observe preliminarily, on account of equations (3.14)-(3.16), that

$$
\begin{align*}
& -\frac{d}{d t} \int_{0}^{\infty} \nu(s)\left(\bar{u}_{n}(t), A_{N}^{-1} \eta_{n}^{t}(s)\right) d s  \tag{4.3}\\
& =\left\|\partial_{t} u_{n}(t)\right\|_{H^{-1}}^{2}-\int_{0}^{\infty} \nu(s)\left(\bar{u}_{n}(t), A_{N}^{-1} \partial_{t} \eta_{n}^{t}(s)\right) d s \\
& =\left\|\partial_{t} u_{n}(t)\right\|_{H^{-1}}^{2}-\int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{u}_{n}(t), A_{N}^{-1} \eta_{n}^{t}(s)\right) d s-\int_{0}^{\infty} \nu(s)\left(\bar{u}_{n}(t), \mu_{n}(t)\right) d s \\
& =\left\|\partial_{t} u_{n}(t)\right\|_{H^{-1}}^{2}-\int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{u}_{n}(t), A_{N}^{-1} \eta_{n}^{t}(s)\right) d s-\frac{1}{2} \frac{d}{d t}\left[\alpha\left\|\bar{u}_{n}\right\|^{2}+\left\|\bar{\psi}_{n}(t)\right\|_{\Gamma}^{2}\right] \\
& -\left\|\nabla \bar{u}_{n}(t)\right\|^{2}-\left\|\nabla_{\Gamma} \bar{\psi}_{n}(t)\right\|_{\Gamma}^{2}-\beta\left(\bar{\psi}_{n}(t), \psi_{n}(t)\right)_{\Gamma} \\
& -\left(f\left(u_{n}(t)\right), \bar{u}_{n}(t)\right)-\left(g\left(\psi_{n}(t)\right), \bar{\psi}_{n}(t)\right)_{\Gamma} .
\end{align*}
$$

Differentiating the expression for $\mathcal{Y}_{n}(t)$ with respect to time and recalling (3.26), we deduce

$$
\begin{equation*}
\frac{d}{d t} \mathcal{Y}_{n}(t)+\xi \mathcal{Y}_{n}(t)-2 \int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta_{n}^{t}(s)\right\|_{H^{-1}}^{2} d s=h_{n}(t) \tag{4.4}
\end{equation*}
$$

Here $\xi \in(0, \varepsilon)$ and

$$
\begin{align*}
h_{n}(t) & =-2 \alpha\left\|\partial_{t} u_{n}(t)\right\|^{2}+2 \varepsilon\left\|\partial_{t} u_{n}(t)\right\|_{H^{-1}}^{2}-2\left\|\partial_{t} \psi_{n}(t)\right\|_{\Gamma}^{2}  \tag{4.5}\\
& -2 \varepsilon \int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{u}_{n}(t), A_{N}^{-1} \eta_{n}^{t}(s)\right) d s \\
& -2 \xi\left[\left(f\left(u_{n}(t)\right) \bar{u}_{n}(t)-F\left(u_{n}(t)\right), 1\right)+\left(g\left(\psi_{n}(t)\right) \bar{\psi}_{n}(t)-G\left(\psi_{n}(t)\right), 1\right)_{\Gamma}\right] \\
& -2(\varepsilon-\xi)\left[\left(f\left(u_{n}(t)\right), \bar{u}_{n}(t)\right)+\left(g\left(\psi_{n}(t)\right), \bar{\psi}_{n}(t)\right)_{\Gamma}\right]+\xi\left\|\eta_{n}^{t}\right\|_{\mathcal{M}_{-1}}^{2} \\
& -(2 \varepsilon-\xi)\left(\left\|\nabla \bar{u}_{n}(t)\right\|^{2}+\left\|\nabla_{\Gamma} \bar{\psi}_{n}(t)\right\|_{\Gamma}^{2}\right)+\left(\xi\left\|\psi_{n}(t)\right\|_{\Gamma}^{2}-2 \varepsilon \beta\left(\bar{\psi}_{n}(t), \psi_{n}(t)\right)_{\Gamma}\right) \\
& +\xi \varepsilon\left(\alpha\left\|\bar{u}_{n}(t)\right\|^{2}+\left\|\bar{\psi}_{n}(t)\right\|_{\Gamma}^{2}\right)-2 \varepsilon \xi \int_{0}^{\infty} \nu(s)\left(\bar{u}_{n}(t), A_{N}^{-1} \eta_{n}^{t}(s)\right) d s+\xi \widetilde{C} .
\end{align*}
$$

Let us first notice that Hölder and Young inequalities yield, on account of the fact $\left|\left\langle u_{n}(\tau)\right\rangle\right| \leq$ $|\langle u(\tau)\rangle| \leq M$,

$$
\begin{equation*}
\xi\left\|\psi_{n}\right\|_{\Gamma}^{2}-2 \varepsilon \beta\left(\bar{\psi}_{n}, \psi_{n}\right)_{\Gamma} \leq-(\varepsilon \beta-\xi)\left\|\bar{\psi}_{n}\right\|_{\Gamma}^{2}+C_{M} \tag{4.6}
\end{equation*}
$$

where $C_{M}>0$ depends obviously on $M, \xi, \varepsilon,|\Omega|$ and $|\Gamma|$, but is independent of $n, t$ and $\alpha$. Here $|\mathcal{S}|$ denotes the $N$-dimensional Lebesgue measure of a set $\mathcal{S} \subset \mathbb{R}^{N}$. On the other hand, due to assumption (N1), we have, for all $y \in \mathbb{R}$,

$$
\begin{align*}
& F(y)-C_{F, M_{\tau}} \leq c_{f}\left(y-M_{\tau}\right)^{2}+f(y)\left(y-M_{\tau}\right)  \tag{4.7}\\
& \frac{1}{2}|F(s)| \leq f(y)\left(y-M_{\tau}\right)+C_{F, M_{\tau}}^{\prime}  \tag{4.8}\\
& G(y)-C_{G, M_{\tau}} \leq c_{g}\left(y-M_{\tau}\right)^{2}+g(y)\left(y-M_{\tau}\right)  \tag{4.9}\\
& \frac{1}{2}|G(y)| \leq g(y)\left(y-M_{\tau}\right)+C_{G, M_{\tau}}^{\prime} \tag{4.10}
\end{align*}
$$

where all the positive constants in (4.7)-(4.10) are sufficiently large and we have set $M_{\tau}:=$ $\langle u(\tau)\rangle$. Consequently, using (4.6)-(4.9) and the Poincaré-Wirtinger inequality (i.e., $\left\|\bar{u}_{n}\right\| \leq$ $\left.\sqrt{C_{\Omega}}\left\|\nabla \bar{u}_{n}\right\|\right)$, it is possible to estimate $h_{n}$ as follows:

$$
\begin{align*}
h_{n} & \leq-2 \alpha\left\|\partial_{t} u_{n}\right\|^{2}+2 \varepsilon\left\|\partial_{t} u_{n}\right\|_{H^{-1}}^{2}-2\left\|\partial_{t} \psi_{n}\right\|_{\Gamma}^{2}  \tag{4.11}\\
& -(\varepsilon-\xi)\left[\left(\left|F\left(u_{n}\right)\right|, 1\right)+\left(\left|G\left(\psi_{n}\right)\right|, 1\right)_{\Gamma}\right] \\
& -\left[\varepsilon \beta-\xi\left(1+2 c_{g}+\varepsilon\right)\right]\left\|\bar{\psi}_{n}\right\|_{\Gamma}^{2}-\left[2 \varepsilon-\xi\left(1+2 c_{f} C_{\Omega}+\varepsilon \alpha C_{\Omega}\right)\right]\left\|\nabla \bar{u}_{n}\right\|^{2} \\
& -(2 \varepsilon-\xi)\left\|\nabla_{\Gamma} \bar{\psi}_{n}\right\|_{\Gamma}^{2}-2 \varepsilon \int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{u}_{n}, A_{N}^{-1} \eta_{n}(s)\right) d s \\
& -2 \varepsilon \xi \int_{0}^{\infty} \nu(s)\left(\bar{u}_{n}, A_{N}^{-1} \eta_{n}(s)\right) d s+\xi\left\|\eta_{n}\right\|_{\mathcal{M}_{-1}}^{2}+C_{M} .
\end{align*}
$$

It remains to estimate the integral terms on the right-hand side of (4.11). Employing the Poincaré-Wirtinger inequality repeatedly, in light of (K4), we have

$$
\begin{align*}
-2 \varepsilon \int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{u}_{n}, A_{N}^{-1} \eta_{n}(s)\right) d s & =-2 \varepsilon \int_{0}^{\infty} \nu^{\prime}(s)\left(A_{N}^{-1 / 2} \bar{u}_{n}, A_{N}^{-1 / 2} \eta_{n}(s)\right) d s  \tag{4.12}\\
& \leq-\varepsilon \int_{0}^{\infty} \nu^{\prime}(s)\left(\frac{\left\|\nabla \bar{u}_{n}\right\|^{2}}{\nu_{0}}+C_{\Omega^{4}}^{4} \nu_{0}\left\|\eta_{n}(s)\right\|_{H^{-1}}^{2}\right) d s \\
& \leq \varepsilon\left\|\nabla \bar{u}_{n}\right\|^{2}-\varepsilon C_{\Omega^{4} \nu_{0}}^{\int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta_{n}(s)\right\|_{H^{-1}}^{2} d s .}
\end{align*}
$$

Moreover, on account of (K3) and (3.31), it is straightforward to check that

$$
\begin{align*}
& -2 \varepsilon \xi \int_{0}^{\infty} \nu(s)\left(\bar{u}_{n}, A_{N}^{-1} \eta_{n}(s)\right) d s+\xi\left\|\eta_{n}\right\|_{\mathcal{M}_{-1}}^{2}+2 \varepsilon\left\|\partial_{t} u_{n}\right\|_{H^{-1}}^{2}  \tag{4.13}\\
& \leq \varepsilon \xi C_{\Omega}^{4}\left\|\nabla \bar{u}_{n}\right\|^{2}+[\xi(\varepsilon+1)+2 \varepsilon]\left\|\eta_{n}\right\|_{\mathcal{M}_{-1}}^{2}
\end{align*}
$$

Thus, exploiting now inequality (K5), it follows from (4.4), (4.11)-(4.13) that we can fix the parameters $\xi, \varepsilon$ small enough in order to find three positive constants $\xi_{1}, \xi_{2}, \xi_{3}$ such that

$$
\begin{align*}
& \frac{d}{d t} \mathcal{Y}_{n}(t)+\xi_{1} \mathcal{Y}_{n}(t)+\xi_{2}\left\|\eta_{n}^{t}\right\|_{\mathcal{M}_{-1}}^{2}+2 \alpha\left\|\partial_{t} u_{n}(t)\right\|^{2}+2\left\|\partial_{t} \psi_{n}(t)\right\|_{\Gamma}^{2}  \tag{4.14}\\
& +\xi_{3}\left(\left\|\nabla \bar{u}_{n}(t)\right\|^{2}+\left\|\nabla_{\Gamma} \bar{\psi}_{n}(t)\right\|_{\Gamma}^{2}+\left\|\bar{\psi}_{n}(t)\right\|_{\Gamma}^{2}\right) \\
& \leq C_{M}
\end{align*}
$$

Note that $C_{M}$ depends on $M, \xi, \varepsilon$ as well as on the other physical parameters of the problem, but is independent of time, $n, \alpha$ and initial data. Besides, one can easily check that, for all $t \geq \tau$,

$$
\begin{equation*}
C_{1}\left\|\left(u_{n}(t), \psi_{n}(t), \eta_{n}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2}-C_{2} \leq \mathcal{Y}_{n}(t) \leq Q\left(\left\|\left(u_{n}(t), \psi_{n}(t), \eta_{n}^{t}\right)\right\|_{\mathcal{H}_{1,0}}\right) \tag{4.15}
\end{equation*}
$$

for some positive constants $C_{1}, C_{2}$ and monotone non-negative non-decreasing function $Q$ independent of $n$ and $t$. Applying Gronwall's inequality (see, e.g., [26, Lemma 2.5]) to (4.14), then integrating (4.14) and using (4.15), we infer the uniform estimate

$$
\begin{align*}
& \left\|\left(u_{n}(t), \psi_{n}(t), \eta_{n}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2}+\int_{t}^{t+1}\left(\alpha\left\|\partial_{t} u_{n}(y)\right\|^{2}+\left\|\partial_{t} \psi_{n}(y)\right\|_{\Gamma}^{2}\right) d y  \tag{4.16}\\
& \leq Q\left(\left\|\left(u_{0}, \psi_{0}, \eta_{0}\right)\right\|_{\mathcal{H}_{1,0}}\right) e^{-\rho(t-\tau)}+C_{M}, \quad \forall t \geq \tau
\end{align*}
$$

Thus, by the lower semicontinuity of the norms, we easily obtain estimate (4.1).
As a consequence we have the following
Proposition 4.3 Let the assumptions of Lemma 3.5 hold. There exists $R_{0}>0$ (independent of time, $\alpha$ and initial data) such $S(t)$ possesses an absorbing ball $\mathcal{B}_{1,0}^{M}\left(R_{0}\right) \subset \mathcal{H}_{1,0}^{M}$, which
is bounded in $\mathcal{H}_{1,0}^{M}$ independently of $\alpha$. More precisely, for any bounded set $\mathcal{B} \subset \mathcal{H}_{1,0}^{M}$, there exists a time $t_{0}=t_{0}(\mathcal{B})>0$ such that $S(t) \mathcal{B} \subset \mathcal{B}_{1,0}^{M}$, for all $t \geq t_{0}$. Moreover, for every $R>0$, there exists $C_{0}=C_{0}(R) \geq 0$, independent of $\alpha$, such that, for any $\Theta_{0}=\left(u_{0}, \psi_{0}, \eta_{0}\right) \in$ $\mathcal{B}_{\mathcal{H}_{1,0}}(R)$,

$$
\begin{equation*}
\sup _{t \geq \tau}\left\|S(t) \Theta_{0}\right\|_{\mathcal{H}_{1,0}}+\int_{\tau}^{\infty}\left(\alpha\left\|\partial_{t} u(y)\right\|^{2}+\left\|\partial_{t} \psi(y)\right\|_{\Gamma}^{2}\right) d y \leq C_{0} \tag{4.17}
\end{equation*}
$$

where $\mathcal{B}_{\mathcal{H}_{1,0}}(R)$ denotes the ball in $\mathcal{H}_{1,0}$ of radius $R$, centered at 0 .
In order to prove Theorem 4.1, we also need to introduce the Banach space (cf.(3.4))

$$
\mathbb{H}:=\left\{(u, \psi, \eta) \in \mathcal{H}_{3,2}: \eta \in D(\mathbb{T})\right\}
$$

endowed with the norm

$$
\begin{equation*}
\|(u, \psi, \eta)\|_{\mathbb{H}}^{2}=\|(u, \psi, \eta)\|_{\mathcal{H}_{3,2}}^{2}+\|\mathbb{T} \eta\|_{\mathcal{M}_{-1}}^{2}+\sup _{x \geq 1} x \int_{(x, \infty)} \nu(s)\|\eta(s)\|_{H^{-1}}^{2} d s \tag{4.18}
\end{equation*}
$$

We recall that, while the embedding $\mathcal{H}_{3,2} \subset \mathcal{H}_{1,0}$ is only continuous, the space $\mathbb{H}$ is compactly embedded into $\mathcal{H}_{1,0}$ (see [45, Lemma 5.5]). Besides, closed balls of $\mathbb{H}$ are compact in $\mathcal{H}_{1,0}$ (see [6, Prop. 8.1]).

Theorem 4.1 follows from the existence of a bounded exponentially attracting set in $\mathbb{H}$, namely,

Theorem 4.4 Let the assumptions of Theorem 4.1 be satisfied. There exists $R_{1}>0$ and $a$ closed ball $\mathcal{B}_{2}\left(R_{1}\right) \subset \mathbb{H} \cap \mathcal{H}_{1,0}^{M}$ which attracts $\mathcal{B}_{1,0}^{M}\left(R_{0}\right)$ (see Proposition 4.3) exponentially fast, that is,

$$
\begin{equation*}
\operatorname{dist}_{\mathcal{H}_{1,0}}\left(S(t) \mathcal{B}_{1,0}^{M}\left(R_{0}\right), \mathcal{B}_{2}\left(R_{1}\right)\right) \leq C e^{-\rho(t-\tau)}, \forall t \geq \tau \tag{4.19}
\end{equation*}
$$

for some positive constants $C$ and $\rho$.
Proof. This proof is based on an argument similar to [25]. On account of Corollary 3.6, let us take $\Theta_{0}=\left(u_{0}, \psi_{0}, \eta_{0}\right) \in \mathcal{B}_{1,0}^{M}\left(R_{0}\right)$ and consider the corresponding trajectory $\left(u(t), \psi(t), \eta^{t}\right)=S(t)\left(u_{0}, \psi_{0}, \eta_{0}\right)$. From now on $c$ will denote a generic positive constant which is independent of time and which may vary even within the same line. Further dependencies of $c$ to other physical parameters will be pointed out as needed. In view of (N1), we can find positive constants $l_{1}, l_{2}$ so that

$$
\begin{equation*}
f^{\prime}(y) \geq-l_{1}, \quad g^{\prime}(y) \geq-l_{2}, \quad \forall y \in \mathbb{R} \tag{4.20}
\end{equation*}
$$

Thus, in light of (4.20) and ( $\mathrm{N} 2^{\prime}$ ), it is not difficult to realize that we can also choose sufficiently large constants $\gamma_{1}>l_{1}$ and $\gamma_{2}>\beta+l_{2}$ with the following properties:

$$
\left\{\begin{array}{c}
\frac{1}{2}\|\nabla \zeta\|^{2}+\left(\gamma_{1}-2 l_{1}\right)\|\zeta\|^{2}-\left(f^{\prime}(u(t)) \zeta, \zeta\right) \geq 0  \tag{4.21}\\
\frac{1}{2}\left\|\nabla_{\Gamma} \zeta\right\|_{\Gamma}^{2}+\left(\gamma_{2}-2 l_{2}\right)\|\zeta\|_{\Gamma}^{2}-\left(g^{\prime}(\psi(t)) \zeta, \zeta\right)_{\Gamma} \geq 0
\end{array}\right.
$$

for all $\zeta \in \mathbb{V}_{1}$ and every $t \geq \tau$. Consequently, by setting $\widetilde{f}(s)=f(s)+\gamma_{1} s, \widetilde{g}(s)=g(s)+\gamma_{2} s$, for all $s \in \mathbb{R}$, it is immediate that both $\widetilde{f}$ and $\widetilde{g}$ are monotone increasing and that they satisfy the same assumptions as the functions $f$ and $g$.

The following arguments are formal for the sake of simplicity, but they can be rigorously justified within the approximation scheme used in the proof of Theorem 3.3. We split the trajectory $\left(u(t), \psi(t), \eta^{t}\right)$ as follows (see [44], cf. also [25])

$$
\begin{equation*}
\left(u(t), \psi(t), \eta^{t}\right)=\left(u_{d}(t), \psi_{d}(t), \eta_{d}^{t}\right)+\left(u_{c}(t), \psi_{c}(t), \eta_{c}^{t}\right), \tag{4.22}
\end{equation*}
$$

where

$$
\begin{align*}
& \partial_{t} u_{d}+\int_{0}^{\infty} \nu(s) \eta_{d}^{t}(s) d s=0,  \tag{4.23}\\
& \Upsilon\left(\mathbf{u}_{d}, \mathbf{v}\right)+\left(\widetilde{f}(u)-\widetilde{f}\left(u_{c}\right), v\right)+\left(\widetilde{g}(\psi)-\widetilde{g}\left(\psi_{c}\right), \varphi\right)_{\Gamma}  \tag{4.24}\\
& +\left(\alpha \partial_{t} u_{d}, v\right)+\left(\partial_{t} \psi_{d}, \varphi\right)_{\Gamma}=\left(\mu_{d}, v\right)_{H^{-1}, H^{1}} \quad \forall \mathbf{v}=(v, \varphi) \in \mathbb{V}_{1}, \\
& \partial_{t} \eta_{d}^{t}-\mathbb{T} \eta_{d}^{t}=A_{N} \mu_{d},  \tag{4.25}\\
& u_{d}(\tau)=u_{0}, \quad \psi_{d}(\tau)=\psi_{0}, \quad \eta_{d}^{\tau}=\eta_{0}, \tag{4.26}
\end{align*}
$$

and

$$
\begin{align*}
& \partial_{t} u_{c}+\int_{0}^{\infty} \nu(s) \eta_{c}^{t}(s) d s=0,  \tag{4.27}\\
& \Upsilon\left(\mathbf{u}_{c}, \mathbf{v}\right)+\left(\widetilde{f}\left(u_{c}\right), v\right)+\left(\widetilde{g}\left(\psi_{c}\right), \varphi\right)_{\Gamma}  \tag{4.28}\\
& +\left(\alpha \partial_{t} u_{c}, v\right)+\left(\partial_{t} \psi_{c}, \varphi\right)_{\Gamma}-\gamma_{1}(u, v)-\gamma_{2}(\psi, \varphi)_{\Gamma} \\
& =\left(\mu_{c}, v\right)_{H^{-1}, H^{1}}, \quad \forall \mathbf{v}=(v, \varphi) \in \mathbb{V}_{1}, \\
& \partial_{t} \eta_{c}^{t}-\mathbb{T} \eta_{c}^{t}=A_{N} \mu_{c},  \tag{4.29}\\
& u_{c}(\tau)=0, \quad \psi_{c}(\tau)=0, \quad \eta_{c}^{\tau}=0 . \tag{4.30}
\end{align*}
$$

Let us first show that $\left(u_{d}(t), \psi_{d}(t), \eta_{d}^{t}\right)$ decays exponentially to zero with respect to the norm of $\mathcal{H}_{1,0}$. We begin by noting that, since $(u(t), \psi(t)) \in L^{\infty}\left((\tau, \infty) ; \mathbb{V}_{1}\right)$ and $\widetilde{f}$ and $\widetilde{g}$ are non-decreasing, then we can easily adapt the proof of Lemma 4.2, to find

$$
\begin{equation*}
\left\|\left(u_{c}(t), \psi_{c}(t), \eta_{c}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2}+\int_{\tau}^{\infty}\left(\alpha\left\|\partial_{t} u_{c}(y)\right\|^{2}+\left\|\partial_{t} \psi_{c}(y)\right\|_{\Gamma}^{2}\right) d y \leq c, \quad \forall t \geq \tau \tag{4.31}
\end{equation*}
$$

which implies, on account of (4.1) and (4.22), that

$$
\begin{equation*}
\left\|\left(u_{d}(t), \psi_{d}(t), \eta_{d}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2}+\int_{\tau}^{\infty}\left(\alpha\left\|\partial_{t} u_{d}(y)\right\|^{2}+\left\|\partial_{t} \psi_{d}(y)\right\|_{\Gamma}^{2}\right) d y \leq c, \quad \forall t \geq \tau \tag{4.32}
\end{equation*}
$$

where $c$ is obviously independent of $\alpha$.

We now take the scalar product of equation (4.23) with $\mu_{d}(t)$ in $L^{2}(\Omega)$, and the scalar product of equation (4.25) with $A_{N}^{-1} \eta_{d}^{t}$ in $\mathcal{M}_{0}$. Also, we take $\mathbf{v}=\left(\partial_{t} u_{d}(t), \partial_{t} \psi_{d}(t)\right)$ in (4.24). Adding together the resulting relationships, we find

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left[\left\|\nabla u_{d}\right\|^{2}+\left\|\nabla_{\Gamma} \psi_{d}\right\|_{\Gamma}^{2}+\beta\left\|\psi_{d}\right\|_{\Gamma}^{2}+\left\|\eta_{d}^{t}\right\|_{\mathcal{M}_{-1}}^{2}\right]  \tag{4.33}\\
& +\frac{d}{d t}\left[\left(\widetilde{f}(u)-\widetilde{f}\left(u_{c}\right), u_{d}\right)+\left(\widetilde{g}(\psi)-\widetilde{g}\left(\psi_{c}\right), \psi_{d}\right)_{\Gamma}\right] \\
& +\alpha\left\|\partial_{t} u_{d}\right\|^{2}+\left\|\partial_{t} \psi_{d}\right\|_{\Gamma}^{2}-\int_{\tau}^{\infty} \nu^{\prime}(s)\left\|\eta_{d}^{t}(s)\right\|_{H^{-1}}^{2} d s \\
& =\left(\widetilde{f}^{\prime}(u) \partial_{t} u-\widetilde{f}^{\prime}\left(u_{c}\right) \partial_{t} u_{c}, u_{d}\right)+\left(\widetilde{g}^{\prime}(\psi) \partial_{t} \psi-\widetilde{g}^{\prime}\left(\psi_{c}\right) \partial_{t} \psi_{c}, \psi_{d}\right)_{\Gamma}
\end{align*}
$$

Let us consider the functional

$$
\begin{align*}
E_{d}(t) & =\left\|\nabla u_{d}(t)\right\|^{2}+\left\|\nabla_{\Gamma} \psi_{d}(t)\right\|_{\Gamma}^{2}+\beta\left\|\psi_{d}(t)\right\|_{\Gamma}^{2}+\left\|\eta_{d}^{t}(t)\right\|_{\mathcal{M}_{-1}}^{2}  \tag{4.34}\\
& +\left(\widetilde{f}(u(t))-\widetilde{f}\left(u_{c}(t)\right), u_{d}(t)\right)-\left(\widetilde{f}^{\prime}(u(t)) u_{d}(t), u_{d}(t)\right) \\
& +\left(\widetilde{g}(\psi(t))-\widetilde{g}\left(\psi_{c}(t)\right), \psi_{d}(t)\right)_{\Gamma}-\left(\widetilde{g}^{\prime}(\psi(t)) \psi_{d}(t), \psi_{d}(t)\right)_{\Gamma}
\end{align*}
$$

and note that, on account of (4.20) and (4.21), we can find a positive constant $C_{1}$, independent of $t$ and $\alpha$, such that, for all $t \geq \tau$,

$$
\begin{equation*}
C_{1}^{-1}\left\|\left(u_{d}(t), \psi_{d}(t), \eta_{d}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \leq E_{d}(t) \leq C_{1}\left\|\left(u_{d}(t), \psi_{d}(t), \eta_{d}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \tag{4.35}
\end{equation*}
$$

Indeed, (4.21) yields

$$
\left(\widetilde{f}(u)-\widetilde{f}\left(u_{c}\right), u_{d}\right)-\left(\tilde{f}^{\prime}(u) u_{d}, u_{d}\right) \geq\left(\gamma_{1}-2 l_{1}\right)\left\|u_{d}\right\|^{2}-\left(f^{\prime}(u) u_{d}, u_{d}\right) \geq-\frac{1}{2}\left\|\nabla u_{d}\right\|^{2}
$$

and a similar inequality holds for the last two terms on the right-hand side of (4.34). Then, recalling (K5) and performing simple computations, we can rewrite (4.33) as follows:

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E_{d}(t)+\frac{\lambda}{2}\left\|\eta_{d}^{t}\right\|_{\mathcal{M}_{-1}}^{2}-\frac{1}{2} \int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta^{t}(s)\right\|_{H^{-1}}^{2} d s \leq \Lambda_{d}(t), \forall t \geq \tau \tag{4.36}
\end{equation*}
$$

where

$$
\begin{aligned}
\Lambda_{d} & =\left(\left(\widetilde{f}^{\prime}(u)-\widetilde{f^{\prime}}\left(u_{c}\right)\right) \partial_{t} u_{c}, u_{d}\right)+\left(\left(\widetilde{g}^{\prime}(\psi)-\widetilde{g}^{\prime}\left(\psi_{c}\right)\right) \partial_{t} \psi_{c}, \psi_{d}\right)_{\Gamma} \\
& -\left(\widetilde{f}^{\prime \prime}(u) \partial_{t} u,\left(u_{d}\right)^{2}\right)-\left(\widetilde{g}^{\prime \prime}(\psi) \partial_{t} \psi,\left(\psi_{d}\right)^{2}\right)_{\Gamma}
\end{aligned}
$$

Following the proof of Lemma 4.2, we set $\bar{u}_{d}=u_{d}-\left\langle u_{d}\right\rangle$ and $\bar{\psi}_{d}=\psi_{d}-\left\langle u_{d}\right\rangle$ (note that $\left.\left\langle u_{d}(t)\right\rangle=\langle u(t)\rangle\right)$. Then we introduce the auxiliary functional

$$
\begin{equation*}
I_{d}(t)=-\int_{0}^{\infty} \nu(s)\left(\bar{u}_{d}(t), A_{N}^{-1} \eta_{d}^{t}(s)\right) d s \tag{4.37}
\end{equation*}
$$

and we observe that, using equations (4.23)-(4.24), we have (see also (4.3))

$$
\begin{align*}
\frac{d}{d t} I_{d}(t) & =\left\|\partial_{t} u_{d}(t)\right\|_{H^{-1}}^{2}-\int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{u}_{d}(t), A_{N}^{-1} \eta_{d}^{t}(s)\right) d s-\left(\bar{u}_{d}(t), \mu_{d}(t)\right)  \tag{4.38}\\
& =\left\|\partial_{t} u_{d}(t)\right\|_{H^{-1}}^{2}-\int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{u}_{d}(t), A_{N}^{-1} \eta_{d}^{t}(s)\right) d s-\left\|\nabla \bar{u}_{d}(t)\right\|^{2} \\
& -\left\|\nabla_{\Gamma} \bar{\psi}_{d}(t)\right\|_{\Gamma}^{2}-\beta\left(\psi_{d}(t), \bar{\psi}_{d}(t)\right)_{\Gamma}-\left(\widetilde{f}(u(t))-\widetilde{f}\left(u_{c}(t)\right), \bar{u}_{d}(t)\right) \\
& -\left(\widetilde{g}(\psi(t))-\widetilde{g}\left(\psi_{c}(t)\right), \bar{\psi}_{d}(t)\right)_{\Gamma}-\frac{1}{2} \frac{d}{d t}\left[\alpha\left\|\bar{u}_{d}(t)\right\|^{2}+\left\|\bar{\psi}_{d}(t)\right\|_{\Gamma}^{2}\right] .
\end{align*}
$$

Therefore, collecting (4.36) and (4.38), we find

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left[\widetilde{E}_{d}(t)+2 \varepsilon I_{d}(t)\right]+\frac{\lambda}{2}\left\|\eta_{d}^{t}\right\|_{\mathcal{M}_{-1}}^{2}-\frac{1}{2} \int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta^{t}(s)\right\|_{H^{-1}}^{2} d s  \tag{4.39}\\
& -\varepsilon\left\|\partial_{t} u_{d}(t)\right\|_{H^{-1}}^{2}+\varepsilon \int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{u}_{d}(t), A_{N}^{-1} \eta_{d}^{t}(s)\right) d s \\
& +\varepsilon\left(\left\|\nabla \bar{u}_{d}(t)\right\|^{2}+\left\|\nabla_{\Gamma} \psi_{d}(t)\right\|_{\Gamma}^{2}+\beta\left\|\psi_{d}(t)\right\|_{\Gamma}^{2}\right) \\
& +\varepsilon\left(\widetilde{f}(u(t))-\widetilde{f}\left(u_{c}(t)\right), u_{d}(t)\right)+\varepsilon\left(\widetilde{g}(\psi(t))-\widetilde{g}\left(\psi_{c}(t)\right), \psi_{d}(t)\right)_{\Gamma} \\
& \leq \Lambda_{d}(t)+\varepsilon\left(\widetilde{f}(u(t))-\widetilde{f}\left(u_{c}(t)\right), 1\right)\left\langle u_{d}(t)\right\rangle+\varepsilon\left\langle u_{d}(t)\right\rangle\left(\widetilde{g}(\psi(t))-\widetilde{g}\left(\psi_{c}(t)\right), 1\right)_{\Gamma} \\
& +\varepsilon \beta\left\langle u_{d}(t)\right\rangle\left(1, \psi_{d}(t)\right)_{\Gamma},
\end{align*}
$$

where we have set

$$
\begin{equation*}
\widetilde{E}_{d}(t)=E_{d}(t)+\varepsilon\left(\alpha\left\|\bar{u}_{d}(t)\right\|^{2}+\left\|\bar{\psi}_{d}(t)\right\|_{\Gamma}^{2}\right) . \tag{4.40}
\end{equation*}
$$

Here $\varepsilon \in(0, \lambda)$ is a parameter which will be properly chosen. On account of (4.37), from (4.35), for $\varepsilon>0$ small enough, we can easily find a positive constant $C_{2}=C_{2}(\varepsilon, M)$ such that, for all $t \geq \tau$,

$$
\begin{equation*}
C_{2}^{-1}\left\|\left(u_{d}(t), \psi_{d}(t), \eta_{d}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \leq \widetilde{E}_{d}(t)+2 \varepsilon I_{d}(t) \leq C_{2}\left\|\left(u_{d}(t), \psi_{d}(t), \eta_{d}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \tag{4.41}
\end{equation*}
$$

Let us now the right-hand side of (4.39)). On account of (N2'), (4.20) and estimates (4.31)(4.32), (4.1), from Hölder and Young inequalities, it follows that

$$
\begin{align*}
\Lambda_{d}(t) & \leq c\left\|\partial_{t} u(t)\right\|\left\|u_{d}(t)\right\|_{H^{1}}^{2}+c\left\|\partial_{t} \psi(t)\right\|_{\Gamma}\left\|\psi_{d}(t)\right\|_{H^{1}(\Gamma)}^{2}  \tag{4.42}\\
& \leq c\left(\left\|\partial_{t} u(t)\right\|+\left\|\partial_{t} \psi(t)\right\|_{\Gamma}\right)\left(\left\|\nabla u_{d}(t)\right\|^{2}+\left\|\nabla_{\Gamma} \psi_{d}(t)\right\|_{\Gamma}^{2}+\beta\left\|\psi_{d}(t)\right\|_{\Gamma}^{2}\right) \\
& \leq c\left(\left\|\partial_{t} u(t)\right\|+\left\|\partial_{t} \psi(t)\right\|_{\Gamma}\right) \widetilde{E}_{d}(t), \quad \forall t \geq \tau .
\end{align*}
$$

Moreover, we have that

$$
\begin{align*}
& \varepsilon\left(\widetilde{f}(u(t))-\widetilde{f}\left(u_{c}(t)\right), 1\right)\left\langle u_{d}(t)\right\rangle+\varepsilon \beta\left\langle u_{d}(t)\right\rangle\left(1, \psi_{d}(t)\right)_{\Gamma}  \tag{4.43}\\
& +\varepsilon\left\langle u_{d}(t)\right\rangle\left(\widetilde{g}(\psi(t))-\widetilde{g}\left(\psi_{c}(t)\right), 1\right)_{\Gamma} \\
& \leq c\left(\left\|\bar{u}_{d}\right\|^{2}+\left\|\bar{\psi}_{d}\right\|_{\Gamma}^{2}\right) \leq c \widetilde{E}_{d}(t), \quad \forall t \geq \tau .
\end{align*}
$$

On the other hand, arguing as in (4.12), we find

$$
\begin{align*}
& \varepsilon\left\|\partial_{t} u_{d}(t)\right\|_{H^{-1}}^{2} \leq \varepsilon\left\|\eta_{d}^{t}\right\|_{\mathcal{M}_{-1}}^{2}  \tag{4.44}\\
& -\varepsilon \int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{u}_{d}(t), A_{N}^{-1} \eta_{d}^{t}(s)\right) d s \leq \frac{\varepsilon}{2}\left\|\nabla \bar{u}_{d}(t)\right\|^{2}-2 \varepsilon C_{\Omega^{4}}^{4} \nu_{0} \int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta_{d}^{t}(s)\right\|_{H^{-1}}^{2} d s \tag{4.45}
\end{align*}
$$

Therefore, using the above inequalities (4.42)-(4.45), from (4.39) we infer

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left[\widetilde{E}_{d}(t)+2 \varepsilon I_{d}(t)\right]+\left(\frac{\lambda}{2}-\varepsilon\right)\left\|\eta_{d}^{t}\right\|_{\mathcal{M}_{-1}}^{2}  \tag{4.46}\\
& -\left(\frac{1}{2}-2 \varepsilon C_{\Omega}^{4} \nu_{0}\right) \int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta_{d}^{t}(s)\right\|_{H^{-1}}^{2} d s \\
& +\varepsilon\left(\frac{1}{2}\left\|\nabla \bar{u}_{d}(t)\right\|^{2}+\left\|\nabla_{\Gamma} \psi_{d}(t)\right\|_{\Gamma}^{2}+\beta\left\|\psi_{d}(t)\right\|_{\Gamma}^{2}\right) \\
& +\varepsilon\left(\widetilde{f}(u(t))-\widetilde{f}\left(u_{c}(t)\right), u_{d}(t)\right)+\varepsilon\left(\widetilde{g}(\psi(t))-\widetilde{g}\left(\psi_{c}(t)\right), \psi_{d}(t)\right)_{\Gamma} \\
& \leq c\left(1+\left\|\partial_{t} u(t)\right\|+\left\|\partial_{t} \psi(t)\right\|_{\Gamma}\right) \widetilde{E}_{d}(t)
\end{align*}
$$

for all $t \geq \tau$. Thus, setting $\widehat{E}_{d}(t)=\widetilde{E}_{d}(t)+2 \varepsilon I_{d}(t)$ and choosing $\varepsilon>0$ sufficiently small, and a positive constant $C_{\varepsilon} \in(0, \varepsilon)$, from (4.46) we deduce that

$$
\begin{equation*}
\frac{d}{d t} \widehat{E}_{d}(t)+C_{\varepsilon} \widehat{E}_{d}(t) \leq c\left(1+\left\|\partial_{t} u(t)\right\|+\left\|\partial_{t} \psi(t)\right\|_{\Gamma}\right) \widehat{E}_{d}(t) \tag{4.47}
\end{equation*}
$$

It is left to notice that, owing to (4.1), we get

$$
\begin{equation*}
\int_{\tau}^{t}\left(1+\left\|\partial_{t} u(y)\right\|+\left\|\partial_{t} \psi(y)\right\|_{\Gamma}\right) d y \leq c(t-\tau)+\frac{c}{\alpha}, \quad \forall t \geq \tau \tag{4.48}
\end{equation*}
$$

where $c$ is independent of $\alpha$. Bound (4.48) allows us to apply a suitable Gronwall's inequality (see, e.g., [7, Lemma 3.5]) which yields

$$
\begin{equation*}
\widehat{E}_{d}(t) \leq c e^{-C_{\varepsilon}(t-\tau)}, \quad \forall t \geq \tau \tag{4.49}
\end{equation*}
$$

Thus, recalling (4.41), (4.49) gives the desired exponential decay of $\left\|\left(u_{d}(t), \psi_{d}(t), \eta_{d}^{t}\right)\right\|_{\mathcal{H}_{1,0}}$.
Let us now obtain a bound for $\left\|\left(u_{c}(t), \psi_{c}(t), \eta_{c}^{t}\right)\right\|_{\mathbb{H}}$. To this end, we argue as in the proof of Theorem 3.4, namely, we set

$$
\widetilde{u}_{c}=\partial_{t} u_{c}, \quad \widetilde{\psi}_{c}=\partial_{t} \psi_{c}, \quad \widetilde{\eta}_{c}=\partial_{t} \eta_{c}
$$

and observe that $\left(\widetilde{u}_{c}, \widetilde{\psi}_{c}, \widetilde{\eta}_{c}\right)$ solves (cf. (4.27)-(4.30))

$$
\begin{align*}
& \partial_{t} \widetilde{u}_{c}+\int_{0}^{\infty} \nu(s) \widetilde{\eta}_{c}^{t}(s) d s=0,  \tag{4.50}\\
& \Upsilon\left(\widetilde{\mathbf{u}}_{c}, \mathbf{v}\right)+\left(\widetilde{f}^{\prime}\left(u_{c}\right) \widetilde{u}_{c}, v\right)+\left(\widetilde{g}^{\prime}\left(\psi_{c}\right) \widetilde{\psi}_{c}, \varphi\right)_{\Gamma}  \tag{4.51}\\
& +\left(\alpha \partial_{t} \widetilde{u}_{c}, v\right)+\left(\partial_{t} \widetilde{\psi}_{c}, \varphi\right)_{\Gamma}-\gamma_{1}\left(\partial_{t} u, v\right)-\gamma_{2}\left(\partial_{t} \psi, \varphi\right)_{\Gamma} \\
& =\left(\partial_{t} \mu_{c}, v\right)_{H^{-1}, H^{1}}, \quad \forall \mathbf{v}=(v, \varphi) \in \mathbb{V}_{1}, \\
& \partial_{t} \widetilde{\eta}_{c}^{t}-\mathbb{T} \widetilde{\eta}_{c}^{t}=A_{N}\left(\partial_{t} \mu_{c}\right),  \tag{4.52}\\
& \widetilde{u}_{c}(\tau)=0, \quad \widetilde{\psi}_{c}(\tau)=0, \quad \widetilde{\eta}_{c}^{\tau}=0 . \tag{4.53}
\end{align*}
$$

The analogue of (4.33) for (4.50)-(4.53) is the following identity

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E_{c}(t)-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\widetilde{\eta}_{c}^{t}(s)\right\|_{H^{-1}}^{2} d s+\alpha\left\|\partial_{t} \widetilde{u}_{c}\right\|^{2}+\left\|\partial_{t} \widetilde{\psi}_{c}\right\|_{\Gamma}^{2}=\Lambda_{c}(t) \tag{4.54}
\end{equation*}
$$

where

$$
\begin{aligned}
E_{c}(t) & =\left\|\nabla \widetilde{u}_{c}(t)\right\|^{2}+\left\|\nabla_{\Gamma} \widetilde{\psi}_{c}(t)\right\|_{\Gamma}^{2}+\beta\left\|\widetilde{\psi}_{c}(t)\right\|_{\Gamma}^{2}+\left\|\widetilde{\eta}_{c}^{t}\right\|_{\mathcal{M}_{-1}}^{2} \\
& +\left(\widetilde{f}^{\prime}\left(u_{c}(t)\right) \widetilde{u}_{c}(t), \widetilde{u}_{c}(t)\right)+\left(\widetilde{g}^{\prime}\left(u_{c}(t)\right) \widetilde{\psi}_{c}(t), \widetilde{\psi}_{c}(t)\right)_{\Gamma}
\end{aligned}
$$

and

$$
\begin{aligned}
\Lambda_{c}(t) & =\frac{1}{2}\left(\widetilde{f}^{\prime \prime}\left(u_{c}(t)\right) \partial_{t} u_{c}(t),\left(\widetilde{u}_{c}(t)\right)^{2}\right)+\frac{1}{2}\left(\widetilde{g}^{\prime \prime}\left(\psi_{c}(t)\right) \partial_{t} \psi_{c}(t),\left(\widetilde{\psi}_{c}(t)\right)^{2}\right)_{\Gamma} \\
& +\gamma_{1}\left(\partial_{t} u(t), \partial_{t} \widetilde{u}_{c}(t)\right)+\gamma_{2}\left(\partial_{t} \psi(t), \partial_{t} \widetilde{\psi}_{c}(t)\right)_{\Gamma}
\end{aligned}
$$

Note that, using (N2'), (4.20), the fact that $\widetilde{f}, \widetilde{g}$ are monotone increasing and employing estimate (4.31), we can find a positive constant $C_{3}$ such that

$$
\begin{equation*}
C_{3}^{-1}\left\|\left(\widetilde{u}_{c}(t), \widetilde{\psi}_{c}(t), \widetilde{\eta}_{c}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \leq E_{c}(t) \leq C_{3}\left\|\left(\widetilde{u}_{c}(t), \widetilde{\psi}_{c}(t), \widetilde{\eta}_{c}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2}, \quad \forall t \geq \tau \tag{4.55}
\end{equation*}
$$

Similarly to (4.37), we introduce the functional

$$
\begin{equation*}
I_{c}(t)=-\int_{0}^{\infty} \nu(s)\left(\widetilde{u}_{c}(t), A_{N}^{-1} \widetilde{\eta}_{c}^{t}(s)\right) d s \tag{4.56}
\end{equation*}
$$

and observe that, using equations (4.50)-(4.51), we obtain $\left(\left\langle u_{c}(t)\right\rangle=0\right.$, for all $\left.t \geq \tau\right)$ :

$$
\begin{align*}
\frac{d}{d t} I_{c}(t) & =\left\|\partial_{t} \widetilde{u}_{c}(t)\right\|_{H^{-1}}^{2}-\int_{0}^{\infty} \nu^{\prime}(s)\left(\widetilde{u}_{c}(t), A_{N}^{-1} \widetilde{\eta}_{c}^{t}(s)\right) d s-\left(\widetilde{u}_{c}(t), \partial_{t} \mu_{c}(t)\right)  \tag{4.57}\\
& =\left\|\partial_{t} \widetilde{u}_{c}(t)\right\|_{H^{-1}}^{2}-\int_{0}^{\infty} \nu^{\prime}(s)\left(\widetilde{u}_{c}(t), A_{N}^{-1} \widetilde{\eta}_{c}^{t}(s)\right) d s-\left\|\nabla \widetilde{u}_{c}(t)\right\|^{2} \\
& -\left\|\nabla_{\Gamma} \widetilde{\psi}_{c}(t)\right\|_{\Gamma}^{2}-\beta\left\|\widetilde{\psi}_{c}(t)\right\|_{\Gamma}^{2}-\left(\widetilde{f}^{\prime}\left(u_{c}(t)\right) \widetilde{u}_{c}(t), \widetilde{u}_{c}(t)\right) \\
& -\left(\widetilde{g}^{\prime}\left(\psi_{c}(t)\right) \widetilde{\psi}_{c}(t), \widetilde{\psi}_{c}(t)\right)_{\Gamma}-\frac{1}{2} \frac{d}{d t}\left[\alpha\left\|\widetilde{u}_{c}(t)\right\|^{2}+\left\|\widetilde{\psi}_{c}(t)\right\|_{\Gamma}^{2}\right] \\
& -\gamma_{1}\left(\partial_{t} u(t), \widetilde{u}_{c}(t)\right)-\gamma_{2}\left(\partial_{t} \psi(t), \widetilde{\psi}_{c}(t)\right)_{\Gamma}
\end{align*}
$$

Setting

$$
\widetilde{E}_{c}(t)=E_{c}(t)+\alpha\left\|\widetilde{u}_{c}(t)\right\|^{2}+\left\|\widetilde{\psi}_{c}(t)\right\|_{\Gamma}^{2}+2 \varepsilon I_{c}(t)
$$

and arguing as to getting (4.39), we deduce

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \widetilde{E}_{c}(t)-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\widetilde{\eta}_{c}^{t}(s)\right\|_{H^{-1}}^{2} d s+\alpha\left\|\partial_{t} \widetilde{u}_{c}(t)\right\|^{2}+\left\|\partial_{t} \widetilde{\psi}_{c}(t)\right\|_{\Gamma}^{2}-\varepsilon\left\|\partial_{t} \widetilde{u}_{c}(t)\right\|_{H^{-1}}^{2}  \tag{4.58}\\
& +\varepsilon \int_{0}^{\infty} \nu^{\prime}(s)\left(\widetilde{u}_{c}(t), A_{N}^{-1} \widetilde{\eta}_{c}^{t}(s)\right) d s+\varepsilon\left(\left\|\nabla \widetilde{u}_{c}(t)\right\|^{2}+\left\|\nabla_{\Gamma} \widetilde{\psi}_{c}(t)\right\|_{\Gamma}^{2}+\beta\left\|\widetilde{\psi}_{c}(t)\right\|_{\Gamma}^{2}\right) \\
& +\varepsilon\left(\widetilde{f}^{\prime}\left(u_{c}(t)\right) \widetilde{u}_{c}(t), \widetilde{u}_{c}(t)\right)+\varepsilon\left(\widetilde{g}^{\prime}\left(\psi_{c}(t)\right) \widetilde{\psi}_{c}(t), \widetilde{\psi}_{c}(t)\right)_{\Gamma} \\
& =\Lambda_{c}(t)-\gamma_{1} \varepsilon\left(\partial_{t} u(t), \widetilde{u}_{c}(t)\right)-\gamma_{2} \varepsilon\left(\partial_{t} \psi(t), \widetilde{\psi}_{c}(t)\right)_{\Gamma}
\end{align*}
$$

Hence, recalling ( N 2 '), using Hölder and Young inequalities and exploiting (4.1) and (4.31), we estimate the terms on the right-hand side of (4.58) as follows:

$$
\begin{align*}
& \Lambda_{c}-\gamma_{1} \varepsilon\left(\partial_{t} u, \widetilde{u}_{c}\right)-\gamma_{2} \varepsilon\left(\partial_{t} \psi, \widetilde{\psi}_{c}\right)_{\Gamma}  \tag{4.59}\\
& \leq \frac{1}{2}\left(\alpha\left\|\partial_{t} \widetilde{u}_{c}\right\|^{2}+\left\|\partial_{t} \widetilde{\psi}_{c}\right\|_{\Gamma}^{2}\right)+c\left(\left\|\partial_{t} u\right\|^{2}+\left\|\partial_{t} \psi\right\|_{\Gamma}^{2}\right) \\
& +c\left[\left(\left\|\partial_{t} u_{c}\right\|+1\right)\left\|\widetilde{u}_{c}\right\|_{H^{1}}^{2}+\left(\left\|\partial_{t} \psi_{c}\right\|_{\Gamma}+1\right)\left\|\widetilde{\psi}_{c}\right\|_{H^{1}(\Gamma)}^{2}\right] .
\end{align*}
$$

Therefore, on account of (4.59), we can argue as to getting (4.47) and we deduce

$$
\begin{align*}
\frac{d}{d t} \widetilde{E}_{c}(t)+C_{\varepsilon} \widetilde{E}_{c}(t) & \leq c\left(\left\|\partial_{t} u(t)\right\|^{2}+\left\|\partial_{t} \psi(t)\right\|_{\Gamma}^{2}\right)  \tag{4.60}\\
& +c\left(1+\left\|\partial_{t} u_{c}(t)\right\|+\left\|\partial_{t} \psi_{c}(t)\right\|_{\Gamma}\right) \widetilde{E}_{c}(t)
\end{align*}
$$

for all $t \geq \tau$, where $C_{\varepsilon}>0$ is independent of $\alpha$. Hence, integrating (4.60) with respect to time on the interval $(\tau, t)$, noting that $E_{c}(\tau)=0$ and exploiting (4.1), (4.31) and (4.55), we obtain

$$
\begin{equation*}
\left\|\left(\widetilde{u}_{c}(t), \widetilde{\psi}_{c}(t), \widetilde{\eta}_{c}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \leq c, \quad \forall t \geq \tau \tag{4.61}
\end{equation*}
$$

where $c$ depends on $\alpha$.
Observe now that, using equation (4.27), we have

$$
\begin{equation*}
\left\|\eta_{c}^{t}\right\|_{\mathcal{M}_{1}}^{2}=-\int_{0}^{\infty} \nu(s)\left[\left(\nabla \partial_{t} u_{c}, \nabla \eta_{c}^{t}(s)\right)+\left(\partial_{t} u_{c}, \eta_{c}^{t}(s)\right)\right] d s \tag{4.62}
\end{equation*}
$$

which entails, thanks to (4.61) and Young's inequality, that

$$
\begin{equation*}
\left\|\eta_{c}^{t}\right\|_{\mathcal{M}_{1}}^{2} \leq c, \quad \forall t \geq \tau \tag{4.63}
\end{equation*}
$$

Let us now consider equation (4.29) and set $\bar{\mu}_{c}(t)=\mu_{c}(t)-\left\langle\mu_{c}(t)\right\rangle$. Multiplying (4.29) by $\bar{\mu}_{c}(t)$, taking the scalar product in $\mathcal{M}_{0}$, recalling (K3)-(K4) and exploiting estimate (4.61), we deduce

$$
\begin{align*}
\left\|\nabla \mu_{c}(t)\right\|^{2} & =\int_{0}^{\infty} \nu(s)\left(\bar{\mu}_{c}(t), \partial_{t} \eta_{c}^{t}(s)\right) d s-\int_{0}^{\infty} \nu^{\prime}(s)\left(\bar{\mu}_{c}(t), \eta_{c}^{t}(s)\right) d s  \tag{4.64}\\
& \leq c_{\varepsilon}\left(\left\|\partial_{t} \eta_{c}^{t}\right\|_{\mathcal{M}_{-1}}^{2}-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta_{c}^{t}(s)\right\|_{H^{-1}}^{2} d s\right)+\varepsilon\left\|\nabla \mu_{c}(t)\right\|^{2} \\
& \leq c_{\varepsilon}\left(1-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta_{c}^{t}(s)\right\|_{H^{-1}}^{2} d s\right)+\varepsilon\left\|\nabla \mu_{c}(t)\right\|^{2},
\end{align*}
$$

for every $\varepsilon>0$, where $c_{\varepsilon}$ is a sufficiently large constant that depends on $\varepsilon$ and $\alpha$. Moreover, multiplying (4.29) by $A_{N}^{-1} \eta_{c}^{t}$ and taking the scalar product in $\mathcal{M}_{0}$, we find (note that $\left\langle\eta_{c}^{t}\right\rangle=0$ )

$$
\begin{aligned}
-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta_{c}^{t}(s)\right\|_{H^{-1}}^{2} d s & =-\int_{0}^{\infty} \nu(s)\left(A_{N}^{-1 / 2} \partial_{t} \eta_{c}^{t}(s), A_{N}^{-1 / 2} \eta_{c}^{t}(s)\right) d s \\
& +\int_{0}^{\infty} \nu(s)\left(\eta_{c}^{t}(s), \bar{\mu}_{c}(t)\right) d s
\end{aligned}
$$

which yields, using the Poincaré-Wirtinger inequality and (4.31), (4.61),

$$
\begin{equation*}
-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\eta_{c}^{t}(s)\right\|_{H^{-1}}^{2} d s \leq c_{\varepsilon}+\varepsilon\left\|\nabla \mu_{c}(t)\right\|^{2} \tag{4.65}
\end{equation*}
$$

for every $\varepsilon>0$. Therefore, combining (4.64) with (4.65) and choosing $\varepsilon$ sufficiently small, it is readily seen that

$$
\begin{equation*}
\left\|\nabla \mu_{c}(t)\right\|^{2} \leq c, \quad \forall t \geq \tau \tag{4.66}
\end{equation*}
$$

On the other hand, from equation (4.28), we have

$$
\begin{align*}
\left\langle\mu_{c}(t)\right\rangle & =|\Omega|^{-1}\left[\beta\left(1, \psi_{c}(t)\right)+\left(\widetilde{f}\left(u_{c}(t)\right), 1\right)+\left(\widetilde{g}\left(\psi_{c}(t)\right), 1\right)_{\Gamma}+\left(\partial_{t} \psi_{c}(t), 1\right)_{\Gamma}\right]  \tag{4.67}\\
& -\gamma_{1}\langle u(t)\rangle-\gamma_{2}|\Omega|^{-1}(\psi(t), 1)_{\Gamma}
\end{align*}
$$

Thus, in view of (N2'), thanks to (4.1), (4.31), (4.61), we get

$$
\begin{equation*}
\left\langle\mu_{c}(t)\right\rangle \leq c, \quad \forall t \geq \tau \tag{4.68}
\end{equation*}
$$

Furthermore, on account of the representation formula (see [30], cf. also [7, A.1]), we have

$$
-\mathbb{T} \eta_{c}^{t}(s)=\left\{\begin{array}{c}
A_{N} \mu(t-s), \quad 0<s \leq t-\tau \\
0, \quad s>t-\tau
\end{array}\right.
$$

Thus, owing to (4.66) and (4.68), we get

$$
\begin{equation*}
\left\|\mathbb{T} \eta_{c}^{t}\right\|_{\mathcal{M}_{-1}}^{2} \leq c, \quad \forall t \geq \tau \tag{4.69}
\end{equation*}
$$

The tail control follows once more from the representation formula, thanks to (K5) and (4.66) (see, e.g., [8, Lemma 3.4]). More precisely, we have

$$
\begin{equation*}
\sup _{x \geq 1} x \int_{(x, \infty)} \nu(s)\left\|\eta_{c}^{t}(s)\right\|_{H^{-1}}^{2} d s \leq c, \quad \forall t \geq \tau \tag{4.70}
\end{equation*}
$$

We are left to prove uniform bounds for $\left(u_{c}, \psi_{c}\right)$ in the $\mathbb{V}_{3}$-norm. Recalling, for instance, the end of the proof of [2, Theorem 2.3], we have that $\left(u_{c}, \psi_{c}\right) \in L_{l o c}^{2}\left((\tau, \infty) ; \mathbb{V}_{2}\right)$ and satisfies the following elliptic boundary value problem

$$
\begin{align*}
& -\Delta u_{c}(t)=h_{c}^{1}(t), \quad \text { a.e. in } \Omega \times(\tau, \infty),  \tag{4.71}\\
& -\Delta_{\Gamma} \psi_{c}(t)+\partial_{\mathbf{n}} u_{c}(t)+\beta \psi_{c}(t)=h_{c}^{2}(t), \quad \text { a.e. on } \Gamma \times(\tau, \infty), \tag{4.72}
\end{align*}
$$

where

$$
h_{c}^{1}:=-\alpha \partial_{t} u_{c}-\widetilde{f}\left(u_{c}\right)+\mu_{c}-\gamma_{1} u, \quad h_{c}^{2}:=-\partial_{t} \psi_{c}-\widetilde{g}\left(\psi_{c}\right)-\gamma_{2} \psi
$$

On account of (4.1), (4.31), (4.61), (4.66), (4.68) and (N2'), we have that

$$
\begin{equation*}
\left\|h_{c}^{1}(t)\right\|+\left\|h_{c}^{2}(t)\right\|_{\Gamma} \leq c, \quad \forall t \geq \tau \tag{4.73}
\end{equation*}
$$

where $c$ depends on $\alpha$. Thus, using (4.73) an application of [39, Lemma A.1] yields

$$
\begin{equation*}
\left\|\left(u_{c}(t), \psi_{c}(t)\right)\right\|_{\mathbb{V}_{2}} \leq c\left(\left\|h_{c}^{1}(t)\right\|+\left\|h_{c}^{2}(t)\right\|_{\Gamma}\right) \leq c, \quad \forall t \geq \tau \tag{4.74}
\end{equation*}
$$

Exploiting now (4.74), using once more (4.1), (4.31), (4.61), (4.66), (4.68) and recalling the embeddings $H^{2}(\Omega) \hookrightarrow L^{\infty}(\Omega), H^{2}(\Gamma) \hookrightarrow L^{\infty}(\Gamma)$, it not difficult to realize that

$$
\left\|h_{c}^{1}(t)\right\|_{H^{1}}+\left\|h_{c}^{2}(t)\right\|_{H^{1}(\Gamma)} \leq c, \quad \forall t \geq \tau
$$

Thus, a further application of [39, Lemma A.1] to (4.71)-(4.72) gives

$$
\begin{equation*}
\left\|\left(u_{c}(t), \psi_{c}(t)\right)\right\|_{\mathbb{V}_{3}} \leq c\left(\left\|h_{c}^{1}(t)\right\|_{H^{1}}+\left\|h_{c}^{2}(t)\right\|_{H^{1}(\Gamma)}\right) \leq c, \forall t \geq \tau \tag{4.75}
\end{equation*}
$$

Collecting (4.61), (4.63), (4.69), (4.70) and (4.75), we eventually get

$$
\begin{equation*}
\left\|\left(u_{c}(t), \psi_{c}(t), \eta_{c}^{t}\right)\right\|_{\mathbb{H}} \leq c, \quad \forall t \geq \tau \tag{4.76}
\end{equation*}
$$

and the proof follows.

We conclude this section observing that $\left(\mathcal{H}_{1,0}^{M}, S(t)\right)$ is a gradient system, namely, it has a Lyapunov functional $\mathcal{L}: \mathcal{H}_{1,0}^{M} \rightarrow \mathbb{R}$ defined by (cf. (3.26))

$$
\begin{equation*}
\mathcal{L}(u, \psi, \eta):=\|\nabla u\|^{2}+\left\|\nabla_{\Gamma} \psi\right\|_{\Gamma}^{2}+\beta\|\psi\|_{\Gamma}^{2}+\|\eta\|_{\mathcal{M}_{-1}}^{2}+2(F(u), 1)+2(G(\psi), 1)_{\Gamma} . \tag{4.77}
\end{equation*}
$$

It is not difficult to check that the stationary solutions are of the form $\left(u_{*}, \psi_{*}, 0\right)$ where $\left(\left(u_{*}, \psi_{*}\right)\right.$ (formally) solves the boundary value problem

$$
\begin{aligned}
& -\Delta\left(-\Delta u_{*}+f\left(u_{*}\right)\right)=0, \quad \text { in } \Omega \\
& -\Delta_{\Gamma} \psi_{*}+\partial_{\mathbf{n}} u_{*}+\beta \psi_{*}+g\left(\psi_{*}\right)=0, \quad \text { on } \Gamma, \\
& \partial_{\mathbf{n}}\left(-\Delta u_{*}+f\left(u_{*}\right)\right)=0 \quad \text { on } \Gamma .
\end{aligned}
$$

On the other hand, it is known that such a problem admits at least one solution $\left(u_{*}, \psi_{*}\right) \in$ $\mathbb{V}_{3}$ (see, e.g., [51]). Then, denoting by $\mathcal{E}_{M}$ the set of equilibria subject to the constraint $\left|\left\langle u_{*}\right\rangle\right| \leq M$, we have that $\mathcal{E}_{M} \subset \mathcal{A}_{M}$. Moreover, a well-known result (see, e.g., [52]) gives the following characterization of $\mathcal{A}_{M}$
Proposition 4.5 Let the assumptions of Theorem 4.1 be satisfied. Then, the global attractor $\mathcal{A}_{M}$ coincides with the unstable manifold of $\mathcal{E}_{M}$, that is, $\mathcal{A}_{M}$ consists of all points $\Theta_{0}=$ $\left(u_{0}, \psi_{0}, \eta_{0}\right) \in \mathbb{H} \cap \mathcal{H}_{1,0}^{M}$ such that $\Theta(t)=\left(u(t), \psi(t), \eta^{t}\right)$ is a complete bounded trajectory of $S(t)$ originating from $\Theta_{0}$ and

$$
\lim _{t \rightarrow-\infty} \sup _{\Theta_{*} \in \mathcal{E}}\left\|\Theta(t)-\Theta_{*}\right\|_{\mathcal{H}_{1,0}}=0
$$

Remark 4.6 The set $\mathcal{E}_{M}$ can be a continuum. Therefore, a given trajectory does not necessarily converge to a single equilibrium. However, if $f$ and $g$ are real analytic, it should be possible to use the Łojasiewicz-Simon technique to show that each trajectory does converge to a unique stationary state (see, e.g., [4, 25, 31, 51] and references therein).

## 5 Exponential attractors

Here we establish the existence of exponential attractors in the viscous case. More precisely, we shall prove the following
Theorem 5.1 Let the assumptions of Theorem 4.1 be satisfied. Then, $\left(\mathcal{H}_{1,0}^{M}, S(t)\right)$ possesses an exponential attractor $\mathcal{M}$ which is bounded in $\mathbb{H}$, namely,
(I) $\mathcal{M}$ is compact in $\mathcal{H}_{1,0}$ and positively invariant with respect to $S(t)$, i.e.,

$$
S(t)(\mathcal{M}) \subset \mathcal{M}, \quad \forall t \geq \tau
$$

(II) The fractal dimension of $\mathcal{M}$ with respect to the $\mathcal{H}_{1,0}$-metric is finite.
(III) There exist a positive nondecreasing monotone function $Q$ and a constant $\rho>0$ such that

$$
\begin{equation*}
\operatorname{dist}_{\mathcal{H}_{1,0}}(S(t) B, \mathcal{M}) \leq Q\left(\|B\|_{\mathcal{H}_{1,0}^{M}}\right) e^{-\rho t}, \quad \forall t \geq \tau \tag{5.1}
\end{equation*}
$$

where $B$ is any bounded set of initial data in $\mathcal{H}_{1,0}^{M}$. Here dist $\mathcal{H}_{\mathcal{H}_{1,0}}$ denotes the non-symmetric Hausdorff distance in $\mathcal{H}_{1,0}$ and $\|B\|_{\mathcal{H}_{1,0}^{M}}$ stands for the size of $B$ in $\mathcal{H}_{1,0}^{M}$.

An immediate consequence of Theorem 5.1 is
Corollary 5.2 Let the assumptions of Theorem 4.1 be satisfied. Then, $\mathcal{A}_{M}$ has finite fractal dimension.

We delay the proof of Theorem 5.1 until the end of the section. We first begin with deducing higher-order dissipative estimates.

Lemma 5.3 Let $\Theta_{0}=\left(u_{0}, \psi_{0}, \eta_{0}\right) \in \mathbb{H} \cap \mathcal{H}_{1,0}^{M}$ such that $\left\|\Theta_{0}\right\|_{\mathcal{H}_{1,0}} \leq R$. Then, the following estimate holds:

$$
\begin{equation*}
\left\|S(t) \Theta_{0}\right\|_{\mathbb{H}} \leq Q\left(\left\|\Theta_{0}\right\|_{\mathbb{H}}\right) e^{-\rho_{2}(t-\tau)}+Q(R), \quad \forall t \geq \tau \tag{5.2}
\end{equation*}
$$

for some positive monotone nondecreasing function $Q$ and some positive constant $\rho_{2}$, both independent of time.

Proof. In this proof, $c$ will denote a generic positive constant which is independent of time and $R$ and it may vary even within the same line. We can proceed formally since the argument can be made rigorous by using the approximation scheme developed in the proof of Theorem 3.4.

Let us set $\widetilde{u}=\partial_{t} u, \widetilde{\psi}=\partial_{t} \psi, \widetilde{\mu}=\partial_{t} \mu, \widetilde{\eta}^{t}=\partial_{t} \eta^{t}$ and recall that $(\widetilde{u}, \widetilde{\psi}, \widetilde{\eta})$ solves problem (3.51)-(3.54). Then identity (3.55) can be rewritten in the following form

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \mathcal{Y}_{1}(t)-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\widetilde{\eta}^{t}(s)\right\|_{H^{-1}}^{2} d s+\alpha\left\|\partial_{t} \widetilde{u}(t)\right\|^{2}+\left\|\partial_{t} \widetilde{\psi}(t)\right\|_{\Gamma}^{2}  \tag{5.3}\\
& =\frac{1}{2}\left(f^{\prime \prime}(u(t)) \widetilde{u}(t),(\widetilde{u}(t))^{2}\right)+\frac{1}{2}\left(g^{\prime \prime}(u(t)) \widetilde{\psi}(t),(\widetilde{\psi}(t))^{2}\right)_{\Gamma}
\end{align*}
$$

where

$$
\begin{aligned}
\mathcal{Y}_{1}(t) & =\|\nabla \widetilde{u}(t)\|^{2}+\left\|\nabla_{\Gamma} \widetilde{\psi}(t)\right\|_{\Gamma}^{2}+\beta\|\widetilde{\psi}(t)\|_{\Gamma}^{2}+\left\|\widetilde{\eta}^{t}\right\|_{\mathcal{M}_{-1}}^{2} \\
& +\left(f^{\prime}(u(t)) \widetilde{u}(t), \widetilde{u}(t)\right)+\left(g^{\prime}(u(t)) \widetilde{\psi}(t), \widetilde{\psi}(t)\right)_{\Gamma} .
\end{aligned}
$$

Next, we take $v=\partial_{t} \mu$ in (3.7), $\zeta=A_{N}^{-1} \eta^{t}$ in (3.52) and $\mathbf{v}=(\widetilde{u}(t), \widetilde{\psi})$ in (3.53). Thus, adding together the resulting relationships (note that $\left\langle\widetilde{\eta}^{t}\right\rangle=\langle\widetilde{u}(t)\rangle=0$ ), we find

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left[\alpha\|\widetilde{u}(t)\|^{2}+\|\widetilde{\psi}(t)\|_{\Gamma}^{2}+2\left(A_{N}^{-1 / 2} \widetilde{\eta}^{t}, A_{N}^{-1 / 2} \eta^{t}\right)_{\mathcal{M}_{0}}\right]+\|\nabla \widetilde{u}(t)\|^{2}+\left\|\nabla_{\Gamma} \widetilde{\psi}(t)\right\|_{\Gamma}^{2}  \tag{5.4}\\
& +\beta\|\widetilde{\psi}(t)\|_{\Gamma}^{2}+\left(f^{\prime}(u(t)),(\widetilde{u}(t))^{2}\right)+\left(g^{\prime}(\psi(t)),(\widetilde{\psi}(t))^{2}\right)_{\Gamma} \\
& =\left\|\widetilde{\eta}^{t}\right\|_{\mathcal{M}_{-1}}^{2}+\int_{0}^{\infty} \nu^{\prime}(s)\left(A_{N}^{-1 / 2} \eta^{t}(s), A_{N}^{-1 / 2} \widetilde{\eta}^{t}(s)\right) d s .
\end{align*}
$$

Let us now choose a sufficiently large constant $c_{*}>0$ such that $c_{*}>\max \left\{\left(l_{1}+1\right) / \alpha, l_{2}+1\right\}$, where $l_{1}, l_{2}$ are as in (4.20), and then multiply (5.4) by $c_{*}$ and add to (5.3). This gives

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \mathcal{Y}_{2}(t)-\int_{0}^{\infty} \nu^{\prime}(s)\left\|\widetilde{\eta}^{t}(s)\right\|_{H^{-1}}^{2} d s+\alpha\left\|\partial_{t} \widetilde{u}(t)\right\|^{2}+\left\|\partial_{t} \widetilde{\psi}(t)\right\|_{\Gamma}^{2}  \tag{5.5}\\
& +c_{*}\left(\|\nabla \widetilde{u}(t)\|^{2}+\left\|\nabla_{\Gamma} \widetilde{\psi}(t)\right\|_{\Gamma}^{2}+\beta\|\widetilde{\psi}(t)\|_{\Gamma}^{2}\right) \\
& +c_{*}\left[\left(f^{\prime}(u(t)),(\widetilde{u}(t))^{2}\right)+\left(g^{\prime}(\psi(t)),(\widetilde{\psi}(t))^{2}\right)_{\Gamma}\right] \\
& =\Lambda_{2}(t)
\end{align*}
$$

where

$$
\mathcal{Y}_{2}(t)=\mathcal{Y}_{1}(t)+c_{*}\left[\alpha\|\widetilde{u}(t)\|^{2}+\|\widetilde{\psi}(t)\|_{\Gamma}^{2}+2\left(A_{N}^{-1 / 2} \widetilde{\eta}^{t}, A_{N}^{-1 / 2} \eta^{t}\right)_{\mathcal{M}_{0}}\right]
$$

and

$$
\begin{aligned}
\Lambda_{2}(t) & =\frac{1}{2}\left(f^{\prime \prime}(u(t)) \widetilde{u}(t),(\widetilde{u}(t))^{2}\right)+\frac{1}{2}\left(g^{\prime \prime}(u(t)) \widetilde{\psi}(t),(\widetilde{\psi}(t))^{2}\right)_{\Gamma} \\
& +c_{*}\left\|\widetilde{\eta}^{t}\right\|_{\mathcal{M}_{-1}}^{2}+c_{*} \int_{0}^{\infty} \nu^{\prime}(s)\left(A_{N}^{-1 / 2} \eta^{t}(s), A_{N}^{-1 / 2} \widetilde{\eta}^{t}(s)\right) d s
\end{aligned}
$$

Thanks to (4.17) and (4.20), the growth assumptions (N2') and Young's inequality, we easily see that $\mathcal{Y}_{2}(t)$ fulfills the inequalities

$$
\begin{equation*}
c\left\|\left(\widetilde{u}(t), \widetilde{\psi}(t), \widetilde{\eta}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2}-C_{0}^{\prime}(R) \leq \mathcal{Y}_{2}(t) \leq c\left\|\left(\widetilde{u}(t), \widetilde{\psi}(t), \widetilde{\eta}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2}+C_{0}^{\prime}(R) \tag{5.6}
\end{equation*}
$$

for all $t \geq \tau$, where $C_{0}^{\prime}$ depends on $C_{0}$ (see (4.17)). Let us now estimate the first two nonlinear terms in $\Lambda_{2}(t)$. By the standard Hölder and Sobolev inequalities, we have

$$
\begin{align*}
& \frac{1}{2}\left(f^{\prime \prime}(u(t)) \widetilde{u}(t),(\widetilde{u}(t))^{2}\right)+\frac{1}{2}\left(g^{\prime \prime}(u(t)) \widetilde{\psi}(t),(\widetilde{\psi}(t))^{2}\right)_{\Gamma}  \tag{5.7}\\
& \leq c\left(\|u(t)\|_{H^{1}}\left\|\partial_{t} u(t)\right\|\|\widetilde{u}(t)\|_{H^{1}}^{2}+\|\psi(t)\|_{H^{1}(\Gamma)}\left\|\partial_{t} \psi(t)\right\|_{\Gamma}\|\widetilde{\psi}(t)\|_{H^{1}(\Gamma)}^{2}\right)
\end{align*}
$$

for all $t \geq \tau$. Besides, on account of (K5) and (4.17), for all $t \geq \tau$, we also have

$$
\begin{equation*}
\int_{0}^{\infty} \nu^{\prime}(s)\left(A_{N}^{-1 / 2} \eta^{t}(s), A_{N}^{-1 / 2} \widetilde{\eta}^{t}(s)\right) d s \leq c\left\|\widetilde{\eta}^{t}\right\|_{\mathcal{M}_{-1}}^{2}+C_{0}(R) \tag{5.8}
\end{equation*}
$$

Hence, combining (5.7) and (5.8) with (5.4), we end up with the following differential inequality:

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \mathcal{Y}_{2}(t)+c_{*} \mathcal{Y}_{2}(t)  \tag{5.9}\\
\leq & c\left(1+\|u(t)\|_{H^{1}}\left\|\partial_{t} u(t)\right\|+\|\psi(t)\|_{H^{1}(\Gamma)}\left\|\partial_{t} \psi(t)\right\|_{\Gamma}\right) \mathcal{Y}_{2}(t)+C_{0}(R)
\end{align*}
$$

for all $t \geq \tau$. Due to the estimates (4.1) and (4.17), we easily deduce

$$
\begin{align*}
& \int_{\tau}^{t}\left(1+\|u(y)\|_{H^{1}}\left\|\partial_{t} u(y)\right\|+\|\psi(y)\|_{H^{1}(\Gamma)}\left\|\partial_{t} \psi(y)\right\|_{\Gamma}\right) d y  \tag{5.10}\\
& \leq c(t-\tau)+C_{0}^{\prime \prime}(R), \quad \forall t \geq \tau
\end{align*}
$$

where $C_{0}^{\prime \prime}>0$ depends on $C_{0}$. Using once more Gronwall's inequality (see, e.g., [7, Lemma $3.5]$ ), on account of (5.6) and (5.10), from (5.9) we get

$$
\begin{equation*}
\left\|\left(\widetilde{u}(t), \widetilde{\psi}(t), \widetilde{\eta}^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \leq Q_{1}\left(\left\|\left(\widetilde{u}(\tau), \widetilde{\psi}(\tau), \widetilde{\eta}^{\tau}\right)\right\|_{\mathcal{H}_{1,0}}^{2}\right) e^{-c(t-\tau)}+Q_{1}(R) \tag{5.11}
\end{equation*}
$$

for all $t \geq \tau$ and some positive monotone nondecreasing function $Q_{1}$. Arguing now, as in end of the proof of Theorem 4.4, it is not difficult to realize that

$$
\begin{equation*}
\left\|\left(u(t), \psi(t), \eta^{t}\right)\right\|_{\mathcal{H}_{3,2}}^{2}+\|\mu(t)\|_{H^{1}}^{2} \leq Q_{2}\left(\left\|\left(\widetilde{u}(\tau), \widetilde{\psi}(\tau), \widetilde{\eta}^{\tau}\right)\right\|_{\mathcal{H}_{1,0}}^{2}\right) e^{-c(t-\tau)}+Q_{2}(R) \tag{5.12}
\end{equation*}
$$

for all $t \geq \tau$ and some positive monotone nondecreasing function $Q_{2}$. On the other hand, we have (cf. (3.49)-(3.50))

$$
\begin{equation*}
\left\|\left(\widetilde{u}(\tau), \widetilde{\psi}(\tau), \widetilde{\eta}^{\tau}\right)\right\|_{\mathcal{H}_{1,0}} \leq Q_{3}\left(\left\|\left(u(\tau), \psi(\tau), \eta^{\tau}\right)\right\|_{\mathcal{H}_{3,2}}\right) \tag{5.13}
\end{equation*}
$$

for some positive monotone nondecreasing function $Q_{3}$. On account of (5.12)-(5.13), we can also control the remaining terms of (4.18) using [8, Lemma 3.4]. The proof is complete.

The next lemma is concerned with the time regularity of the semigroup $S(t)$.
Lemma 5.4 Let the assumptions of Theorem 4.1 be satisfied. For any $R>0$, there exist a positive constant $C=C(R)$ and a time $t^{*}=t^{*}(R)>\tau$ such that

$$
\begin{equation*}
\left\|S(t) \Theta_{0}-S(\tilde{t}) \Theta_{0}\right\|_{\mathcal{H}_{1,0}} \leq C|t-\tilde{t}|^{1 / 2} \tag{5.14}
\end{equation*}
$$

for all $t, \tilde{t} \in\left[t^{*}, \infty\right)$ and any $\Theta_{0} \in B_{\mathcal{H}_{3,2}}(R) \subset \mathcal{H}_{1,0}$.
Proof. Estimate (5.2) (cf. also (5.11)) entails

$$
\begin{equation*}
\left\|\left(\partial_{t} u(t), \partial_{t} \psi(t), \partial_{t} \eta^{t}\right)\right\|_{\mathbb{V}_{1 \times \mathcal{M}}-1} \leq C, \tag{5.15}
\end{equation*}
$$

for all $t \geq \tau$. Observing that

$$
\begin{equation*}
S(t) \Theta_{0}-S(\tilde{t}) \Theta_{0}=\int_{t}^{\tilde{t}} \partial_{y}\left(S(y) \Theta_{0}\right) d y \tag{5.16}
\end{equation*}
$$

thanks to (5.15), we deduce (5.14).
The second lemma is devoted to show that $S(t)$ has the so-called smoothing property (see [40, 3.2]).

Lemma 5.5 Let the assumptions of Theorem 4.1 be satisfied. Fix $R>0$ and let $\left(u_{i}, \psi_{i}, \eta_{i}\right)$ be two trajectories corresponding to two initial data $\Theta_{0 i}=\left(u_{0 i}, \psi_{0 i}, \eta_{0 i}\right) \in B_{\mathcal{H}_{3,2}}^{M}(R), i=1,2$, respectively. Then the following decomposition holds

$$
\begin{equation*}
S(t) \Theta_{01}-S(t) \Theta_{02}=D(t)\left(\Theta_{01}, \Theta_{02}\right)+N(t)\left(\Theta_{01}, \Theta_{02}\right) \tag{5.17}
\end{equation*}
$$

wher, for all $t \geq \tau$, we have

$$
\begin{align*}
& \left\|D(t)\left(\Theta_{01}, \Theta_{02}\right)\right\|_{\mathcal{H}_{1,0}} \leq \kappa e^{-\kappa(t-\tau)}\left\|\Theta_{01}-\Theta_{02}\right\|_{\mathcal{H}_{1,0}}  \tag{5.18}\\
& \left\|N(t)\left(\Theta_{01}, \Theta_{02}\right)\right\|_{\mathbb{H}} \leq K e^{K(t-\tau)}\left\|\Theta_{01}-\Theta_{02}\right\|_{\mathcal{H}_{1,0}} \tag{5.19}
\end{align*}
$$

for some positive constants $\kappa$ and $K$.
Proof. Also in this proof we will argue formally on account of the approximation scheme exploited in Section 3. We begin by observing that, for each $\Theta_{0} \in B_{\mathcal{H}_{3,2}}^{M}(R)$, from (N2') and (5.2), thanks to the embeddings $H^{2}(\Omega) \hookrightarrow L^{\infty}(\Omega)$ and $H^{2}(\Gamma) \hookrightarrow L^{\infty}(\Gamma)$, we have that

$$
\begin{equation*}
\left.\sum_{i=0}^{2}\left(\left\|f^{(i)}(u(t))\right\|_{L^{\infty}}+\| g^{(i)}(\psi(t))\right) \|_{L^{\infty}(\Gamma)}\right) \leq C_{R} \tag{5.20}
\end{equation*}
$$

for some positive constant $C_{R}$ and all $t \geq \tau$. We now write a given trajectory as follows (recall that $\left.S(t) \Theta_{0}=\left(u(t), \psi(t), \eta^{t}\right)\right)$

$$
S(t) \Theta_{0}=\widetilde{D}(t) \Theta_{0}+\widetilde{N}(t) \Theta_{0}
$$

where

$$
\widetilde{D}(t) \Theta_{0}=\left(w_{d}(t), \zeta_{d}(t), \xi_{d}^{t}\right), \widetilde{N}(t) \Theta_{0}=\left(w_{c}(t), \zeta_{c}(t), \xi_{c}^{t}\right)
$$

are solutions to the following problems, respectively,

$$
\begin{align*}
& \partial_{t} w_{d}+\int_{0}^{\infty} \nu(s) \xi_{d}(s) d s=0  \tag{5.21}\\
& \Upsilon\left(\mathbf{w}_{d}, \mathbf{v}\right)_{\mathbb{V}_{1}^{*}, \mathbb{V}_{1}}+\left(\alpha \partial_{t} w_{d}, v\right)+\left(\partial_{t} \zeta_{d}, \varphi\right)_{\Gamma}=\left(\mu_{d}, v\right)_{H^{-1}, H^{1}}, \quad \forall \mathbf{v}=(v, \varphi) \in \mathbb{V}_{1},  \tag{5.22}\\
& \partial_{t} \xi_{d}-\mathbb{T} \xi_{d}=A_{N} \mu_{d},  \tag{5.23}\\
& w_{d}(\tau)=u_{0}-\left\langle u_{0}\right\rangle, \quad \zeta_{d}(\tau)=\psi_{0}, \quad \xi_{d}^{\tau}=\eta_{0} \tag{5.24}
\end{align*}
$$

and

$$
\begin{align*}
& \partial_{t} w_{c}+\int_{0}^{\infty} \nu(s) \xi_{c}(s) d s=0  \tag{5.25}\\
& \Upsilon\left(\mathbf{w}_{c}, \mathbf{v}\right)_{\mathbb{V}_{1}^{*}, \mathbb{V}_{1}}+(f(u), v)+(g(\psi), \varphi)_{\Gamma}+\left(\alpha \partial_{t} w_{c}, v\right)+\left(\partial_{t} \zeta_{c}, \varphi\right)_{\Gamma}  \tag{5.26}\\
& =\left(\mu_{c}, v\right)_{H^{-1}, H^{1}}, \quad \forall \mathbf{v}=(v, \varphi) \in \mathbb{V}_{1}, \\
& \partial_{t} \xi_{c}-\mathbb{T} \xi_{c}=A_{N} \mu_{c}  \tag{5.27}\\
& w_{c}(\tau)=\left\langle u_{0}\right\rangle, \quad \zeta_{c}(\tau)=0, \quad \xi_{c}^{\tau}=0 . \tag{5.28}
\end{align*}
$$

Then, for each $\Theta_{0 i}=\left(u_{0 i}, \psi_{0 i}, \eta_{0 i}\right) \in B_{\mathcal{H}_{3,2}}^{M}(R), i=1,2$, we define the operators in (5.17), as follows:

$$
\begin{aligned}
& D(t)\left(\Theta_{01}, \Theta_{02}\right)=\widetilde{D}(t) \Theta_{01}-\widetilde{D}(t) \Theta_{02} \\
& N(t)\left(\Theta_{01}, \Theta_{02}\right)=\widetilde{N}(t) \Theta_{01}-\widetilde{N}(t) \Theta_{02}
\end{aligned}
$$

The first assertion of (5.18) is now immediate, since it is easy to realize that $\widetilde{D}(t)$ is an exponentially stable linear strongly continuous semigroup on the Hilbert space $\mathcal{H}_{1,0}^{0}$. Thus, it remains to show that (5.19) holds.

We proceed as in the proof of Theorem 4.4. We begin by first noticing that

$$
(\bar{w}, \bar{\zeta}, \bar{\xi})=\left(w_{1 c}-w_{2 c}, \zeta_{1 c}-\zeta_{2 c}, \xi_{1 c}-\xi_{2 c}\right)=N\left(\Theta_{01}, \Theta_{02}\right)
$$

satisfies the following system:

$$
\begin{align*}
& \partial_{t} \bar{w}+\int_{0}^{\infty} \nu(s) \bar{\xi}^{t}(s) d s=0,  \tag{5.29}\\
& \Upsilon((\bar{w}, \bar{\zeta}), \mathbf{v})_{\mathbb{V}_{1}^{*}, \mathbb{V}_{1}}+\left(f\left(u_{1}\right)-f\left(u_{2}\right), \bar{v}\right)+\left(g\left(\psi_{1}\right)-g\left(\psi_{2}\right), \varphi\right)_{\Gamma}+  \tag{5.30}\\
& +\left(\alpha \partial_{t} \bar{w}, v\right)+\left(\partial_{t} \bar{\zeta}, \varphi\right)_{\Gamma}=(\bar{\mu}, v)_{H^{-1}, H^{1}}, \quad \forall \mathbf{v}=(v, \varphi) \in \mathbb{V}_{1}, \\
& \partial_{t} \bar{\xi}^{t}-\mathbb{T}^{t}=A_{N} \bar{\mu},  \tag{5.31}\\
& \bar{w}(\tau)=\left\langle u_{01}-u_{02}\right\rangle, \quad \bar{\zeta}(\tau)=0, \quad \bar{\xi}^{\tau}=0, \tag{5.32}
\end{align*}
$$

Arguing as in the proof of Lemma 5.3 and exploiting the (3.62) together with (5.20), it is not difficult to deduce that

$$
\begin{equation*}
\frac{d}{d t}\left\|N(t)\left(\Theta_{01}, \Theta_{02}\right)\right\|_{\mathcal{H}_{3,2}}^{2} \leq C_{R}^{\prime}\left\|N(t)\left(\Theta_{01}, \Theta_{02}\right)\right\|_{\mathcal{H}_{3,2}}^{2}+C_{R}^{\prime \prime}\left\|\Theta_{01}-\Theta_{02}\right\|_{\mathcal{H}_{1,0}}^{2} \tag{5.33}
\end{equation*}
$$

for all $t \geq \tau$, for some positive constants $C_{R}^{\prime}$ and $C_{R}^{\prime \prime}$. Recalling that

$$
N(0)\left(\Theta_{01}, \Theta_{02}\right)=\left(\left\langle u_{01}-u_{02}\right\rangle, 0,0\right)
$$

and the standard Gronwall inequality gives

$$
\begin{equation*}
\left\|N(t)\left(\Theta_{01}, \Theta_{02}\right)\right\|_{\mathcal{H}_{3,2}}^{2} \leq K e^{K(t-\tau)}\left\|\Theta_{01}-\Theta_{02}\right\|_{\mathcal{H}_{1,0}}^{2} \tag{5.34}
\end{equation*}
$$

for some positive constant $K$. On the other hand, using once more [8, Lemma 3.4], we obtain

$$
\begin{equation*}
\left\|\mathbb{T} \bar{\xi}^{t}\right\|_{\mathcal{M}_{-1}}^{2}+\sup _{x \geq 1} x \int_{(x, \infty)} \nu(s)\left\|\bar{\xi}^{t}(s)\right\|_{H^{-1}}^{2} d s \leq K e^{K(t-\tau)}\left\|\Theta_{01}-\Theta_{02}\right\|_{\mathcal{H}_{1,0}}^{2} \tag{5.35}
\end{equation*}
$$

for all $t \geq \tau$. Thus, (5.34)-(5.35) yields (5.19).
We can now conclude the section with the proof of the main theorem.
Proof of Theorem 5.1. Thanks to Theorem 4.4 and Lemma 5.3 we can find a bounded set $\mathbb{B} \subset \mathbb{H}$ which is positively invariant for $S(t)$ and attracts any bounded set of $\mathcal{H}_{1,0}^{M}$ exponentially fast. Moreover, the map $\left(t, \Theta_{0}\right) \longmapsto S(t) \Theta_{0}$ is Hölder continuous on $[\tau, T] \times \mathbb{B}$, provided that $\mathbb{B}$ is endowed with the $\mathcal{H}_{1,0}$-topology. Also, Lemma 5.5 shows that $S(t)$ enjoys the smoothing property. Thus, on account of a well-known result (see [40, Thm. 3.7, Rem.3.8] and its references), the existence of an exponential attractor follows.

## 6 Trajectory attractors

In this section we would like consider the case $\alpha=0$. We remind that in this case we only have the existence of a variational solution given by Theorem 3.3. We already mentioned that uniqueness is a difficult issue which is still open in dimension three, even for exponential kernels (see [27, 28]). Thus here we will employ the trajectory approach (see [3], cf. also [40]) to establish the existence of the trajectory attractor.

We begin with the following consequence of Theorem 3.3 and Lemma 4.2, based on the construction of a solution through the Galerkin scheme introduced in Section 3.

Corollary 6.1 Let (K1)-(K5) and (N0), (N1), (N2) hold. Fix a number $N>0$ and let us define the trajectory space $\mathcal{K}_{N}$ as the union of all weak solutions $(u, \psi, \eta)$ of problem $\boldsymbol{P}$ that satisfy the inequality

$$
\begin{equation*}
\left\|\left(u(t), \psi(t), \eta^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \leq Q(N) e^{-\rho(t-\tau)}+C_{M}, \quad \forall t \geq \tau \tag{6.1}
\end{equation*}
$$

where $\tau \in \mathbb{R}$ and $Q$ is a positive monotone increasing function. Then, for any $\left(u_{0}, \psi_{0}, \eta_{0}\right) \in$ $\mathcal{H}_{1,0}^{M}$ such that $\left\|\left(u_{0}, \psi_{0}, \eta_{0}\right)\right\|_{\mathcal{H}_{1,0}} \leq N$, there exists at least one trajectory $\left(u(y), \psi(y), \eta^{y}\right) \in$ $\mathcal{K}_{N}$ such that $u(\tau)=u_{0}, \psi(\tau)=\psi_{0}$ and $\eta^{\tau}=\eta_{0}$.

In order to define the dynamical system we need to introduce first the appropriate functional framework following [3]. To this end, we consider the space

$$
\begin{align*}
\mathcal{Z}[\tau, T]:= & \left\{(u, \psi, \eta) \in L^{\infty}\left([\tau, T] ; \mathcal{H}_{1,0}^{M}\right): A_{\Gamma} u \in L^{\infty}\left([\tau, T] ; \mathbb{V}_{1}^{*}\right),\right.  \tag{6.2}\\
& \left.\partial_{t} u \in L^{\infty}\left([\tau, T] ;\left(H^{1}(\Omega)\right)^{*}\right), \partial_{t} \psi \in L^{2}\left([\tau, T] ; L^{2}(\Gamma)\right)\right\},
\end{align*}
$$

for any fixed $T>\tau$, endowed with the following norm

$$
\begin{aligned}
\|(u, \psi, \eta)\|_{\mathcal{Z}[\tau, T]}^{2} & =\|(u, \psi)\|_{L^{\infty}\left([\tau, T] ; \mathbb{V}_{1}\right)}^{2}+\|\eta\|_{L^{\infty}\left([\tau, T] ; \mathcal{M}_{-1}\right)}^{2}+\left\|A_{\Gamma} u\right\|_{L^{\infty}\left([\tau, T] ; \mathbb{V}_{1}^{*}\right)}^{2} \\
& +\left\|\partial_{t} u\right\|_{L^{\infty}\left([\tau, T] ;\left(H^{1}(\Omega)\right)^{*}\right)}^{2}+\left\|\partial_{t} \psi\right\|_{L^{2}\left([\tau, T] ; L^{2}(\Gamma)\right)}^{2}
\end{aligned}
$$

It is easy to see that $\mathcal{Z}[\tau, T]$ is Banach space. Moreover, we also introduce the Banach space $\mathcal{Z}_{b}^{+}$defined by

$$
\begin{align*}
\mathcal{Z}_{b}^{+}:=\{ & (u, \psi, \eta) \in L^{\infty}\left((\tau, \infty) ; \mathcal{H}_{1,0}^{M}\right): A_{\Gamma} u \in L^{\infty}\left((\tau, \infty) ; \mathbb{V}_{1}^{*}\right)  \tag{6.3}\\
& \left.\partial_{t} u \in L^{\infty}\left((\tau, \infty) ;\left(H^{1}(\Omega)\right)^{*}\right), \partial_{t} \psi \in L_{b}^{2}\left((\tau, \infty) ; L^{2}(\Gamma)\right)\right\}
\end{align*}
$$

and the function space $\mathcal{Z}_{\text {loc }}^{+}$defined as follows

$$
\begin{align*}
\mathcal{Z}_{l o c}^{+}:=\{ & (u, \psi, \eta) \in L_{l o c}^{\infty}\left((\tau, \infty) ; \mathcal{H}_{1,0}^{M}\right): A_{\Gamma} u \in L_{l o c}^{\infty}\left((\tau, \infty) ; \mathbb{V}_{1}^{*}\right)  \tag{6.4}\\
& \left.\partial_{t} u \in L_{l o c}^{\infty}\left((\tau, \infty) ;\left(H^{1}(\Omega)\right)^{*}\right), \partial_{t} \psi \in L_{l o c}^{2}\left((\tau, \infty) ; L^{2}(\Gamma)\right)\right\} .
\end{align*}
$$

The space $\mathcal{Z}_{\text {loc }}^{+}$is the inductive limit of the topological spaces $\{\Xi[\tau, T]\}_{T>\tau}$ defined here below.

Definition 6.2 We denote by $\Xi[\tau, T]$ the space $\mathcal{Z}[\tau, T]$ endowed with the convergence topology: a sequence $\left(u_{n}, \psi_{n}, \eta_{n}\right) \in \mathcal{Z}[\tau, T]$ converge to $(u, \psi, \eta)$ if and only if $\left(u_{n}, \psi_{n}, \eta_{n}\right) \rightarrow$ $(u, \psi, \eta)$ weakly star in $L^{\infty}\left([\tau, T] ; \mathcal{H}_{1,0}^{M}\right), A_{\Gamma} u_{n} \rightharpoonup A_{\Gamma} u$ weakly star in $L^{\infty}\left((\tau, \infty) ; \mathbb{V}_{1}^{*}\right)$, $\partial_{t} u_{n} \rightarrow \partial_{t} u$ weakly star in $L^{2}\left([\tau, T] ;\left(H^{1}(\Omega)\right)^{*}\right)$ and $\partial_{t} \psi_{n} \rightarrow \partial_{t} \psi$ weakly in $L^{2}\left([\tau, T] ; L^{2}(\Gamma)\right)$.

We recall that $\mathcal{Z}_{\text {loc }}^{+}$is a Hausdorff and Fréchet-Urysohn space with a countable topology base (see [3, Chap. XII]). On account of Corollary 6.1, for any $N>0$, we deduce

$$
\begin{equation*}
\mathcal{K}_{N} \subset \mathcal{Z}_{b}^{+} \subset \mathcal{Z}_{l o c}^{+} \tag{6.5}
\end{equation*}
$$

Note that the space $\mathcal{K}_{N}$ is a topological space when endowed with the topology of $\mathcal{Z}_{\text {loc }}^{+}$and $\mathcal{K}_{N}$ is closed in $\mathcal{Z}_{\text {loc }}^{+}$(see the proof of Lemma 4.2). This allows us to define the trajectory dynamical system associated with problem $\mathbf{P}$ in the sense of Definition 3.1. More precisely, we introduce the translation semigroup $\{\mathcal{T}(t), t \geq \tau\}$ acting on $\mathcal{Z}_{\text {loc }}^{+}$as follows

$$
\begin{equation*}
\mathcal{T}(t)\left(u(\cdot), \psi(\cdot), \eta^{(\cdot)}\right)=\left(u(t+\cdot), \psi(t+\cdot), \eta^{(t+\cdot)}\right), \quad t \geq \tau \tag{6.6}
\end{equation*}
$$

Arguing as in [3, Chapter XII], we can prove the following.
Theorem 6.3 Let the assumptions of Corollary 6.1 hold. Then $\{\mathcal{T}(t): t \geq \tau\}$ is continuous in the topological space $\mathcal{Z}_{\text {loc }}^{+}$and

$$
\mathcal{T}(t)\left(\mathcal{K}_{N}\right) \subseteq \mathcal{K}_{N}, \quad \forall t \geq \tau
$$

We recall the definition of trajectory attractor in our case.
Definition 6.4 The trajectory attractor of the semigroup $\{\mathcal{T}(t), t \geq \tau\}$ on $\mathcal{K}_{N}$ is a set $\mathcal{X}_{t r} \subset \mathcal{K}_{N}$ such that:
(i) $\mathcal{X}_{t r}$ is compact in $\mathcal{Z}_{\text {loc }}^{+}$and bounded in $\mathcal{Z}_{b}^{+}$;
(ii) $\mathcal{X}_{t r}$ is strictly invariant, that is,

$$
\begin{equation*}
\mathcal{T}(t) \mathcal{X}_{t r}=\mathcal{X}_{t r}, \quad \forall t \geq \tau \tag{6.7}
\end{equation*}
$$

(iii) $\mathcal{X}_{t r}$ is a uniformly attracting set for the semigroup $\{\mathcal{T}(t), t \geq \tau\}$, that is, for every neighborhood $\mathcal{O}=\mathcal{O}\left(\mathcal{X}_{\text {tr }}\right)$ in the topology of $\mathcal{K}_{N}$, there exists $t^{+} \geq \tau$ such that

$$
\begin{equation*}
\mathcal{T}(t)\left(\mathcal{X}_{t r}\right) \subseteq \mathcal{O}, \quad \forall t \geq t^{+} \tag{6.8}
\end{equation*}
$$

Let $\Pi_{+}$denote the restriction operator on $(\tau, \infty)$ and consider the set

$$
\Psi=\left\{(u, \psi, \eta) \in \mathcal{Z}_{b}^{+}:\left\|\left(u(t), \psi(t), \eta^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \leq 2 C_{M}, \quad \forall t \geq \tau\right\}
$$

Note that $\Psi$ is bounded in $\mathcal{Z}_{b}^{+}$, compact in $\mathcal{Z}_{\text {loc }}^{+}$and, owing to (6.1), it is also an attracting (and even absorbing) set for the space $\mathcal{K}_{N}$, for any $N>0$. On account of [3, Chapter

XII, Definition 2.5], we can associate with problem $\mathbf{P}$, the kernel $\mathcal{K}$. This set consists of all complete trajectories $(u, \psi, \eta)$ that are bounded in the space

$$
\begin{aligned}
\mathcal{Z}_{b}:=\{ & (u, \psi, \eta) \in L^{\infty}\left(\mathbb{R} ; \mathcal{H}_{1,0}^{M}\right): \\
& \left.A_{\Gamma} u \in L^{\infty}\left(\mathbb{R} ; \mathbb{V}_{1}^{*}\right), \partial_{t} u \in L^{\infty}\left(\mathbb{R} ;\left(H^{1}(\Omega)\right)^{*}\right), \partial_{t} \psi \in L_{b}^{2}\left(\mathbb{R} ; L^{2}(\Gamma)\right)\right\}
\end{aligned}
$$

and satisfy the inequality

$$
\begin{equation*}
\left\|\left(u(t), \psi(t), \eta^{t}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \leq C_{M}, \quad \forall t \in \mathbb{R} . \tag{6.9}
\end{equation*}
$$

Indeed, observe that a complete trajectory satisfies

$$
\Pi_{+}\left(u(h+y-\tau), \psi(h+y-\tau), \eta^{h+y-\tau}\right) \in \mathcal{K}_{N}
$$

for all $h \in \mathbb{R}$. Therefore by (6.1),

$$
\begin{equation*}
\left\|\left(u(h+y-\tau), \psi(h+y-\tau), \eta^{h+y-\tau}\right)\right\|_{\mathcal{H}_{1,0}}^{2} \leq Q(N) e^{-\rho(y-\tau)}+C_{M}, \quad \forall y \geq \tau \tag{6.10}
\end{equation*}
$$

Taking $h=t-y+\tau$ and letting $y \rightarrow \infty$, we obtain (6.9).
Thus a consequence of [3, Chapter XII, Theorems 2.1, 2.2] is
Theorem 6.5 Let the assumptions of Corollary 6.1 hold. Then the translation semigroup $\{\mathcal{T}(t), t \geq \tau\}$ acting on $\mathcal{K}_{N}$ possesses the trajectory attractor $\mathcal{X}_{t r}$ which satisfies properties (i)-(iii) of Definition 6.4, is bounded in $\mathcal{Z}_{b}^{+}$and compact in $\mathcal{Z}_{\text {loc }}^{+}$. Moreover, $\mathcal{X}_{\text {tr }}$ is independent of $N$ (since $\mathcal{K}$ does) and

$$
\mathcal{X}_{t r}=\Pi_{+} \mathcal{K} .
$$

The set $\mathcal{K}$ is bounded in $\mathcal{Z}_{b}$ and compact in $\mathcal{Z}_{\text {loc }}$.
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