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IDENTIFYING A SPACE DEPENDENT COEFFICIENT
IN A REACTION-DIFFUSION EQUATION

ELENA BERETTA!, CECILIA CAVATERRA?

ABSTRACT. We consider a reaction-diffusion equation for the front motion w in which
the reaction term is given by c(z)g(u). We formulate a suitable inverse problem for the
unknowns u and ¢, where u satisfies homogeneous Neumann boundary conditions and
the additional condition is of integral type on the time interval [0,7]. Uniqueness of the
solution is proved in the case of a linear g. Assuming g non linear, we show uniqueness
for large T

1. INTRODUCTION AND FORMULATION OF THE PROBLEM

Front propagation phenomena described by reaction-diffusion equations can be conve-
niently applied in many areas of sciences such as physics, biology, ecology and chemistry.
According to the model, the reaction term can assume different forms. In particular, if
we consider the front propagation in heterogeneous media, the reaction term may depend
explicitly on the space variables. In this framework, an important case for applications
is analysed in [11] and [15] where the authors consider the following nonlinear reaction-
diffusion equation

(1.1) ur — DAu + c(z)g(u) = 0.

Here D is the diffusion coefficient, ¢ measures the reaction rate and the function g depends
only on the state variable u, i.e., the front motion.

It is well known that the evolution of v depends on the interplay between D and c,
even if in many concrete cases these functions are unknown or only partially known.
Consequently, in applications the identification of the diffusion coefficient and/or the
reaction term from additional data is an important issue. Let us focus our attention on
the second one.

The unique determination of ¢(z) from a final observation, when g(u) is linear or is
replaced by g = g(x,t), has been studied, for instance, in [5], [6], [7], [8], [1], [2], [13]. In
all these papers the authors assume either null initial conditions or Dirichlet boundary
conditions. In [3] the case of g linear with general initial and boundary conditions is
considered. Here the authors prove a result of uniqueness and continuous dependence,
provided that ¢ is a priori known in some suitable set. On the other hand, the problem
of determining ¢ in the nonlinear equation (1.1) with homogeneous boundary data from
final overdetermination is still an open problem.

In our paper we consider equation (1.1) under the assumption of the physically mean-
ingful case of homogeneous Neumann boundary conditions. Observe that in this case
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among the steady states we can have also the physically relevant constant ones. Here we
investigate the problem of recovering ¢(z) from a final integral overdetermination. Such
type of additional data have been considered for example in [9] and [14] to identify the
coefficient ¢(x) or some sources independent of time in linear parabolic equations.

Main goal of our paper is to study the unique solvability of the inverse problem of
determining the pair (u,c) in (1.1) for an initial-boundary problem with homogeneous
Neumann boundary conditions from integral overdetermination. To our knowledge our
result is completely new in the nonlinear case and it is based on the qualitative asymptotic
behaviour of the solutions, on account of suitable assumptions on the nonlinearity.

More precisely, taking D = 1 for the sake of simplicity, we consider

Problem (P): Find u: Q x (0,7) — R and ¢ : Q@ — R such that

u — Au+ c(x)g(u) =0 in Qrp,

Un(z,t) =0 (x,t) € I'p,
u(z,0) = ug(x) x €,
(1.5) /0 u(z, s)ds = p(z) x €,

where € is a bounded domain of RY with smooth boundary I', T' is a positive constant,
Qr == Qx(0,7) and I'r := T x (0,7). Here uy, is the normal derivative of u on the
boundary, where n is the normal vector to I pointing outward €.

Concerning general notations, from now on we denote by C™(€2) the space of all con-
tinuous functions whose partial derivatives up to the m-th order are continuous in 2
and by C?!(Q7) the space of functions u such that D;D3u € C(Qr) with r, s satisfy-
ing 2r + |s| < 2I. Moreover, we indicate by C™**(Q) and C?2M+X(Qp), X € (0,1),
the Banach spaces of Holder C™()—functions of exponent A and of parabolic Hélder
C%Y(Qr)—functions of exponent A, respectively. Similar notations are used for C™(Q),
CHUQp), C™HNQ), CHHAFA(Qr), where Q and Qg are the respective closures of { and
Qr. Finally, we denote by W*?(Q) (p € [1 + oo,k € N) the usual Sobolev space and
by W2 (Qr), (p € [1 + o<],l € N), the Banach space of functions u € L,(Qr) such that
D;Déu € Ly(Qr) with 7, s satisfying 2r + |s| < 21.

The plan of the paper goes as follows. We are going to prove uniqueness of the solution
(u,c) to our inverse problem in two different cases: g linear, e.g., g(u) = u, and g a
nonlinear function. In Section 2 we consider the first case and we solve the problem
without any restriction on the initial datum wuy and for all times 7. In Section 3 the
nonlinear case is analysed. Here, in order to prove uniqueness, we need to restrict ourselves
to a class of initial data that are close to an asymptotically stable steady state and to
take T large enough. Finally, Section 4 contains some remarks.

2. THE LINEAR CASE

Here we study the problem for g(u) = u. Then problem (P) becomes
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Problem (P;): Find u: 2 x (0,7) — R and ¢ : 2 — R such that

(2.1) ur — Au~+c(x)u =0 in Qr,
un(z,t) =0 (x,t) € I'p,
u(z,0) = ug(x) x €,

(2.4) /0 u(zx, s)ds = p(x) x € €.

In this section we assume that
(2.5) I e C*™,

for some A € (0,1). Concerning the initial datum, we suppose

(2.6) ug € C*(Q),
(uo)n(x) =0 =z €T,
(2.8) 0<a<uy(z)<pB zel

Moreover, let the following a priori assumptions on the unknown coefficient ¢ hold

(2.9) ce CHQ),
(2.10) O<pu<clx)<v z€

Given ¢ and wug satisfying the above conditions it is well known from classical results
(cf., for example, [4]) that there exists a unique solution u to (2.1)-(2.3) such that u €
CHNHN2(Q ).

It is worth recalling here the following positivity lemma which is a consequence of the
maximum principle for parabolic equations (see, for instance, [12, Lemma 2.2.1])

Lemma 2.1. Let z € C(Qr) N C%(Qr) be such that

(2.11) 2z — Az + k(z,t)z2 >0 in Qp,
(2.12) zn(z,t) >0 (x,t) € I'p.
(2.13) 2(z,0) >0 zr €

where k is a bounded function in Qr. Then z > 0 in Qp. Moreover, z > 0 in Q x (0,77,
unless it 1s tdentically zero.

On account of the assumptions we made in this section, from Lemma 2.1 one gets that
any function u satisfying problem (Py) is positive on Q7.
Let us go back to our inverse problem. Then we have

Theorem 2.2. Assume (2.5)-(2.10). Then, problem (2.1)-(2.4) admits at most one solu-
tion (u,c) € CHMFN2(Qr) x CNQ), for any T > 0.



4 ELENA BERETTA, CECILIA CAVATERRA

Proof. Suppose that problem (2.1)-(2.4) has two different solutions (u;, ¢;), i = 1,2, such
that u; € C**M+32(Qr) and ¢; satisfies conditions (2.9)-(2.10). Then we have, fori = 1,2,

(2.14) (u;)r — Au; + ¢;(x)u; =0 in Qr,
(215) (qu)n(I,t) =0 (l’,t) S FT,
(2.16) u;(z,0) = ug(x) x €,
T

(2.17) / u;(z, s)ds = p(z) x € .

0
Setting
(2.18) u=1u; —us, f=cy—cy,

one obtains

(2.19) uy — Au~+ ¢ (x)u = f(z)ug in Qrp,
(2.20) Un(z,t) =0 (x,t) € I'p,
(2.21) u(z,0) =0 r €,

T
9.9 8)ds =0 Q.
( ) /0 u(zx, s)ds =

We introduce the new unknown v(z,t) = fot u(z, s)ds and we integrate equation (2.19) on
[0,¢]. Using (2.21) and (2.22) we obtain

(2.23) v — Av + ¢y (z)v = f(z)h(z,t) in Qrp,
(2.24) Un(z,t) =0 (x,t) € I'p,
(2.25) v(z,0) =0 x € (),
(2.26) v(z, T) =0 x €,

where h(z,t) = fot uy(z, s)ds. Since ug > 0 on Qr we have that
(2.27) h >0, hy >0, on Qrp.

To prove uniqueness we adapt a result obtained by Isakov in [6, Theorem 9.1.2] for the
Dirichlet boundary problem to the case of homogeneous Neumann boundary conditions.
For the sake of completeness we give an outline of the proof. By contradiction assume f
different from zero in Q. Denote by f* and f~ the positive and negative parts of f. If
f~ (or fT) are identically equal to zero on €2 then hf > 0 (or hf < 0). Hence, applying
Lemma 2.1 to problem (2.23)-(2.25) we obtain that v > 0 (v < 0) on  x (0,77, in
contradiction with (2.26).

Let Qf = {2z € Q: fH(z) >0} and Q= = {z € Q: f~(z) > 0}. Due to the previous
argument the two sets Q* and Q~ are nonempty and open in €2, because of the continuity
of fT and f~. Let v and v~ be the solutions to problem (2.23)-(2.25) with source hf"
and hf~, respectively. Clearly, by linearity, v = v™ — v~. Since h > 0 we have that
(hf)* = hft and (hf)” = hf~. Hence, by the positivity lemma , v* > 0 and v~ > 0 on
Q% (0, T1], unless they are identically zero. Furthermore, solving the problem for w = v;",
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we obtain:

(2.28) w — AwT + ¢y (x)wt = fT(z)hi(z,t) in Qr,
(2.29) wi(x,t) =0 (x,t) € I'r,
(2.30) wt(x,0) = fH(x)h(x,0) x € (L

Since h, h; > 0 again, by the positivity lemma, we get w* = v > 0 on Q x (0,7].
Similarly, we can prove that v;” > 0 on  x (0,7]. Observe that v™ (and, analogously, v ™)
has a positive maximum in Q. This maximum is attained at a point (z¢,7) € Qx{T}. In
fact, since v;” > 0, the maximum is a point of Qx {T'}. On the other hand, due to the Hopf
Lemma, it cannot lie on 9 x {T'} (recall that v} (z,t) = 0 on I'r). Following the same
reasoning, we prove that v~ attains the maximum at a point (z1,7) € Qx{T}. By (2.26),
it holds 7o = x; and consequently zo € QF N Q~. Hence, f*(z¢,T) = f~ (w0, T) = 0.
Finally, observing that

(2.31) AvT (20, T) = v (20, T) + c1(xo)v" (20, T) > 0,

we get a contradiction because (xg,T') is the maximum point for v*. Hence, we conclude
that f = 0 which gives ¢; = cs. 0

3. THE NONLINEAR CASE

In this section we consider the inverse problem when ¢ is nonlinear. A very important
case in applications is that of reaction terms of the form c(z)g(u) = c(z)F’(u), where F'
is a double-well potential. For example, in the case of the Allen-Cahn equation we have
F(u) = u*/4—u?/2+ K. In this context our analysis is based on the study of the inverse
problem with initial data in the neighborhood of a positive asymptotically stable steady
state solution. We will derive a uniqueness result for large times 7" using the asymptotic
behaviour of solutions of problem (P).

More precisely we will assume that ¢ : R — R is a smooth nonlinear function which
vanishes at least in one point z, € R*. Without loss of generality we might assume that
20 = 1. Moreover, we make the following assumptions:

(3.1) g€ C*(R), g¢(1)=0,
(3.2) Jog € (0,1) such that ¢'(z) > 0, Vz € [o0, 1].

On account of the previous assumptions we deduce that

(3.3) g9(z) <0, Vze€]|ogl).

Moreover, there exist some positive constants m, M and N such that

(3.4) g(2) <0, 0<m<g(z)<M, |¢"(z)] <N, VzE¢€]|ogl].

Then our problem reads
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Problem (P): Find u: 2 x (0,7) — R and ¢ : 2 — R such that

(3.5) u — Au+c(x)g(u) =0 in Qr,
(3.6) un(x,t) =0 (x,t) € I'p,
(3.7) u(z,0) = up(x) x €,
(3.8) /0 u(z, s)ds = p(x) z € (.

Hence we can weaken the regularity assumptions on I', ug and c¢. More precisely, we
suppose, for A € (0, 1),

(3.9) rect

(3.10) uy € W22(Q),

(3.11) ce L>(Q),

(3.12) O<pu<clz)<v ae x€

However, condition (2.8) on ug is now replaced by the stronger one

1— _
(3.13) O<op<1—20<uplz)<1l—6<1 with 0<d< 2"0, r e,

that is, we are choosing a set of initial data in a left neighborhood of the steady state
u = 1. Under the above assumptions we can prove the following result

Lemma 3.1. Assume (3.1)-(3.2) and (3.9)-(3.13). Then the direct problem (3.5)-(3.7)
admits a unique positive global solution w € CNQr) N W3 (Qr) such that

(3.14) o9 <1—25 <u(zt) <1, (x,t)€ Q.

Proof. On account of (3.1), (3.3) and (3.13), observe that & = 1 — 2§ and & = 1 are
respectively lower and upper solution to (3.5)-(3.7). Hence, from the results contained in
[12, Lemma 2.3.6 and Theorem 2.5.2], any solution u satisfies the a priori estimate (3.14).
Then, the existence, uniqueness and regularity of u follows by a standard procedure regu-
larizing the semilinear problem with a family of linear homogeneous Neumann boundary
problems and applying the regularity results of [10] . O

In the next lemma we establish some finer estimates for the solution .

Lemma 3.2. Assume (3.1)-(3.2) and (3.9)-(3.13). Let u € C*Qp) N W' (Qr) be the
solution to problem (3.5)-(3.7). Then it holds

(3.15) oo < 1—20e M <wfx,t) <1—de " (2,t) € Qp,
where
(3.16) "= pm, 2 =vM.

Proof. Consider the functions

(3.17) wy(x,t) =1—25e ", wy(z,t) =16 (2,t) € Qp
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and observe that they solve the following problems, respectively,

(3.18) (w1); — Awy + 7wy = in Qr,

(3.19) (wy)n(z,t) =0 (x,t) € T'p,

(3.20) wy(z,0) =1-—2§ x € (),

(3:21) (w2)r — Awz + w2 = 7o in Qr,

(3.22) (wa)n(x,t) =0 (x,t) € I'r,

(3.23) wy(z,0) =1-9 x € S

Setting

(3.24) vi=u—w;, =12,

then we have, recalling that g(1) = 0,

(3.25) (v1)e — Avy + v = (u—1) (71 - c(x)%) a.e. in Qr,
(3.26) (v1)n(z,t) =0 (x,t) € I'r,
(3.27) v1(z,0) = ug(x) — (1 — 20) x €,
(3.28) (v2) — Avg + Y99 = (u — 1) (")/2 - c(w)%) a.e. in Qgp,
(3.29) (v2)n(x,t) =0 (x,t) € T'p,
(3.30) vo(,0) = up(x) — (1 —0) x € Q.

We now prove that v; > 0 in 27 and v, < 0 in €27. For, observe that by the mean value
theorem there exists € € (u, 1) (and then 1 — 26 < ¢ < 1) such that

(w=1) (30 = @)™ I ) — - 1)~ el (€
By (3.4), (2.10) and (3.13), if we choose v, = pm we deduce

330 (=) (-2 22D

(3.32)  wp(x)—(1—20) >0 inQ,

) = =D~ g (€) 20 acn O,

and, analogously, choosing v = vM one gets

(3.33) (u—1) (72 - c(x)%) <0 ae in O,

(3.34) up(z) — (1 —46) <0 in Q.

Hence, applying Lemma 2.1 to problems (3.25)-(3.27) and (3.28)-(3.30), we obtain
(3.35) v >0, v, <0 in Q.

Recalling (3.17) and (3.24), we get (3.15). O

Going back to the inverse problem, we have
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Theorem 3.3. Assume (3.1)-(3.2) and (3.9)-(3.13). Then there exist Ty > 0 and 6y > 0,
depending only on the a-priori constants, such that problem (3.5)-(3.8) admits at most
one solution (u,c) € CMNQr) NWE (Qr) x L®(Q), for § € (0, min (=2, 8y)) and T > Tp.

Proof. Assume that problem (3.5)-(3.8) admits two different solutions (u;,¢;), i = 1,2,
such that u; € C(Qp) W3 (Qr) and ¢; satisfies conditions (3.11)-(3.12). Then we have,
fori=1,2,

(3.36) (ui)e — Au; + ¢;(x)g(u;) =0 a.e. in Qr,

(3.37) (ui)n(z,t) =0 (x,t) € I'p,

(3.38) wi(z,0) = up(x) x €,

(3.39) /o ui(z, s)ds = p(z) x €.

Setting

(3.40) u=u —us [=c—a,

one obtains

(3.41) w — Au+ () (g(ur) — g(uz)) = f(z)g(us) a.e. in Qr,
(3.42) Un(z,t) =0 (x,t) € I'r,
(3.43) u(z,0) =0 x €,
(3.44) /T u(z,s)ds =0 x €.

Integrating on [0, 7] both the hand-sides of (3.41) with respect to time, we get, for a.e.
xr €€,

(3.45) /T ug(x, s)ds — /T Au(z, s)ds + ¢ (x) /OT(g(ul) — g(u2))(z, s)ds

T
@) [ ota
0

Using (3.43) and (3.44), we deduce, for a.e. x € ),

349 e ) +aw) [ (o) - o) s)ds = 16) [ o)
Since g(u2) < 0 in [0, 1] then (3.46) is equivalent to

(3.47) f(z) = B(x), for a.e.z € Q

where

(3.48) B(z) = gg;, for a.e.z € Q

(3.49) H(z) =u(z,T) 4 ¢1(x) /OT(g(ul) — g(ug))(x, s)ds, for a.e.xz € Q

(350)  K(z) = /0 o)z, s)ds,  wEQ
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and u, u; solve problem (3.41)-(3.44) and (3.36)-(3.39), respectively. Observe that

H2(x)
3.51 Bl72q) = dx
(351) 1810 = | 72
2
Hence, we need first to get an estimate from below of the term K?( ( fo (x,s ds) )
On account of (3.1), (3.4), (3.14) and (3.15), we get
(3.52) —20Me " < g(uy) = g(ug) — g(1) < —mde " < 0.
Then we deduce
T T m§
(3.53) / g(ug)(x, s)ds < —mé/ e ds = — (e — 1) <0,
0 0 72
so that
m26>
(3.54) K*(z) > ——(1—e ")
72
Hence, it follows
2 7 2
(355) ||B||L2(Q) < m252(1 N 6_,YQT)2 ||H”L2(Q)

Recalling definition (3.49), thanks to (2.10), we obtain

(3.56) 1H (172 < 2 (HU(T)IIiz(Q) + V2/Q (/0 (9(ur) — g(w))(%S)dS) dl’) :

Consequently, in order to estimate ||H||%2(Q)7 we need first to evaluate ||u(t) ||%2(Q) in terms
of HfH%Z(Q). To this aim, let us multiply both the hand-sides of (3.41) by u and integrate
on Q. Then we find the energy identity (cf. (3.42))

(3.57) 5 ) + ||VU(t)||iz<m+/ch(fr)(g(ul) — 9(ug))(z, t)u(z, t)dx

= 0 f(x)g(UQ)(xvt)u(xat)dx’ S [O’ T]

Observe that
(3.58) mu® < (g(ur) — gluz))u < Mu?®, in Q.

Hence, on account of (2.10) and (3.58), an application of the Young inequality to (3.57)
gives, for any t € [0, 7],

1d € 1
(3.59) —Ju(t)|Z2() + pmllut) 172y < §|IU(t)|I%2(Q) + 2—5/Qf2(w)92(w)(967t)dw7

2dt
¢ being a positive constant. Thanks to (3.52) we have
(3.60) g*(ug) < 46*M?e ' in Qp
Hence, choosing ¢ = pm in (3.59) and using (3.60), then it holds
d 452 M*?

361 gl )t < = e ) te 0.T]
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By an application of the Gronwall Lemma and recalling (3.43), we deduce

2 402M2 o ' 2
(3.62) [u(®)][72() < ||f||L2(Q)/ e Hm=lemBsgs, ¢ e [0,T].
Hm 0
Then we have (recall that vy, = pm)
M2,
(3.63) lu(®)]72(0) < 2 (7™ = e ™) 1 fllT2), ¢ €10, 7).

On the other hand, thanks to (3.44), the following identity holds
T
3oy [ (gl glun))(e.s)ds =
v
/0 (/0 (¢'(cur(z,s) + (1 —o)uz(z, s)) — ¢'(1)) da) u(x, s)ds.

Since both u; satisfy (3.14) and (3.15) and o € [0, 1], then we also have

(3.65) 0<1-— <0u1(x, s)+ (1 —o)usg(x, s)) < 20e” M Y (x,s) € Qp, Vo el0,1]
and

(3.66) oo < oui(x,s) + (1 —o)us(z,s) <1, V(x,s) € Qp, VYoel01].

Moreover, recalling that g satisfies assumptions (3.4), we deduce

(3.67)

/OT (/Ol(gl(aul(x, s)+ (1 —o)us(x,s)) — g’(l))da) u(z, s)ds

T
< / 2Noe "o |u(x, s)|ds
0

and a combination with (3.64) gives
2

(3.68) /Q(/OT(g(ul)—g(UQ))(x,s)ds> de/ﬂ(/OT2Née71S|u(x,s)]ds> dz.

Applying the Holder inequality and changing the order of integration, then it holds

2

2

(3.69) /Q < /0 T(g(ul)—g(UQ))(x,S)ds) iz
§4N2(52/Q (% /0T|u2(:1:,s)]ds) do

9ol e 2
< 4N ——— i ||u(S)HL2(Q)ds.

2m
Now, using (3.69) in (3.56), we obtain

1— 67271T T
(3.70) ||H||2L2(Q) <2 (HU(T)H%Q(Q) + 4N2’/2522—%/0 ||U(5)H%2(Q)d3) )
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from which, combining with (3.63), one deduces

802 M? i —oum
(3.71) IH 7200y < rm? <(€ it — gm2mmT)
gco ol —e T g —pms —2pms 2
+ 4v°9°N B Yo (e —€ )ds) ||fHL2(Q)
T 0

852M2 —umT —2pumT
S gz (e e

1 — —2umT 1— —pmT 1 — —2umT
422N E ( ‘ - c ) ) 11720
2um wm 2um

Recalling (3.55) we infer
(3.72) I1BI32(0) < M) (L(T) + 1oT.8)) [ 2o

where we have that

Sy M4
) T) =
(3.73) k(T) [2mA(1 — e vMT)2’
(3.74) I(T) = (e7#mT — g=2umTy
_ o—2umT _ o—pmT _ o—2umT
(3.75) L(T,8) = 4282 N2 —¢ Lo 1z .
2um um 2um
Observe that
1—
. >V, 1 Z ) 2 ) Z 3 > U, < < 007
3.76 k(T)>0, L(T)>0, L(T,0)>0, VI>0, V0<$ 5
(3.77) im L(T) =0,
1—
(3.78) lim I,(7,0) =0, lim Iy(T,9)is bounded, V0 < 4§ < UO,
50+ T—+00 2
(3.79) k(T') is monotone decreasing for T' — +o0.

Hence, recalling (3.47), there exist two positive constants Ty, dp such that
1
(3.80) 1 z2) = 1Bllz2 ) < 5122y VT 2 To, 0<8 <o,

from which we deduce that f = 0 a.e. in . Finally, on account of (3.41)-(3.44), we
conclude that u = u; — uy = 0 in . O

4. REMARKS

Remark 4.1. Replacing assumption (3.2) with
(4.1) Jog > 1 such that ¢'(z) > 0, Vz € [1, 00]

and choosing a set of initial data in a right neighborhood of u =1

1 _
(4.2) 0<1+6<u(x)<1+26< 0y, with 0<6<UO2 , 1,
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then we can prove analogous results to the ones contained in Section 3.

Remark 4.2. The proofs of Theorems 2.2 and 3.3 can be easily adapted to the case of 2 =
1Y, [0, L;], with u subject to spatial periodic boundary conditions. This kind of boundary
conditions are physically relevant in applications (cf., for instance, [15]). Observe that
in this case among the steady states we can have also the constant ones, as for the
homogeneous Neumann boundary conditions considered in the previous Sections.

Remark 4.3. The choice of additional information (1.5) is consistent with the fact that we
have to identify a function ¢ depending on the spatial variables. Other relevant additional
conditions are, for instance,

(4.3) u(z, T) = (), x €,
(4.4) /Tu(x, sids=p(z) z€Q, 0<Ty<T.

However, these cases seem to be more problematic and will be likely object of future
investigations.
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