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ABSTRACT. This paper describes the Planck Low Frequency Instrumamhg activities per-
formed through the ground test campaigns, from Unit to $&tdlevels. Tuning is key to achieve
the best possible instrument performance and tuning paeasnstrongly depend on thermal and
electrical conditions. For this reason tuning has beenatepeseveral times during ground tests
and it has been repeated in flight before starting nominatatioes. The paper discusses the
tuning philosophy, the activities and the obtained restiighlighting developments and changes
occurred during test campaigns. The paper concludes wibh@nview of tuning performed during
the satellite cryogenic test campaign (Summer 2008) andeoplans for the just started in-flight
calibration.
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1 Introduction

PLANCK represents the third generation of mm-wave instmisidesigned for space observations
of CMB anisotropies within the new Cosmic Vision 2020 ESA&8cie Programme. PLANCK was
successfully launched on 2009 May the 14th, carrying thte sththe art of microwave radiome-
ters (Low Frequency Instrumentl]) and bolometers (High Frequency Instrumei{) pperating
between 30 GHz and 900 GHz, in nine frequency channels, edupith a 1.5 m telescop@8]|

The Low Frequency Instrument is a system of 22 wide band reslieivers, based on Indium
Phosphide HEMTs amplifiers, adopting a pseudo-correlagicimeme reducing 1/f noise due to
gain fluctuations4], covering the range 30 GHz — 70 GHz.

Maximum instrument performance can be achieved after prtojpéng, that consists in finding the
best front-end biases and the optimal parameters congallie back-end electronics. Because



Table 1. List of the main reference papers.

Topic Reference
LFI instrument description S|
Instrument calibration and performance 6] [
30-44 GHz Front ends 71
30-44 GHz back ends 8]
70 GHz receiver 9]
Back-end digital electronics (REBA) 10]
Cryo-facility for receiver-level tests 10]
Cryo-facility for instrument-level tests 1P
Sky-load simulator for receiver-level tests 13|
Sky-load simulator for instrument-level tests14]
Instrument operation software 15]
Data analysis software 16]
Digital compression optimisation 17]

these parameters depend both on the input signal chagticiednd on the instrument thermal and
electrical boundary conditions, tuning has been carrigdbuvarious integration levels and will be
also repeated in flight before starting nominal operations.

Tuning is achieved by performing several steps in seriest thie best front-end bias voltages and
currents are found, then the parameters controlling sidigéization in the Data Acquisition Elec-
tronics (DAE) box and finally the digital compression pargene are optimised. In this paper we
discuss this process in detail, presenting the main resbitsned from the instrument and satellite
test campaigns. In particular we show how the tuning phpbgohas improved during the test
campaign and provide an overview of the final strategy caecefor the flight Calibration and
Performance Verification (CPV).

2 LFl architecture and Tuning

2.1 Instrument references

Because the subject is treated with a high level of techmietdils, in tablel we provide a list of
the main reference papers.

2.2 Instrument description

From the point of view of instrument tuning, the LH][can be subdivided in three main parts: the
receiver array consisting of 22 pseudo correlation difigéed radiometers, the electronics box for
analog signal conditioning and digitisation (DAE) and thgitdl signal processing unit (REBA).
Each receiver collects the sky radiation through a coredydtal profiled feed-horriB] connected

to an ortho-mode transducetd that separates the two orthogonal polarisations whicpayate
through two independent radiometers, each one terminatfitihgtwo detector diodes.
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Figure 1. Scheme of one LFI Channel. In the black rectangle is reptedethe Front End, cooled at
about 20K, containing, from left to right: the sky feed hattre Ortho Mode Transducer separating the sky
signal in two orthogonal polarizations entering two radéters having the same design (the dot dashed line
separates them) Each radiometer contains: one referentéloking one reference load at 4K, two hybrids
connected through two LNAs amplifiers and two 180 deg pha#elses. Outside the black rectangle is the
warm (about 300K) Back End, containing the Back End Modufigering, amplifying and integrating the
analog signals received from the FEMs through stainless staveguides, thermally decoupling the cold
and warm units) and the DAE (further amplifying the analognsi and converting it into digital before
sending to the REBA).

In each radiometer, the sky signal is coupled with that frastahle reference load a4 K [20]
and amplified by~70 dB with InP HEMT amplifiers located in a Front-end unit cooled~@0 K
thanks to a closed cycle Hydrogen sorption cooler (88e71]) and in a warm £300 K) Back-end
unit. Back-end bias voltages are fixed, while front-end dsg$ransistor voltages and phase switch
diode currents) can be controlled and optimised to obtaiximnam noise performance. A detailed
block diagram is presented in figute

The 44 detector diodes are con-
Volts G % (Vour — AVpfiset) +2.5V

Gain multiplication

nected to the DAE that has the main
function to digitise the analog sig- -
nals into 14-bit integers. Before dig- Offset removal
itization, a dedicated circuit removes
a constant offset and applies a gain
factor to each detector output in or-
der to otimise the signal to the analog
to digital converter (ADC) dynamic
rar.1ge (see figuré). The offset and Figure 2. Schematic of the post-detection analog signal condi-
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each channel in order to obtain an average voltage outmlitisiabove zero and optimal noise
resolution ¢75% of the ADC dynamic range).
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Table 2. List of instrument tuning parameters and optimisatiorusege

Front-end biases Phase switch bias currents I1, 12
Amplifier (drain and gate) bias voltagesvy, Vg1, Vg2

Analog signal processing Programmable gain and offset Vo, Gpae

Digital signal processing Signal mixing parameters ri, o
Digital quantisation parameters SO

After digitization, data are further quantised and comgedsbefore building telemetry pack-
ets in order to be compliant with the available bandwidth.isTdtep is critical for the scientific
performance and a specific test has been performed to fingbtmad parameters.

Finally, in this paper we will often refer to receivers andiindual channels according to a
nomenclature that is described in appendlix

2.3 Tuning flow

The various parameters needing optimisation must be turgeties, starting from front-end biases
and ending with the digital compression parameters. Thigs fborepresented schematically in
table2.

Because optimal parameters depend critically on the irignakcharacteristics and on thermal
and electrical boundary conditions, tuning activities éndneen performed several times during
the integration and test campaign on individual sub-urataglifiers, Front End and Back End
modules), on each individual Radiometer Chain AssemblyXJRhd on the integrated Radiometer
Array Assembly (RAA).

Tuning at Unit level and at RCA level was performed in difftrémes and locations, depend-
ing on the groups responsible of the development: 30/44 GHatiEnd modules were developed
in UK- Manchester, 30/44 GHz Back-End modules in Spain - &aer, 70 GHz Front End and
Back End modules in Finland - Helsinki. Tests on 30/44 GHxadlets and 70 GHz channels fol-
lowed two parallel ways, either for the Qualification Mod@pEM) and for the Flight Models (FM).

The 30/44 GHz FM Front End Units were integrated with Back BEimits and tested together
for the first time only in 2005 during the Test campaign at Rauditer Chain Level (RCA) in
Alcatel Alenia Space - Laben, Milan. During RCA level testBAE Breadboard was used and
no compression was applied to the digitized data. After, tB@t44/70 GHz channels were inte-
grated together and tested at Instrument Level (RAA) tagettith DAE and REBA Flight Model,
nominal and redundant units.

Once integrated on the Planck satellite, the instrumenbbas further tuned during the satel-
lite cryogenic test campaign, integrated with the HFI ifte Planck payload, (test campaign per-
formed at the Centre Spatiale de Liege during Summer 20@8)ad the time of this paper, is being
tuned for the last time in flight during the ongoing Caliboatand Performance Verification (CPV)
phase, before starting nominal operations.

The tuning strategy has been continuously improved dutiegldng test campaigré] and
adapted to the cryogenic setups used at the various intagiatels. Major changes accounted
for the different design of the cryo-chambers as, for instathe temperature of cryo-environment,



of the reference loads and of the sky simulators, the deditjredhermal controllers, the electric
cross talk in the bias power suppliers, etc. (For more detaié 7, 11] and [12)).

In this paper we will present in detail tuning activities,thvparticular emphasis on the in-
strument-level test campaign carried out at the ThalesiAl8pace Italia laboratories located in
Vimodrone (Milano) during 2006, and during the last on-grduests at satellite level performed
at the Centre Spatial de Liege in Summer 2008.

3 Front-end bias tuning

Front-end biases are the first parameters that are optinnisedier to obtain the best possible
receiver sensitivity and isolatichSensitivity is mainly determined by the noise contributagithe
first amplification stage in the front-end amplifier assembtyile isolation mostly depends on the
gain balance in the radiometer legs between the two hybrglees (refer to figurd).

The first step is finding, for each phase switch, the bias ots1g, I2) to the two diodes that
provide minimal and balanced insertion losses in the twdchwétates in order to minimise any
contribution from the phase switch imperfect isolation.

3.1 Phase switch tuning
3.1.1 Theory

The Phase switcheg2], between the LNA and the second hybrid, use pin diodes therse in
figure 3) allowing radiation to travel directly or lambda/2 longértoducing 180 deg phase shift),
depending on their polarization. They are controlled byngfrag the two currentl, I, (controlling
the amount of RF power flowing through diodes) and the stapmlafrization (1 direct, 0 inverse).

The amplitude match in the two switch states is achieved h{ckimg on only one FEM
amplifier at a time, when the sky and reference signals areomgel separated by the second
hybrid so that the signals in the two phase switch statesé€ddrare as “even” and “odd” states) at
each of the hybrid outputs can be written 4k [

- +

S0 /A€ % Gre (NFEM+ %) (3.1)
- +

S O v/ Geew (Negw + 231, 32)

wherea andb indicate the two detectors connected to the two hybrid datpu

Considering that the two phase switch states correspong to6 0° and @ = 180, from
2 2
eg. B.1) and @.2) we see that the difference in powér= ‘ng’g)” - ‘ngt?)‘ is zero at each of

the two radiometer detector diodeshf = Ay, i.e. when the phase switch is balanced.
The phase switch can therefore be balanced by finding theopdiode currents|; andly,

that minimise the quadratic sum:
Orms = 1/ 56%4- 55 (3.3)

2|solation is the receiver ability to separate the sky andrefce load signals downstream of the second hybrid
coupler.
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Figure 3. Phase switch scheme. The design is the same for all the elsearmd is based on InP monolithic
microwave integrated circuit (MMIC) chip version manufared on the HBT InP wafer process at NGST.
The basic design consists in two interconnected hybridstipgoviding a 180 phase switch difference
with phase error-1°, very good insertion loss{ 2.5dB), return loss< —10dB) and bandwidth % 20%

of the nominal wavelength ). The use of the two hybrids enbartbe matching between the input port
(accepting radiation from the 1st Hybrid amplified in the HEMNAS) and the output port (connected to
the 2nd Hybrid). Ports in the 1st millimetric circuit and let2nd symmetric circuit are connected through
transmission lines, whose length and width are fractiote@fvavelengths of the specific band and multiple
of the characteristic impedance of the system they belonghe phase switch design is under Patent US
6,803,838 B2 - Oct. 12, 2004.

Because the phase switch are tuned before the front-endfi@ngplwe are clearly assuming that
the amplitude matching is independent of the bias appli¢idedow noise amplifiers. Although we

believe that possible interactions do not affect tuningrst firder, we will verify this assumption

in flight, during which the phase switch tuning will be run Ihdiefore and after the front-end
amplifiers Tuning.

3.1.2 Results

In this section we report results of phase switch tuninggreréd on 30 and 44 GHz receivers
on single receivers?f], on the integrated instrument and during tests condudtedtallite level.
Phase switches of 70 GHz radiometedk [n fact, were not tuned and their diodes were set at the
maximum bias currents. This choice was driven by the swittle response that in the 70 GHz
devices was longer compared to the 30 and 44 GHz and furtbexased when the diode currents
were lowered.

Because a long phase switch transient typically resultsshoater integration time, we pre-
ferred to minimize such transients and accept a small imbelén the phase switch amplitudes
(which can be corrected for, at first order, by a proper angplgain balance).

A critical point in the tuning procedure is represented by ¢thoice of the sampling strategy
of the[l1, 1] bidimensional bias space that consists of 2855 equally spaced bias combinations
between 0 and-1 mA. Different strategies were chosen during the variogsfhases in order to
optimise the width of the sampled region and the time avil&y the test.
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Figure 4. Phase switch tuning schematic. In the upper figure the maelier is working in its nominal
conditions so that the sky and reference signals are disglethby the 29 hybrid. The figure represents a
shapshot in a particular switch state, while a snapshoteohéxt state would have the red and blue signals
inverted. The bottom figure shows the condition in which omelier is switched off. Under this condition,
the signals at the output of both hybrid arms remain a contibimaf both sky and reference signals (changes
in the matching between the phase switch and the LNA off,iplysproducing spurious differences in the
output when the two polarizations are exercised, are nibgitpecause of the low unwanted cross talk in
the hybrid, less than -15 dB). Therefore no separation ifieidiht phase switch states should be observed,
unless the phase switches is not well balanced in amplitude.

For example, during the test performed on individual ressivthe experimental setup only
allowed manual control of phase switch biases so that futigi;mg of the bias space was not fea-
sible. In that case the solution was to chafgandl, in opposite directions around the starting
value provided by the manufacturer. A similar strategy was #llowed during the instrument-
level tests.

Results, however, showed that optimal solution are notueige. multiple pairslq, 2] can min-
imise & ms in eq. @.3).

This highlighted the importance of increasing the sampéggibn in order to fully characterise
the region of optimal biases and prompted a substantialawgonent of the tuning procedure by
implementing a square matrix sampling during satelliteel¢ests, on ground and in flight. Differ-
ences can have multiple causes, such as the modified sarsptitegy of the bias currents or the
possible bias shifts related with the thermal distributiddong the cryo harness powering the Front
End. This argument will apply again in the next paragraphmidhescribing the LNAs Tuning.

In figure 5 we show a colour plot o0&, m s as a function of; andl, sampled in a plane. The
dark “valley” represents the region of minimudn s, i.e. where the phase switch amplitudes are
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Figure 6. Comparison between phase switch tuning results perfoduadg tests at different levels. The
coloured region shows the range scanned during matrix phaiseh Tuning at satellite level. Red filled

squares represent the sampling performed at receiver teste(RCA), while black empty diamonds are
relative to Instrument level phase switch tuning (RAA). Taleels on the RCA and RAA points, as the CSL

2
5<\\/’§>2 + 5\% x 100. The bias region
1 2
containing optimaly,l, pairs do not coincide for the three data sets, confirming &eeltio retune the phase

switches at any time the setup conditions are changed.

coloured contour, measure the phase switch unbalancirdyas:=

balanced. The actual bias currents have then been chosedento minimise the phase switch
insertion loss compatible with the power consumption qaists.

In figure 6 we show a comparison of the phase switch tuning samplingsiglan ground
receiver-level, instrument-level and satellite-levettse

Full results are reported in appendixsee tableb).



3.2 Amplifiers bias tuning

Each Amplifier Chain Assembly
(ACA) is composed of four low noise drain current [
InP amplifiers and is driven by three
voltages: a common drain voltage
(Vg), a gate voltage for the first stage | : ‘
(Vy1) and a common gate voltage for | i 1 l | i | i
the remaining staged/f,) (see fig- » > ’
ure 7). The total drain currentqy
flowing in the ACA is measured and T T T
is available in the instrument house-
keeping.

The bias voltages to the vari-
ous stages have been independentlyyure 7. Schematic of an ACA (Amplifier Chain Assembly).

tuned during the ACA assembly, beEach assembly is composed by four (two in 70 GHz and five
fore wiring together the independenin 44 GHz channels) amplifier stages driven by a common drain

stages. Hence, once the optimal b¥oltage, a gate voltage to the first stage and a common gate vol
ases were determined at unit level f@9€ to the other stages. The total drain current flowing in the

each amplifier, their ratio has beer'%‘CA is measured and provided in the housekeeping data: actu-

. . . ally, this is the only housekeeping measured at FEM levetesi
definitely fixed by the potentiome-c. y ping vet,

oY bias voltages are measured only at DAE drivers level.
try circuit. Therefore, all subsequent

tuning activities have aimed at optimising voltage bias#éh vespect to the particular thermal and
electrical environmental changes among the differentsesips.

In particular, because several ACAs share a common biasiigte, we find that bias changes
on one amplifier can affect also the others. Furthermoreittgevoltage readout is done at the DAE
box and not at the front-end terminals: this implies thatdbwial bias reaching the FEM can be
estimated only by knowing the voltage drop along the hartiess. A model was specifically
developed in order to predict such voltage drops, but theptexity of the thermal environment
and of the grounding scheme strongly limited its accuradyer&fore amplifier tuning has been a
mandatory step any time the instrument was tested in a eiffehermal or electrical environment.

Because/y is the bias most impacting the power consumption, it wasduhging tests at
device level and has not been changed; noise and gain balatingsations have been performed
by adjustingvg: andVy, by measuring the receiver noise temperature and isolatioa iumber of
bias voltage combinations around the optimal point foundhduthe RCA test campaign.

The overall tuning activities carried out during all the LiRtegration and test campaign is
shortly summarized in figur8. Each tuning phase assumes, as a starting point, the ogiiasal
points obtained in the previous level and a model that allergsgliction at first order of the voltages
at the Front-end module starting from the bias at the levéh@DAE box.

gate 1 voltage V1
gate 2 voltage Vo

3.2.1 Basic theory

During receiver-level and instrument-level tests amplifieave been tuned in two steps, the first
aimed at finding, for each amplifier, thg; optimising noise figure, and the second to find the
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Figure 8. Amplifier bias tuning flow from unit level tests to receivardainstrument level tests, which
provided the optimal biases used for switching the instmine& during satellite tests. Dashed coloured
boxes indicate the different phases. Unit level tuningnfrd004 to 2006, red; RCA level tuning, from
2005 to 2006, green; Instrument level tuning, 2006, bluteléz level tuning, performed on-ground during
Summer 2008 and ongoing in flight during CPV, magenta.

values ofVy, in the two amplifier legs that maximise gain balance andgfioee, receiver isolation.
The basic assumption behind this strategy is that the fagestssentially determines the amplifier
noise, while the remaining stages mostly contribute to #im,gvith minimal effects on noise.

Noise temperature. Noise temperature of ld-stage amplifier can be defined as follows:

Tn2 Tn3 TnN
T =Ty 2 b N 3.4
A N IR W c N NP (34)

whereTy; ... Tany andGy ... Gy are the noise temperatures and gains of each of the casaaghdie a
fiers.

The noise temperature can be measured by the well kiefactor method, based upon the
voltage output recorded at two different thermal inputsithfex the sky or the reference load:

_ Thigh—Y X Tiow

T
n Y—l ’

(3.5)

Isolation. Isolation represents a measure of the ability of the pseadelator to separate the

sky and reference load signals after the second hybrid.cinifehe hybrid phase matching is not

perfect and/or the gains of the two radiometer arms are rahbed, then the separation after the
second hybrid is not perfect and a certain level of mixingMeein the two signals will be present

in the output 4.

—10 -



Isolation can be determined experimentally by changingtéheperature of one of the two
loads and measuring any variation induced in the signal naltgicoming from the stable load. If
we perform the test by changing the sky load temperaturkatiso is given by:

| ~ 7Avref .
A\/sky‘|‘A\/ref

In case also the stable temperature load experiences gpuw@wiations (e.g. given by non
perfect thermal decoupling between the sky and refererads)owe can correct eg3.6) if we
know the receiver photometric constay (in the limit of linear response):

| ~ AViet — G0 ATret
AVsky + AVief — GO ATref’
which is valid if the temperature chanfdéd, is in a range where the radiometric response is linear.

(3.6)

(3.7)

Experimental. In figure9we show the experimental sequence adopted up to instruenaitest
for tuning front-end amplifiers. During the CalibrationsREEA level and at Instrument level, two
sky simulators were used to provide a stable thermal inpthigdeedhorns (sed ], [14], [25)]).
The sequence consists of two steps:
each step corresponds to a tempera-
ture change (from hot to cold or in Vo1 hot Vg2 hot
the opposite direction) of one of the ¢ ——— : ‘
loads (depending on the cryogenic
setup, sky load or the reference load
was used). In the first step we tune
Vg1 for each amplifier: the same set
of bias values is run in each of the
two temperature states. During this
test, the ACA paired with the one un- TIME
der test is kept off, similarly to what

is done during the phase switch tunl:igure 9. Experimental tuning sequence followed during ra-
ing procedure (see secti@l.]). In  diometer and instrument level tests. Red and blue colouis in
this case the receiver does not sepeate hot and cold temperature states. Vg1 tuning data are pro
rate sky and reference signals and tleessed and optimal bias were set before starting the Vg2 bias
radiometer voltage output is proporscan, in order to have the bias condition the closer to th¢ fina

tional to the average of the sky anaetting. Cooldown and warmup phases are represented by the
black dot lines.

reference load temperatures. If, for

example, we perform the test at two different temperatuféleosky load,Tsky,1 andTsky,2 with
Toky1 > Tsky2, in €q. B.5) we have thaflyigh = 24 and T, = 24211 For each bias point,
the Noise Temperature is calculated and is used as figurerdftmehoose the optimaly; setting
for each radiometer.

After the optimalVg; values are found and set in the instrument, a second terapeistep is
performed in order to find the optime,. During each temperature step, the receiver is operated
nominally and data are acquired for a set\g values. For each value Isolation is computed
according to eq.3.7) and, for each radiometer, the bias pair corresponding éarimimum is

chosen. Figurd0 shows the scheme followed.

Vg1 TUNi
i Vglcold pias set: ; Vg2cold
H . - H H

@TCTOT T IO A

A\

—-11 -
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Figure 10. Isolation Tuning scheme followed at RCA and RAA test leMRCA 21 is represented here.
Firstly Vg2(M1) — green — is increased and Vg2(M2) — red — d&ed; hence the two quantities are
varied in the opposite direction.

3.2.2 Results from instrument-level tests

Gate 1 voltage. Tuning of the gate

1 voltage has been performed by ex- ‘ Vgl curves comparison (RAA Tuning)
ploiting a temperature jump in the

sky load of~ 8 K, from ~ 21 K to 80
~ 29 K. The back-end and reference
load temperatures ranged in the in-
tervals [37.5 - 380] C and [221 —
22.2] K, respectively, while the front-
end unit was at 26.4 K with a stability
of £5 mK.

It must be stressed that a clear
minimum in noise temperature was - - - -
not always found in the data. Noise 160 O sk 220 240
temperature curves (see tabl®
showed sometimes a rather flat résigyre 11. Comparison between Vgl curve shapes: Yellow

sponse or a monotone behaviour igurve, type (i) RCA 22M2, black curve, type (ii) RCA 20 S1, red
the region where the minimum noiseurve, type (iii) RCA 25. Error bars account for the uncertgi

temperature is measured, suggestiritjthe temperature of the changing load.

a possible absolute minimum outside

the explored range, mostly in the direction of higher vadgmdsee figurell). In such cases a
decision was taken according to the following guidelines:

type (ii)

@
o
L L L B B B A B

IS
o

Noise Temperature (K)

20 type (iii)

o
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Table 3. Summary of Vg1 tuning behaviours grouped per channels.siRgplicity, curves are grouped in
three schematic categories: the behaviour refers to themgghowing the best noise temperatures.
Curve Type Channels
(i) defined minimum RCA21 M1,M2 RCA22 M1, M2
RCA23 S1,M2, RCA24, RCA
25M1, S2, RCA27 S1
(i) roughly monotons RCA18 S1,S1, RCA19, RCA20
RCA21 M2,RCA22 S2,RCA23 M1
RCA26 S1,RCA27 S2,RCA28 S1, S2
(iii) flat / wide minimum RCA21 S2,RCA22 S1
RCA25 M1,M2,51,.RCA26 M1,M2,S2
RCA27 M1,M2,.RCA28 M1,M2

e minimum noise temperature in the tested range;
e drain current close to the value expected from the recddvel-tests;

e optimal gain balance (verified by comparing drain current$@ltage outputs).

Gate 2 voltage. Tuning ofVgy, has been performed by exploiting a temperature jump in the sk
load of~ 12 K, from~ 18 K to ~ 30 K, with back-end and reference load temperatures congiti
similar to theVys tuning. The scheme followed, the same for each radiomstshawn in figure.O:
tuning was performed over one radiometer at a time, actingpe@two paired chains. Biases were
changed in opposite directions on the two ACAS, to prevergelarariations in the total power
budget (that would enhance drops in the bias lines).

3.2.3 Bias tuning at satellite level

Although the bias tuning strategy described in the prevemations proved successful during re-
ceiver and instrument level tests, it nevertheless showée infeasible for satellite tests both on
ground and in flight because, in these cases, a controllepei@ture stage providing the necessary
input steps is not available.

On the other hand, the cooldown profile of the HFI 4 K Stirlirapler [26], which happens
once during the satellite cooldown, provides 46 K single input temperature step at the reference
loads between two stable states-a20 K and~ 4 K. This step can be exploited to measure noise
temperature and isolation and, therefore, tune front-éaskb.

The limited control available on the cooldown phase realjirwever, a deep revision of the
entire tuning strategy that has been modified accordingetddifowing lines:

¢ Vg1 andVg, are not tuned in sequence but at the same time. This meanatthath of the
two stable temperature states each radiometer is operatalitching conditions withVgy;
andVg, changing on both amplifiers;

e after the temperature step is completed noise temperatutésalation are calculated for
each bias combination and the one providing optimal perdoe is selected.

— 13—



This approach, calleHlyper Matrix Tuning is in principle very simple but carries the disad-
vantage that the number of potential bias combination foh eadiometer scales with* (whereN
is the number of steps implemented for each of the two bidgesndVy,) with potential impacts
on the test schedule. Several optimisations have beenrnmeplied to fit the procedure into the
available time:

e the integration time for each bias step is set at the minirmioma 20" for 70 GHz channels
and 10” for 30 and 44 GHz channels) necessary to avoid trainsfiects (which have been
further minimised by properly sorting the bias steps adogrdo minimum drain current
changes);

e the bias sweep at the two stable temperature states is ruarafigh on groups of receivers
showing negligible mutual interaction: the electric symit®lity matrix was drawn, measur-
ing the ratio of the induced voltage R = (induced voltage gledh(voltage with tuned bias).
The cut off valug|Ry|| was choseff|Ry|| < 1/20, that is the average voltage change produced
by one bias step change on the same channel. Interactiorsstuelied at the level of:

a- Main and side arm of the same RCA.
b- RCAs belonging to the same power group.

c

RCAs belonging to different power groups but to the same FEM [B].
d- RCAs belonging to different power groups and different FEM$.

The grouping scheme adopted (d) did not show measurablgieleoupling; no relevant
interaction were observed also in (c), while large elearasstalk (R|| > 1/10 in (a) and in
the most cases of (b).

e Tuning data acquired during tests at receiver and instrtitegal have been used to reduce
the bias space by excluding combinations providing exthgipaor performance. In partic-
ular our tests showed that drain current is a good performastimator which allowed us to
exclude bias combinations by setting a threshold on the mmaxi deviation ofly from the
design value. The correlation betwelgrand basic performance is shown in figurzfor a
representative case.

A test campaign performed on spare radiometers showedhbataime optimal biases were
recovered with both strategies (i.e. with two temperattgpsand with a single temperature jump):
this strategy was successfully applied during ground cepagsatellite tests and planned for flight
calibration tests.

Results from satellite level tests. During satellite-level tests the cooldown phase of the HRI 4
cooler was used to run a simplified version of the Hyper Mafitiring. According to this approach,
called Matrix Tuningand chosen for schedule constraints, Vgl and Vg2 biasescarmed for
each radiometer first on the first amplifier and then on thersk¢and not simultaneously on both
amplifiers). The clear advantage is that the test time sedte2N?, but the main limitation is that
a large fraction of the bias space is not tested thus inergdke risk of finding a local rather than
the global performance maximum.
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RCA 19M: Drain Current — Performance correlation
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Figure 12. Drain current — performance correlation from instrumkevel data. Noise Temperature and
Isolation variation around the optimal point is shown in %tla y axis, drain current variation is shown in
% on the x axis. The correlation drain current — Noise Temipeeas measured when varyivg; while
correlation drain current — Isolation while varyiMgy. Since Isolation has a more evident dependance on
Id, the value represented is one fourth of the true value,d&enthe comparison with Noise Temperature
clearer.

Four bias runs were performed at four different temperatafethe 4 K loads, so that the
linearity response could be characterised. An examplesefliobtained during satellite tests is
shown in figurel3.

Also for the matrix Tuning, correlation between Drain catrand basic performance is very
strong. However, in this case, given the strategy requitingnodify at one time both Vgl and
Vg2, a certain level of degeneracy (different bias pairs determine different performance but
same drain current) is evident in the two dimensional cati@h plot in figurel4.

Degeneration can be simply broken by properly adding the tfimension, giving also count
of the total gate voltage deviation from nominal (figdrs.

The detailed comparison between optimal bias found at tifierelnt tuning levels is summa-
rized in appendiB (see table).

In flight tuning. The complete Hyper Matrix Tuning (including also a limitednmber of com-
binations tested at three different drain voltages) wilpleeformed in flight during the 4 K cooler
cooldown which is expected to follow a profile similar to tisabwn in CSL. During the CSL test
campaign, the four bias runs were performed in differentrtfa¢ conditions, because of the 4K
cooler cooldown, providing the reference loads with a exfee stage cooling from 22K to 4.5K
in about 11 days. Thermal slopes along the four steps ramgedd.04K/h to 0.09K/h. These non
steady thermal conditions increase the uncertainty irraéténg the absolute Noise Temperature
and Isolation. However, the effect is small enough to prexdd accurate estimation of the optimal
bias corresponding to the minima).
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Figure 13. Matrix tuning result relative to LFI25SMy; andVy, are plotted in decimal uncalibrated units
on the x and y axes, while noise temperature is representaalanr scale. All the bias points explored are
marked by small black diamonds. The optimal point foundmyiinstrument level tests is indicated in the
subtitle and highlighted on the contour by a red trianglet &lways the bias point producing the lowest
noise temperature was chosen: sometimes minima have bkevelddo be naive features of the procedure
or unstable points. The optimal bias pair from RAA Tuning iarked by a large red cross while the bias
pair chosen in CSL Tuning by a large red diamond.

RCA 2351: Drain Current — Performance correlation
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Figure 14. LNAs drain current vs. performance correlation from diéelevel data. On the y axis the
receiver performance (Noise temperature, in black crossebslsolation, in purple diamonds) is expressed
in percent of the optimal value; on the x axis, drain currariation is expressed in percent of the value
corresponding to best noise temperature. Since Isolatisrahmore evident dependence on Id, the value
represented is one fourth of the true value, to make the cosgpaewith Noise Temperature clearer.
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Figure 15. Contour plot showing correlation between LNAs HK (Id cunrand Bias Voltages) and Noise
Temperature normalized to the best value: such a reprégemta able to break the degeneracy of the
previous plot. On X axis the quantitg/Id7-100, withIdt the drain current corresponding to the optimal
tuned biad/ glp, Vg2o, and on Y axis the quantity [(Vgl + Vg2)}¢0lo + Vg20)]/ (V gl +V g2p) -100, are
represented. Dark regions refer to the best noise tempenaints.

In order to optimally constrain the bias space (excludingfigurations characterised by poor per-
formance) a pre-tuning test has been devised to be run wkehkhreference loads are a5 K
and the receivers observe a naturally imbalanced sign&l K from the sky and- 25 K from the
reference loads).

This imbalance allows us to calculateahfactor (see eq.3.8)) slightly different with respect
to eq. B.5), without actually changing the input temperature, andefoge provides a means to
broadly identify regions where to concentrate the biasscan

Tref+Tn ~ E —Y*
Tsky+ Th Vsky
- Tret — Y™ X Tky
Th =~ v o1 (3.8)

In figure 16 we show an example of tuning results obtained during staddivel tests using
the intrinsic signal unbalance when the reference load was2® K (left panel) and using the full
dataset acquired during the cooldown (right panel).

The main benefit of the Hyper Matrix Tuning strategy condistiés capability to optimizing
at one time both Noise Temperature and Isolation; in faet,nleasured performance correspond
to the bias quadruplet that will be eventually chosen (wthike pure 'matrix’ scheme requires us
to separately optimize noise temperature on each ACA arg,abthe end, to mix bias pairs into
quadruplets: such a scheme is intrinsically unable to maaglsolation and also you do not know
the phase of the individual tuning when you combine them).
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Figure 16. Matrix tuning results obtained with the “Pretuning” (lgfanel) and standard (right panel)
tuning methods during satellite-level tests. The comparghows that it is possible to identify at first order
the best performance region with a single bias sweep, @eapgolute noise temperatures can be different
due to asymmetries’ in the two legs; differences reduce whemthermal offset sky — ref increases, even if
possible non linear effects can get stronger. In the casepted here, the offset was about 20K.

More benefits are related with the larger 4-dimensional $ieee (many gate voltage combi-
nations are included), and with the fact that possible gtedtops due to coupling in paired ACAs,
when they are tuned separately per gate voltage pairs, analyconsidered when changing bias
in quadruplets and the amplifiers are naturally combinet thi¢ correct phases.

Last but not least, with the Hyper Matrix strategy the leviesignals collected by back end
amplifiers and diodes is the same during the tuning as in redraamditions after setting the optimal
bias. With only one ACA on, the signal level is half the nontjna the matrix scheme, bias are
separately optimized in the two coupled ACAs, implying tiet signal level changes when the two
optimal bias pairs are combined to provide the optimal quilét. Both solutions could provide
inaccurate results, due respectively to possible nondiresponse of the radiometers and to the
bias cross talk between the paired ACAs.

Full results are provided in appendi(see table).

Drain Voltage Tuning. Dedicated tests were performed on Flight-Spare units (R@08eek for
further improvements in performance by tuning also therdvaitage.

Results confirmed that Vd Tuning can improve noise (fidifeand Isolation performance. During
CPV Tuning, it is planned to be run only for three Vd values p&A, changed with a matrix
scheme on the two paired ACAs, over a subset of fifteen gatagemlguadruplets individuated by
applying the Pre-Tuning scheme. Hence, the bias spaceetd@comes six-dimensional, at least
for those few combinations expected to provide the besbpmdnce.
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Tn min= 22.18 at vgl= 206 vg2= 112 vd= 164 Tn min= 21.57 at vgl= 213 vg2= 57 vd= 150
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Figure 17. Vd change from nominal 164 DEC (left panel) to 150 DEC (riganel) during FS 30 GHz ma-
trix tuning. Noise Temperature seems to improve, altholightty (about 0.6K). Dedicated tests performed
on Flight Spare Units (2008) confirmed that Vd Tuning can ewa further improvement.

4 Back-end electronics

4.1 Analog signal processing

The 44 analog voltage outputs from the radiometer back-erdluias are digitised in the DAE box
by 44 16-bit ADC converters. In particular the signal is mesed as follows:

X[V] — (x—Vo) — (X—Vo) x Gpag — Y[14-bit value] 4.2)

whereVp andGpag represent the offsets and gains which can be set indepénétaraach channel.
The voltage offseY ranges from~ 0 V to ~ 2.5 V and is programmable in 256 steps, whie
ranges from 1 to 48 in 10 steps.

The optimization is simple, &% is chosen to make the signal average slightly above 0 Volt
and Gpag is chosen to use about 75%-80% of the full ADC dynamic randee Qest values can
therefore be derived analytically from the output mean daddard deviation.

The values oy and G are recorded into the housekeeping telemetry, so that ¢malsat
the output of the back-end module can be reconstructed glgriound analysis by inverting the
relationship in eq.4.1).

Optimal offset and gain parameters that resulted in duratglige-level tests (i.e. in the most
flight-representative conditions) are listed in tatle

DAE no-fly zone. During the RAA tests we discovered an unexpected behavibtireoDAE.
When exercising various values fof, it is expected that the error in the reconstructed signal
€ = x— X exhibits small fluctuations, and thafiy = &, as sky and the reference signals are
acquired at the same time and pass through the same detebdm As a consequence, the
difference\isky—f(ref\ should remain the same for different values/gfif the input loads do not
change significantly.

Instead, we discovered that for some well localized valli&s the value oﬂisky - iref\ shows
sudden jumps. These effect varies with the voltage levdi®@®™DC and disappears when sky and
reference inputs are perfectly balanced.
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Table 4. Back-end voltage offset and gain optimal parameters. 42 Gtdnnels required the largest DAE
Gain, because of their very low voltage output.

M-00 M-01
Gain Offset (V) Gain Offset (V)
LFI18 1 15 1 2.0
LFI19 2 1.0 2 1.0
LFI20 2 1.0 2 1.0
LFI21 3 0.5 3 0.5
LFI22 6 0.3 6 0.3
LFI23 2 0.8 2 0.8
LFI24 24 0.0 24 0.0
LFI25 8 0.0 8 0.0
LFI26 16 0.0 12 0.0
LFI27 3 0.5 3 0.5
LFI28 3 0.5 3 0.5
S-10 S-11
Gain Offset (V) Gain Offset (V)
LFI18 3 0.6 3 0.6
LFI19 4 0.5 4 0.5
LFI20 2 1.0 2 1.0
LFI21 2 0.9 2 0.9
LFI22 6 0.3 6 0.3
LFI23 2 0.8 4 0.5
LFI24 16 0.0 16 0.0
LFI25 8 0.0 12 0.0
LFI26 8 0.0 8 0.0
LFI27 3 0.5 3 0.5
LFI28 3 0.5 4 0.5

The root cause of this effect has not been understood. Howevkave carefully characterised
the affected offset regions for each channel; these redaatied “no fly zone”, i.e. the set of values
of Vg, as function of the absolute signal unbalancing, shown irdi8) that cover less than 10%
of the whole offset range, will be avoided during instrumepération.

4.2 Digital signal processing

At the full sampling rate of 8192 samples/sec the output datafrom all scientific channels of
the 14-bit ADC is of the order of 575 Mbps, largely exceding thlemetry requirement of 53.5
Kbps (including about ten Kbps reserved to housekeepinglagphostic telemetry). Digital signal
compression is therefore necessary to be able to downl@agdrtdduced telemetry to Earth]]
This compression is achieved in three steps carried outd$itmnal Processing Unit in the REBA
box [10Q]:
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Figure 18 The critical values foly where the differential effect evidence is limited to a narmegion
(nicknamed “no fly zone”) when plotted against the absolutpat voltagex X axis) and the value 0¥,

in decimal units (Y axis). Red and blue points denote thelre$weryogenic tests (performed at 20K in
September 2006) and warm tests (performed 800K in October 2006). Sky and reference samples are
distinguished by their shape (empty squares for the skgdfitircles for the reference). Note that the 44
ADCs show a remarkable tendency to lie along the same liret tfzat the line is the same for warm and
cryogenic tests.

e data downsampling from 8192 Hz t0100 Hz (the actual sampling rate is programmable
and dependent on the frequency channel);

e alossy digital signal quantisation step;
e alossless compression step.

The lossless compression performance, in particularitisalty dependent on the signal noise
statistics, that need to be as close as possible to white.n®fss is achieved by transforming the
sky and reference load data streams (which are charactérysa strong 1f noise component) into
two differential data streams according to the followingnfiala:

(Vskya Vref) - (V17V2)7 (4-2)
where

Vi = Vsky_ r1Vref
V2 = Vaky — 2 Ve, (4.3)
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which greatly reduces the flfluctuations. The parameters andr,, that can be controlled and
uploaded into memory, must be tuned in order to ensure teabrihground reconstruction of the
total power data streams is not affected by errors.

The two differential data streams are then quantised acaptd the following formula:

Q =round[(Vi+0)x ], i=12 (4.4)

where and§; are an offset and a quantisation factor. Finally the downgead and quantised
differential data streams are then compressed by a lossdeggression algorithm before building
telemetry packets.

The optimal set of parameter$?] ry, ro, ¢ and§; can be found in two phases: (i) first the
data are acquired unquantized and uncompressed and thebpéirameters are found by applying
a software model of the Signal Processing Unit to these détadifferent sets of quantisation
parameters; (ii) then the optimal parameters are uploagl#tetinstrument and data are acquired
in quantised and compressed mode in order to verify thatéseet compression rate is met and
that the scientific quality loss is negligible.

In table5 we list the optimal parameters found during satellitedl¢gsts. With those values
the telemetry constraints have been largely met with a n@hloss in signal quality, obtaining a
ratio between the noise standard deviatioand the quantisation stegwell within the scientific
requiremenio/q 2 2.

5 Conclusions

The Planck-LFI instrument scientific performance crifigalepends on a number of parameters
that need to be tuned before starting nominal operations.

Bias voltages and currents to front end amplifiers repreabennost critical parameters as they
determine the final receiver sensitivity and isolation. Buthe complex instrument grounding and
thermal distribution these biases need to be tuned evegydimironmental conditions change, and
therefore a tuning activity has been performed at each sihgee test campaign. In this paper
we have shown how the bias tuning strategy has evolved inujn® the current strategy that is
about to be applied during flight calibration and foreseesrapgiex scheme to scan efficiently the
4-dimensional bias parameter space.

Also the back-end analog and digital electronic units neelet tuned in order to optimise
the signal scientific quality. In particular the receivetpu voltage must be adapted to the ADC
dynamic range using a programmable gain/offset stage ard difjitisation the signal must be
further quantised and compressed to comply with the adeiledemetry bandwidth. We have
shown how all these parameters can be optimised througleateditests and we have presented
the most up to date parameters obtained during sateNitd-ests.

At the time of writing the satellite is approaching L2 and itdlight calibration phase has just
begun. This will be a critical time in which the final tuningl\ie performed and the instrument
scientific performance will be definitely set.
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Table 5. Digital quantisation optimal parameters.

Channel r ro S C Eq,diff

1800 1.042 0.958 4.073 2.390 0.03b8
1801 1.042 0.958 3.161 2.380 0.0348
1810 1.042 0917 2.765 2.380 0.03562
1811 1.042 0.958 3.651 2.380 0.03b7
1900 1.042 0.958 3.727 2.390 0.03b6
1901 1.042 0.958 3.374 2.380 0.0343
1910 1.042 0.958 3.265 2.370 0.0346
1911 1.042 0.958 2.767 2.350 0.03B7
2000 1.042 0.958 3.413 2.380 0.0343
2001 1.042 0.958 3.130 2.360 0.0342
2010 1.042 0.958 3.446 2.380 0.0346
2011 1.042 0.958 3.529 2.380 0.0347
2100 1.042 0.958 4.120 2.400 0.0350
2101 1.042 0.958 4.377 2.400 0.03b2
2110 1.042 0.958 4.293 2.410 0.0360
2111 1.042 0.958 4.050 2.400 0.03b4
2200 1.042 1.000 3.684 2.340 0.0341
2201 1.042 1.000 3.345 2.330 0.0320
2210 1.083 1.000 3.085 2.360 0.03b2
2211 1.083 1.000 2.603 2.340 0.0339
2300 1.042 1.000 5.096 2.380 0.03b9
2301 1.042 0.958 4.366 2.410 0.0363
2310 1.042 0.958 4585 2.410 0.0360
2311 1.042 0.958 4.098 2.400 0.03b5
2400 1.042 0917 4.375 2.430 0.03}72
2401 1.083 0.875 3.374 2.430 0.0362
2410 1.042 0917 4.490 2.430 0.0356
2411 1.042 0917 4.827 2.440 0.0366
2500 1.042 0917 6.351 2.450 0.03B82
2501 1.042 0.917 6.699 2.460 0.0380
2510 1.000 0.958 5.698 2.390 0.0349
2511 1.042 0.917 5.289 2.440 0.0372
2600 1.000 0.917 4571 2.420 0.03b7
2601 1.042 0.875 4.824 2.440 0.03}72
2610 1.042 0.917 5.866 2.450 0.0369
2611 1.000 0.958 7.496 2.430 0.0349
2700 1.042 0.833 3.099 2.410 0.0328
2701 1.000 0.085 2.930 2.390 0.0307
2710 1.000 0.875 3.299 2.400 0.03b1
2711 1.042 0.875 3.438 2.420 0.0362
2800 1.083 1.000 3.634 2.380 0.0338
2801 1.083 1.000 2.984 2.350 0.0327
2810 1.042 0.958 4.130 2.400 0.0349
2811 1.042 0.958 3,583 2.380 0.0341

23—



Figure 19. Feed horns in the LFI focal plane. Each feed horn is taggeal lapel running from LFI18 to
LFI28. LFI18 through LFI23 are 70 GHz receivers, LFI24 thgal FI26 are 44 GHz receivers and LFI27,
LFI128 are 30 GHz receivers.
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A LFl receiver and channel naming convention

The various receivers are tagged with labels from LFI18 tt2BFas shown in figurd9. Each
of the two radiometers connected to the two Ortho Mode Tracexd(OMT) arms are labelled
as M-0 (“main” OMT arm) and S-1 (“side” OMT arm) while the twaitput detectors from each
radiometer are labelled as 0 and 1. Therefore with the &1 8S-1, for example, we indicate
the radiometes of the receiver LFI18, and with the labeFI24M-01 we indicate detectot of
radiometeM-0 in receiver LFI24.

B Comparison of tuning results

LNAs Tuning results are presented in the following tablesthtbias setting and performance are
displayed. As explained in this paper, performance coraparalong the different test campaigns
(FEM level, RCA, RAA, CSL) is not straight because of the @iéint test conditions, affecting

results. Hence, comparison is given only for completersasge the main objective of the Tuning

is to find the optimal bias comparing performance measurgtidnsame test condition, that is

within the same test campaign (for a detailed descriptiah@LFI performance seé]and [27]).
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Table 6. Relative comparison of phase switch optimal biases betwéterent test campaigns. Results are
given as a percentage of the CgElandl, phase switch bias currents.

CSLvs. RAA CSLvs. RCA
HORNID PH-SWID [11% 12% | 1,% 1,%
LFI24 o(M2) 15 20 | 39 19
LFI24 1(M1) 16 1 15 9
LFI24 2(S2) 10 16 | 32 14
LFI124 3(S1) 3 0 34 7
LFI25 oM2) | 40 8 2 7
LFI25 1(M2) 0 2 42 1
LFI25 2(M2) 4 2 41 1
LFI25 3(M2) 2 12 | 22 10
LFI26 o(M2) 13 19 0 17
LFI26 1(M2) 17 4 45 7
LFI26 2(M2) 18 10 | 39 8
LFI26 3(M2) 15 10 | 25 9
LFI27 o(M2) 20 14 | 16 12
LFI27 1(M2) 15 0 20 4
LFI27 2(M2) 15 20 | 23 14
LFI27 3(M2) 14 9 15 12
LFI28 o(M2) 2 13 2 13
LFI28 1(M2) 4 20 | 18 8
LFI28 2(M2) 1 15 | 13 8
LFI28 3(M2) 14 23 | 27 14
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Table 7. Comparison between LNAs optimal bias settings at diffeTest levels (FEM, RCA, RAA, CSL)
for the 30 GHz and 44 GHz channels. Because bias are measulsedt®AE driver level, bias at FEM
connectors level are obtained from these by model, corisgi¢ne cryo-harness resistance of one stand
alone RCA or of one entire power group (containing severaA&C
Va Vg

RCA Ch. FEM RCA RAA CSU FEM RCA RAA CSL
LFI18 0(S2)| 1.50 150 153 1.59 1.61 161 156 1.56
LFI18 1(S1)| 1.45 1.45 1,53 1.46 1.47 147 150 1.50
LFI18 2(M1)| 1.50 150 1.71 1.45 150 150 1.72 1.48
LFI18 3(M2)| 1.50 150 136 1.51 1.52 152 127 153
LFI19 0(S2)| 147 147 169 156 156 156 155 1.66
LFI19 1(S1)| 156 156 164 163 156 156 155 158§
LFI19 2(M1)| 150 150 1.61 1.59 1.52 152 1.48 154
LFI19 3(M2)| 1.50 1.50 1.67 1.59 1.47 147 148 1.57
LFI20 0(S2)| 1.48 148 149 1.40 157 157 151 150
LFI20 1(S1)| 148 148 158 1.49 157 157 159 1.66
LFI20 2(M1)| 148 148 1.70 157 155 155 153 1.64
LFI20 3(M2)| 152 152 1.75 1.61 157 157 155 1.66
LFI21 0(S2)| 149 149 148 159 161 161 157 1.64
LFI21 1(S1)| 145 145 144 131 141 141 145 1.44
LFI21 2(M1)| 146 146 1.48 1.45% 149 149 152 152
LFI21 3(M2)| 145 145 155 1.43 141 141 137 1.44
LFI22 0(S2)| 145 145 166 15% 150 150 150 153
LFI22 1(S1)| 142 142 154 153 1.39 139 138 142
LFI22 2(M1)| 142 142 134 153 142 142 154 145
LFI22 3(M2)| 143 143 134 133 144 144 132 131
LFI23 0(S2)| 1.48 148 143 147 150 150 1.72 1.6]
LFI23 1(S1)| 1.53 153 152 1.40 153 153 128 1.63
LFI23 2(M1)| 151 151 1.72 1.60 146 146 140 1.48
LFI23 3(M2)| 153 153 1.75 163 148 148 150 151
LFI24 0oM2)| 120 133 139 138 120 1.18 0.85 1.05
LFI24 1(M1)| 1.20 133 137 120 1.20 119 155 1.5
LFI24 2(S2)| 1.20 124 120 134 120 1.19 134 1.06
LFI24 3(S1)| 1.21 1.05 120 1.20 1.21 1.19 1.06 1.19
LFI25 0o(M2) | 1.20 135 129 1.41 121 1.19 1.27 1.06
LFI25 1(M2)| 1.20 135 1.34 122 120 110 1.06 1.06
LFI25 2(M2)| 1.20 125 139 134 1.20 119 1.15 1.5
LFI25 3(M2)| 120 125 122 132 120 1.19 125 1.06
LFI26 0O(M2) | 1.21 146 147 133 1.21 1.32 1.17 1.12
LFI26 1(M2)| 1.20 1.46 148 1.48 1.20 1.10 1.22 0.94
LFI26 2(M2)| 1.20 135 148 1.48 120 149 112 1.12
LFI26 3(M2)| 120 155 138 1.38 1.20 0.99 134 1.34
LFI27 0OM2)| 140 169 170 1.69 -1.40 -1.41 -1.40 -1.41
LFI27 1(M2)| 140 169 181 1.78 -1.40 -1.41 -1.41 -1.83
LFI27 2(M2)| 1.38 166 165 1.62 -1.41 -1.78 -1.92 -1.5§
LFI27 3(M2)| 1.41 167 193 1.83 -1.41 -1.11 -0.98 -1.27
LFI28 0O(M2)| 140 175 1.78 1.77 -1.40 -1.90 -1.56 -1.54
LFI28 1(M2)| 1.39 176 171 1.70 -1.41 -0.93 -1.30 -1.31
LFI28 2(M2)| 140 156 159 1.70-1.40 -1.80 -1.86 -1.94
LFI28 3(M2)| 140 175 182 1.81 -1.41 -1.11 -1.09 -1.09
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Table 8. Comparison between LNAs Tuning results at different Tegels. Optimal Noise Temperature
and Isolation resulting from CSL test campaign are compaiddRAA and RCA results. Results at Unit
level are not included because of the very different setuygitions: sky and reference horns and loads were
replaced by waveguide microwave matched loads and BEMs afithiere missing.

Noise Temperature Isolation

MAIN SIDE MAIN SIDE

RCA | RCA RAA CSL RCA RAA CSL RCA RAA CSL RCA RAA CSL
LFI18 | 36.0 N.A. 27.7| 345 36.6 281 -13.3 -12.3 -154 -11.0 -12.7 -14.§
LFI19| 32.3 37.2 26.4 329 36.4 29.-15.7 -13.0 -13.8 -14.5 -20.0 -15.8
LFI20| 34.7 40.8 29.1 359 418 32.3-15.8 -20.0 -17.3 -13.4 -12.0 -15.7
LFI21| 279 324 240 354 432 32.-12.7 -200 -16.3-10.3 -74 -7.8
LFI22| 30.6 39.1 278 31.1 416 28.4-11.8 -11.5 N/A|-11.8 -10.1 -14.2
LFI23 | 35.0 39.2 305 325 51.3 31.7-122 -95 -16.0 -13.8 -12.7 -19.8
LFI24 | 154 N.A. 18.1| 158 17.3 19.1 -12.0 -20.0 18.1 -10.4 -18.6 -19.4
LFI25| 17.7 181 174 185 17v.8 17.71-10.7 -20.0 17.4|-11.7 -20.0 -20.9
LFI26 | 179 152 229 16.6 152 13.8 -11.3 -16.3 22.9 -13.7 -20.0 -19.2
LFI27 | 12.0 10.9 13.7 12.7 129 15.1-129 -20.0 13.7|-14.6 -20.0 -20.0
LFI28 | 10.5 10.7 13.8§ 9.9 9.7 144 -106 -16.6 13.8/ -10.4 -144 -13.4
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