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ABSTRACT. The Planck Low Frequency Instrument (LFI) will observe tBesmic Microwave
Background (CMB) by covering the frequency range 30-70 GHthiee bands. The primary in-
strument data source are the temperature samples acqyithd B2 radiometers mounted on the
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Planck focal plane. Such samples represent the scientificodld FI. In addition, the LFI instru-
ment generates the so called housekeeping data by sametjintarly the on-board sensors and
registers. The housekeeping data provides informatiorheroverall health status of the instru-
ment and on the scientific data quality. The scientific andsbkeeping data are collected on-board
into telemetry packets compliant with the ESA Packet Teleynstandards. They represent the
primary input to the first processing level of the LFI Datad¢&ssing Centre. In this work we show
the software systems which build the LFI Level 1. A real-tisssessment system, based on the
ESA SCOS 2000 generic mission control system, has the mapope of monitoring the house-
keeping parameters of LFI and detect possible anomaliegleinetry handler system processes
the housekeeping and scientific telemetry of LFI, genegatimelines for each acquisition chain
and each housekeeping parameter. Such timelines repthsentin input to the subsequent pro-
cessing levels of the LFI DPC. A telemetry quick-look systallows the real-time visualization
of the LFI scientific and housekeeping data, by also calicgajuick statistical functions and fast
Fourier transforms. The LFI Level 1 has been designed tostghl the mission phases, from
the instrument ground tests and calibration to the flightaiens, and developed according to the
ESA engineering standards.

KEYWORDS. Real-time monitoring; Data Handling; Space instrumeaoitatinstruments for CMB
observations
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1 Introduction

The Planck Science Ground Segment comprises the LFI and Hifal Processing Centers (DPCs),
the Mission Operations Control Centre (MOC) and the Plancierge Office (PSO). The LFI
DPC is responsible of the data reduction and scientific msing of the LFI instrument, in order
to extract the maximum amount of scientific information anolvjde the data quality necessary to
achieve the objectives of the Planck missi@h [

The LFI DPC activities have been decomposed into 4 levelsh eame characterized by a
subset of the data products generated during the Planckomisi® particular, the main input of
the Level 1 is the raw telemetry of the instrument, compliith the format specified by the ESA
Packet Telemetry Standard] [and the Packet Utilization Standar8)].] Additional auxiliary input
data is necessary to associate the telemetry data to agemigting of Planck and to correlate
the on-board time (OBT) with the Universal Time (UTC) duriflight operations. The Level 1
produces as output Time Ordered Information (TOI), i.eetiseries, of each housekeeping and
scientific parameter of LFI, together with additional diagtic information necessary to monitor
the health of the instrument and the data quality. The TOttegrimary input of the Level 2 and
are also part of the final products of the LFI DPC versus thensiéic community (after calibration
and removal of systematic effects). They will also be usezt¢ate maps of the main astrophysical
components.

This paper describes the software systems which are pdmt dfdvel 1 of Planck/LFI. AReal-
Time Assessment syst@RTA), based on the SCOS 2000 generic mission control systemAf ES



provides monitoring tools to perform a routine analysishaf Epacecraft (S/C) and Payload (P/L)
Housekeeping (HK) telemetry. Aelemetry Handling syste(MMH) processes the raw telemetry
packets by extracting the HK parameters and by uncompiessid decoding the LFI scientific
samples (SCI); it produces homogeneous timelines for edClatl SCI parameter. A timeline
contains for each sample, the OBT time, its raw and calidreédue together with additional flags
on the data quality. Arelemetry Quick-Look systgffiQL) provides interactive quick-look analysis
tools, specific for the LFI instrument, to check both the S@l BIK telemetry and verify the normal
behavior of the instrument.

The Level 1 software has been designed and developed in wrdeipport all phases of the
Planck/LFI mission, from the instrument ground tests, ignand calibration to the integration
tests and the flight operations. Priority has been givendaltvelopment of the core functionali-
ties, common to all mission phases, and to maximizing codsereln this paper, we describe the
software versions in use during the ground test campaigessi called Flight Models). The verifi-
cation and validation of the Level 1 software, performedading to the ESA software engineering
standard, has been described4h [

2 The LFI on-board data processing and telemetry structure

2.1 The on-board processing

In order to fully understand the operations performed byLtinel 1 software, and in particular by
the TMH/TQL systems, on the LFI scientific telemetry, we fipsbvide an overview of the LFI
acquisition chain and on-board processing.

The heart of the LFI instrumeng] is an array of 22 radiometers fed by 11 corrugated feed-
horns arranged in a circular pattern in the Planck focalglarhe receivers operate at three well
separated bands: 30, 44 and 70 GHz. For each feedhorn, anamdiie transducer separates the
two orthogonal polarization components. Each radiometer differential pseudo-correlation re-
ceiver [6] where the signals from the sky and from a reference loaddtdlie constant temperature
of 4 K are combined by a hybrid coupler, amplified in two indegent amplifier chains, passed
through a phase switch and separated out by another hybralphiase switch adds 0/180 degrees
of phase lag to the signals and it is switched at 4 kHz syndusly in one of the two amplifier
chains.

Hence, each radiometer provides two analog outputs, oreafdr amplifier chain. In a nomi-
nal configuration, each output yields a sequence of altiemadbag, Tsky Signals at the frequency of
the phase switch. By changing the phase switches configaratie output can be a sequence of
eitherTsyy or Tioad Signals.

The conversion from analog to digital form of each radiometéput is performed by a 14 bits
Analog-to-Digital Converter (ADC) in the Data Acquisitidalectronics unit (DAE). The DAE
transforms the signal in the ran@e2.5v,+2.5V]: first it applies a tunableffset Opag, then it
amplifies the signal with a tunabbgin, Gpag, in order to make full use of the resolution of the
ADC, and finally the signal is integrated. To eliminate phawéch raise transients, the integration
takes into account alanking timei.e. a blind time in the integrator where data are not carsid.
The default value of the blanking time is 7.5. Both theOpag, the Gpag and the blanking time
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Figure 1. Schematic representation of the scientific on—board |g=icg, processing parameters and pro-
cessing types for the LFI. The diagram shows the sequencpesftions leading to each processing type:
coadding, mixing, requantization (Requant) and compoes<TMP).

are parameters set through the LFI on-board software. Thatieq applied to transform a given
input signaV, into an outpuiy; is

Vout = Gpae (Vin + Opae) + Zpae (2.1)

with Gpag = 1, 2, 3, 4, 6, 8, 12, 16, 24, 48pae is one of 255 possible offset steps from +0 up
to +2.5 V and wher&pag is a small offset introduced by the DAE when applying a selécfain.
The values ofGpag andOpag are set by sending, through specific telecommands, the DAE Ga
Index (DGI) and the DAE Offset Index (DOI) associated to tleeitkd values. A calibration table
is needed for each offset step in order to best estimate haw nudts have been removed.

The ADC quantizes th¥,; uniformly in the range-2.5V < Va4 < +2.5V, so that the quan-
tization step igjapc = 0.30518 mV. The quantization formula is

P= round[ Vou ] , (2.2)
Oapc

and the output is stored as an unsigned integer of 16 bits.

The digitized scientific data is then processed by the RaelierElectronics Box Assembly
(REBA) which runs the LFI on-board software. The REBA is dlscharge of processing the HK
data (e.qg. digital conversion of temperatures and voljageeping the OBT register synchronized
with the S/C on-board clock, the generation of the LFI HK ai@l &lemetry packets, the inter-
pretation and execution of the telecommands sent from grtuthe Spacecraft and in general the
management of the entire instrument.

According to the ESA Standards, a source packet must incla@gldition to the source data, a
minimum of information needed by the ground system for thguagition, storage and distribution
of the source data to the end user. The source data is dividedéveral telemetry packets if it
exceeds a prescribed maximum length.



Hence, the REBA processes data from each on-bdata sourcen form of time series which
are sampled at discrete times and split into packets to liésERarth. Since, in the Planck satellite,
the telemetry packets of an entire operational day aredtote an on-board mass memory and
then transmitted to the ground station during the Daily T@&tenmunication Period (DTCP), the
telemetry budget of the LFI instrument must not exceed thé 6f 53.5 Kbps. To satisfy this limit,
the REBA implements 7 acquisition modes (processing tywé&h reduce the scientific data rate
by applying a number of processing steps. Figlrdustrates the main steps of the on-board
processing and the corresponding processing types (PTypes

e PType 0in this mode the REBA just packs the raw data of the seledted el without any
processing.

e PType 1 consecutive sky or reference—load samples are coaddedtaratl as unsigned
integers of 32 bits. The number of consecutive samples tmhdded is specified by the
Naver parameter.

e PType 2 in this mode, two main processing steps are applied. Fiests of averaged sky
and reference—load samples, respecti@ly, and Seag, are mixed by applying two gain
modulation factors, GMF1 and GMF2;

P = §sky—Gl\/”::l-‘Soad (2-3)
P, = Siy— GMF2- Spad (2.4)

The operations are performed as floating point operationsenTthe values obtained are
requantized converting them into 16-bit signed integers:

Qi = roundSECONDQUANT (P, + OFFSETADJUST)] (2.5)

e PType 3 with respect to PType 2, in this mode only a single gain maiiluh factor is used,
GMF1, obtaining:

P= §5ky— GMF1-Spaq (2.6)
and analogously to PType 2, the value is requantized obtaibé-bit signed integer.

e With the processing typdaType 4 PType 5PType &he REBA performs a loss-less adaptive
arithmetic compression of the data obtained respectivily tive processing types PType 0,
PType 2 and PType 3. The compressor takes couples of 16 blbengnand stores them in
the output string up to the complete filling of the data segrfmmnthe packet in process.

The set of REBA parameters— Ngawern GMF1, GMF2, SECONDQUANT and
OFFSETADJUST — can be selected for each of the 44 LFI channels inuigogly by send-
ing dedicated telecommands. The calibration of the REBApa&ters has been detailed M.The
REBA can acquire data from a channel in two modes at the sanee fThis capability is used to
verify the effect of a certain processing type on the datdityueSo, in nominal conditions, the
LFI instrument will use the PType 5 for all its 44 detectorsl @very 15 minutes a single detector,



in turn, will be processed also with PType 1 in order to padallly calibrate the gain modulation
factors and the second quantization. The other procesgpes tare mainly used for diagnostic,
testing or contingency purposes.

The HK data processing is simpler since, basically, all tkesburces are polled at fixed times
and analog sources are converted into digital form throung®-bits linear ADC. The HK parame-
ters are then grouped by: sub-system, information stagse(@ial, nominal), purpose (monitoring,
diagnostic) and sampling rate. Each group is tagged withglesOBT time and stored in the same
telemetry packet.

In order to properly transform a data segment within a teteygacket into a time series, each
SCl and HK packet contains a time field associated to the firap¢e of the data segment. A clock
internal to the REBA generates the sampling periods andnfteuiment OBT. Unavoidable drifts
in the on—board clock lead to a loss of precise synchrowizdietween the OBT and the universal
time. For this reason the OBT is converted at ground to UTQuW&fsal Time Correlated).

2.1.1 Telemetry Packet Structure

HK Packet

Packets generated by the REBA follow
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vice generating the packet (e.g. TC Verification, HK dataorépg, Event reporting) and the on-
board reference time of the packet.

The sequence counter of the packet contains a sequential (coodulo 16384) of each packet
by each source application process on the spacecraftoltsathe ground segment to detect possi-
ble gaps in the telemetry flow. The OBT is stored as a 48-bi fieICUC format, as specified in
the PUS.

The aforementioned services are group of functionalitdsetimplemented on-board the satel-
lite. Standard services are defined by the ESA PUS and areelpigdentified by a couplet of
numbers Type, Subtype). A service is invoked by a service request (telecommanccequacket)
which will result in the generation of zero or more serviceais (telemetry source packet). Since
a single service can generate several types of telemetkgisoevith different structures, additional
fields within the packet can be necessary to uniquely ideatifl properly parse a telemetry packet.
Hence, in Planck most of the TM packets have a Structure 1D (®ID). The set of fields (APID,
Type, Subtype, SID) within a packet is used by the ground software to idgnktie data segment
structure and extract the HK or the SCI samples.

Since the ESA PUS addresses only the utilization of telecantimpackets and telemetry
source packets for the purpose of remote monitoring andaooit subsystems and payloads, an
additional custom set of services has been defined by the RIKANIssion in order to handle the
scientific telemetry.

2.1.2 Mapping SCI data into packets

After the SID, SCI telemetry packets contain a tertiary leeaaf fixed length that includes the
identifier of the detector that has generated the data, theepswitch status, the processing type
applied to the data, the REBA parameters used for the pringessd the total number of samples
stored in the packe®].

For the processing types PType 0, 1 and 4 the switching sthfises whether the packet
contains a sequence of interleaved sky and reference—aglas, or a sequence of only sky or
only reference—load data. For PTypes 2 or 5 the switchirtgstpecifies the kind of sequence of
samples produced by the demixing procedure applied at drobar PTypes 3 and 6 it specifies
which type of samples have been differentiated on-board.

The data segment of each SCI packet is filled up to the maxinemgth of 980 bytes. If
data are compressed, the compressor stops the processiag dfta when the maximum length
is reached. The number of compressed samples is stored fartla@y header in order to verify
the consistency of the decompression. In case the acquisgistopped, by sending a proper
telecommand, the buffers of the REBA are flushed by storiagegmaining data in new TM packets
until the buffers are empty. In that case, packets much shtran the maximum length may be
generated.

At ground, packets have to be grouped according to theirecordnd sorted by time, an ac-
tion calledregistrationand time unscrambling. Each packet contains all the reteaéormation
to decode/decompress the data, register the data source@mbstruct the appropriated OBT of
the packet. A packet contains consecutive samples prodocedgiven detector and generated
according to a given processing type and for a given set afgssing parameters. Any telecom-



mand that changes one or more processing parameters fogradgptector must be preceded by a
telecommand stopping the acquisition.

In order to allow proper time reconstruction of all sciewtiiamples, the OBT of each SCI
packet corresponds to the time at which the first sample irptuket has been acquired. The
time of the other samples within the packet is calculate@dan the packet OBT and the channel
frequency.

2.1.3 Mapping HK data into packets

The mapping of HK data into telemetry packets follows thesyprovided in the ESA PUS. No

compression is applied to the data segment and each fielccbfsggment is either a parameter
field containing a parameter value or a structured field ¢oimz several parameter fields. The
PUS only indicates the parameter types of the parametesfielthe packet structures, such as
boolean, enumerated, signed/unsigned integers withreliffeoctet sizes, real, character-string,
absolute/relative time.

In general, in the HK packets the SID is followed by a sequesfoelues of housekeeping
and diagnostic parameters that are sampled once per amflécterval. The time of the samples
correspond to the OBT of the packet.

In LFI, some of the HK packets are periodic, i.e. produced muyalar basis by the instrument,
while others are produced only under particular conditiofise periodic HK packets report con-
tinuously the parameters of the instrument. They are ¢ladsh essential HK, fast HK and slow
HK, according to their sampling rate. The essential teleyristintended to be delivered to ground
during the operations of the instrument when the satellidlec@pability is limited by the use of the
Low Gain Antenna. They are sent once every 32 seconds. Theefasietry is sampled once per
second. To avoid the generation of frequent short packetse of the fast telemetry packets are
super-commutated: the data segment is split into four ®itisfihaving the same structure (same
parameters at the same relative offset). Each sub-fieldnplsa once per second and hence the
whole packet is delivered every 4 seconds. Finally, the sédametry is generated once every 64
seconds.

The non-periodic telemetry includes packets which are igéeé only in response to a given
telecommand (non-periodic packets) or packets, such agsesad alarms, that can be automati-
cally generated on-board when a certain condition arises.

3 The Level 1 software system overview
The LFI Level 1 software system is composed by three mainystdsis (figuret):

e a Real-time Assessmesystem. Based on the standard ESA SCOS-2000 system (Space-
craft Control & Operations System), it provides tools fornitoring the overall health of
the instrument and detect possible anomalid§. [The housekeeping data to be monitored
include: temperature sensors output and stability, powasamption of individual units,
cooling system parameters. Another set of tools is dedidatéhe control of the instrument;
they provide interfaces to select specific telecommandssantheir parameter values, send
the telecommands to the instrument control unit (the REB#) eceive TM reports on the



Figure 4. Level 1 architecture and data flow, showing the main comptnef each subsystem. The
EGSE subsystem of SCOS receives the telemetry data from EHBRARThe Packet Distribution System
(PDS) forwards the telemetry packets to the Real-Time Assent (RTA) displays, the History File Archive
(HFA) and to the Flight Dynamic Interface (FDIF). Packets properly parsed using the information stored
in the Mission Information Base (MIB). The SODA task recsaitie real-time telemetry through the FDIF
interface and forwards it to the TMH/TQL system. The offelianalysis of the TOI generated by the TMH,
during the LFI calibration campaign, was performed usirgltAMA software [L0].

execution status of each telecommand queued. Scriptingbdaigs are also provided in
order to automatize and simplify the testing proceduresduhe ground test campaign.

e aTeleMetry Handlersystem. The TMH has been mainly developed by a team of the ISDC
data centre in Geneva, by reusing part of the software msedbky have developed for the
INTEGRAL gamma-ray missionlp)]. It receives the raw telemetry directly from the instru-
ment, during the ground tests, or from the Mission Opera@tentre (MOC), during Flight
Operations. The TMH implements the so called Level 1 pigelansequence of processing
steps that starts with the reception of the raw telemetrythatterminates with the produc-
tion of SCI and HK timelines, properly calibrated and cotwérinto physical units.

e aTelemetry Quick-Lookystem. The TQL system provides a set of graphical toolssioa
ize the SCI and HK data, display them in real-time and cateslan-the-fly quick statistical
functions and fast Fourier transforms. The same set of @a@salso used to display the
archived data. It provides several independent views ofitita by supplying information
on the source of the SCI telemetry flow at a given instant gradier and detector) and the
processing type applied to a given detector data, higlitightelemetry gaps and producing
XY-plots for the HK and SCI timelines, correlation plots dmdtograms.

3.1 SCOSintheLFILEVEL1

SCOS 2000 is the generic mission control system software of £&# runs under Sun/Solaris and
Linux operating systems. It supports CCSDS telemetry deddaenmand packet standards, and the

Iwww.egos.esa.int/portal/egos-web/products/MCS/S@DE2


http://www.egos.esa.int/portal/egos-web/products/MCS/SCOS2000/

ESA PUS. Telemetry and telecommand packets structure tsrképe SCOS Mission Information
Base (MIB). This database is built for each mission, by pimg a set of ASCII tables (MIB
tables) that follow the format specified in the SCOS MIB Ifaee Control Document (ICD).

In addition to a set of configurable tasks that can be diratdld to control and monitor an
instrument,SCOS 2000 is also a reusable library of components with an oljdented design
and using standard design patterns. ESAS 2000 is available under an open-source licensing
scheme, giving the possibility to customize existd@ps 2000 tasks or develop additional compo-
nents.

SCO0S 2000 is not able to process compressed scientific telemeththee available graphical
displays have still limited functionalities. For this reassC0S 2000 is mainly used as an EGSE
system (during the ground test campaign) and will also be tsenonitor and visualize the LFI
HK data during the flight operations. Since SCOS provides @ISP/IP and CORBA external
interfaces, it is also used as a telemetry gateway betweemstrument and the LFI TMH/TQL
system.

SCO0S 2000 is in charge of receiving the telemetry directly frore fiM source, filling and
maintaining a local database of raw packets, creating aflsiored packets, checking for missing,
damaged or duplicated packets, displaying HK telemetrydnyerting raw data into physical data,
generating and sending telecommands to the instrumentghrthe testing environment or the
MOC, checking OOL values and generating alarms to the amerat

The main task to configure the SCOS system for a particultnuiment is the definition of the
MIB database. It involves the mapping of all the instrumeKtathd telecommand packet structures
into a subset of the MIB tables. For instance, the Packet#tifdmtion table (PID) includes, for
each TM packet, the APID, Type, Subtype, and SID of that packpresenting its “primary key”.
A monitoring Parameter Characteristics table (PCF) inedidor each HK parameter to be moni-
tored, the parameter ID, its description and type, a reterdo the calibration curve to be applied.
A third table, the Parameter Location in Fixed packets téBle-), associates a parameter of the
PCF table to one or more packets of the PID table, by spegifgmoffset within the packet and
eventually the number of occurrences (for super-commditadekets). An analogous procedure is
followed to specify the telecommands structure. Additlonformation that can be provided in the
MIB are the OOL values, that can be associated to validitieiéa in order to distinguish among
different test conditions (e.g. warm or cryogenic tempees), conditional calibration curves, al-
phanumeric and graphic displays.

A dedicated software development was necessary to taigmifspSCc0s 2000 tasks to the LFI
ground segment, to allow the communication betwgeds 2000 and external systems. This tai-
loring has followed the SCOS release updates that were segeduring the mission preparation.
For the tests involving only the LFI instrument, the EGSE@&yswas based on SCOS 2.3e. In
such version, the Telemetry Receiver (TMR), which is pathefSCOS 2000 simulators, has been
modified in order to replay simulated LFI HK and SCI telemetip distribute the telemetry in
real-time from SCOS to the TMH/TQL system, a task using thghEDynamic Interface of SCOS
(FDIF) has been tailored in order to allow the TMH system tgister as a SCOS client, set the list
of packets to be distributed and receive a notification each & live packet arrives (figud.

Starting from the Planck integration tests, the EGSE systdopted is the HPCCS. This sys-
tem uses a new application protocol, called Packet Interfrotocol for EGSE (PIPE), to com-



municate with external equipments and software. With tkig mersion, a new software has been
developed, the LFIGatewy, acting as a telemetry gatewaydwmst the HPCCS main system oper-
ated by the Spacecraft instrument team and the client sgstéthe LFI instrument team (another
HPCCS and the LFI TMH/TQL).

3.2 The Telemetry Handler system

The TMH system is the core of the Level 1 pipelink3]. It receives real-time LFI telemetry from
SC0S 2000 or from the LFIGateway and parses the content of eadivest TM packet to first
discriminate between SCI and HK telemetry packets. SCI gtacre then grouped according
to the radiometer and detector source and to the appliecegsoy type. For each group, the
scientific data samples are uncompressed an decoded, thef@Bch sample is calculated based
on the packet OBT and the detector frequency. At last, arediin is applied to convert the raw
sample value to Volts. The output is saved as a Time Orderfednhation file in FITS format.
HK telemetry packets are also grouped, according to thegtdgke. Their structure is recovered
from the SCOS MIB files so that each HK parameter within thekpais properly extracted and
converted into an engineering value according to its catiibn curve. Again, for each parameter
the output is a TOIl. HK and SCI TOls are then the input of thedl&/of the LFI/DPC, where
a more accurate calibration is performed. All these prangssteps are divided into three main
software components which form the pipeline.

The first component is thBata Receivanodule (figure4). This component receives in real-
time raw packets via a socket using the TCP/IP communicgiiotocol. It runs continuously by
reading incoming packets and storing the raw packets ina Tid archive, as FITS binary tables.
Concurrently, it sends the raw packets also to the TQL system

The second component is tAeleMetry UnsrcamblefTMU). It runs in near real-time and
reads the raw packets from the TM archive. The TMU decodetitleackets, groups them
according to the APID, Type, Subtype and SID values, exdrétoe raw parameters values and
saves them in an intermediate Unscrambled TeleMetry axqii M) as FITS files. For the SCI
packets, it parses the information available in the tgrtieader, groups and sorts the packets, and
stores them in the UTM archive. At this level, the scientifienples are not yet decoded. In the
UTM archive, each FITS file created covers a chunk of one hoorder to avoid too big files.

A simplified class diagram of the TMU is shown in figuse The main class, which executes
the TMU event loop, is th@reprocessinglass [L4]. It inherits from five classes, each one imple-
menting a subset of the Preprocessing tasks. TEHsLoopclass implements the malmop, by
driving the activity of all the other components. ThelemetryScailass represents therepro-
cessingnput; it controls the access to the TM archive by providingethod NextPacket()which
returns the subsequent telemetry packet available in th8 Richive. Therganizerclass stores
the incoming packets into packet chains (represented b¥dlketChainclass), using a distinct
chain for each APID and sorting the packets by their sequeaaster. Data are then reorganized
into time slices named Science Windows. T®&WVinManagerclass has the task of detecting a
new science window depending on a particular criteria (@onting, slew, OBT interval) and the
information included in specific packets. For LFI, the scewindows are based on preconfigured
OBT intervals. TheTelemetryParseclass processes each chain of telemetry packets by seglectin
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Figure 5. The TMU class diagram (in UML).

the appropriate packet parser: thElScienceParseto decode SCI packets, or thtkParserto
extract the parameters from the HK packets.

The last component of the TMH is tReVI2TOl application. This component reads the UTM
archive and produces the final product which is the Time @dlénformation(TOI) archive in
FITS format. TM2TOI gathers the data of the same type, i.d.da@ from the same detector and
with the same processing or HK data from the same packet ityytrieves the sky and load data
(for science) and stores them in the TOI archive. For howgehkg data, TM2TOI produces one
FITS file for each housekeeping parameter and applies atibbrcurves if necessary. TOIl data
are also stored by chunks of one hour and can be directly asethfa analysis.

Each TOI includes time information in OBT format and congdrinto seconds. Science data
are stored as sky and load samples. HK data are stored as mgvlesawith the corresponding
converted values. A quality flag is also provided assurimgahality of the data.

3.3 The Telemetry Quick-Look

The scope of the TQL sub-system is to perform simple analykithe data and display them
together with the raw data in real-time. It is a progressibthe display tools used for the INTE-
GRAL mission. Three displays are sufficient during the te$tthe LFI instrument to verify the
performance and to control the stability of the instruméitst the science data display, which can
display any combination of the 44 scientific output strea®scond a mode display to verify the
processing mode of each detector and finally graphs to gisiptehousekeeping (HK) data in three
different views: as a correlation plot of one HK parametegiiast several others, as a histogram
plot, and, third, as a plot of any combination of HK parametes a function of time. All displays
can be operated in two modes. Either in real-time, to disfil@yaccumulated data during a ground
test, or in playback mode, to display archived data. A subé¢he TQL displays is shown in
figure6.
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Figure 6. The TQL displays. The LFI modes display (top left) showsphecessing type for all detectors
of each horn. The status display window (top right) showsstatus of all detectors of all horns, reporting if
there is no data for a given detector or if normal scientifiaae calibration data has been received at a given
time. The mono-dimensional graph (bottom left) displayslttad and sky data of one or more detectors as
a function of time. On the bottom right two displays are shothke fast Fourier transform of the sky signal
for a single detector of feed-horn 18 (in background) andHKedisplay plotting a single LFI parameter as
a function of time (in foreground).

A toolkit is part of the scientific display to perform simplenfctions on the data. These func-
tions are coded as ROOT macrosvhich can be interpreted in real-time by the program. For
instance, the function displaying the fast Fourier trarmafof a given scientific channel is coded as
a ROOT macro (see the FFT display in fig@e it uses the fft function and the scientific samples
exposed by the toolkit. Additional macros calculate quitMistics (mean, variance, skewness,
kurtosis) of the displayed signal, or estimate the gain rtadtun factors on-the-fly, using the re-
ceived sky and load samples. Each macro can be modified byQheuFer and new macros can
be defined and loaded at run-time with the scientific display.

The ROOT framework is used as base library for all displays. [ The ROOT CINT inter-
preter, part of every program, linked with the ROOT libraspised to interpret the toolkit macros.
The capability of ROOT to store every object in a file is usedtiare the configuration of the
displays for later use.

4 The Level 1 scientific data processing

When creating the TOls, the Level 1 pipeline has to recovestraocurately the values of the
original (averaged) sky and load samples acquired on-boling operations of each processing
step performed by the TMH are illustrated in figiteData acquired with PTypes 4, 5 and 6 first is

2http://root.cern.ch/drupal/
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Figure 7. Schematic representation of thel processing for the various processing parameters
and processing types for the LFl.a¥, GMF1, GMF2, OFFSETADJUST (abbreviated with Offset),
SECONDQUANT (abbreviated with Q), BTl and DSA are recovered frome tertiary header of each
packet, DGl and DOI are recovered from the HK telemetry.

uncompressed. The loss-less compression applied on-osirdply inverted and the number of
samples obtained is checked with the value stored in thiargtieader.

Conversion to physical units. The digitized data, processed by the REBA, are not in phlysica
units but in ADU (Analog to Digital Unit). Conversion Ssky andSpag in VoIt requires the Data
Source Address (DSA), indicating the radiometer and detdadm which the data are generated,
the blanking time (indicized by the Blancking Time Index, IRTthe DGI and the DOI. These
values are recovered from the packet tertiary header. Hémeealue in Volt is obtained as:

Vi= G- Opae (4.1)
DAE

This conversion is the only processing required by PTypead3and it is the last step in the
processing of all the other processing types.

Dequantization and demixing. PType 2 and 5 data has to be dequantized by

_ Qi
- SECONDQUANT

= — OFFSETADJUST; (4.2)

and then demixed to obtaBy, andSoad
— GMF2-P,—GMF1-P,

S0 = T GMF2_GMFL (4.3)
= R-P
Soad = E\F2— GMFL (4.4)

Averaging. Since PType 1 data is just coadded on-board, the division Qy ¥ performed by
the Level 1 software.
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OBT reconstruction. The OBT reconstruction for scientific data has to take intcoant the
phase switch status. If the phase switch is off, it meansthiggpacket contains consecutive values
of either sky or reference—load samples. In this case, aenatith ismp > 0 the sample index
within the packet, we have that:

: N
SmP fsampling
with tgbt the time stamp of the packet angh, = 0 denoting the first sample in the packet.
If the switching status is on, either consecutive pairs lof,(eference—load) samples or (reference—
load, sky) samples are stored in the packets. Hence, cdiveecauples of samples have the same
time stamp and
[ N

'smp 2 fsampling.
5 Conclusions

The LFI Level 1 software systems are successfully in useesdiive years to support the LFI in-
strument and calibration tests and the Planck integratimhvalidation tests. Their design, de-
velopment and testing has been performed according to tihesBffware engineering standards.
Their development has been based on already consolidatedasm the ESA generic mission
control system and the INTEGRAL ground segment of the ISDii's paper has been focused on
the software versions in use during the LFI calibration caigyp and the Planck integration tests.
The Operational Model (OM) of the Level 1 software, integrathe interfaces with the MOC that
will be used during flight operations and a new I/O librarymea Data Management Component
(DMC), to store the TOIs and additional auxiliary data inteetational database system, has been
presented inJ6] and will be the subject of an incoming paper.
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