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Abstract — The paper presents an innovative algorithm far $egmentation of the iris in noisy images, wihraries regularization and
the removal of the possible existing reflectionsparticular, the method aims to extract the irattern from the eye image acquired at the
visible wavelength, in an uncontrolled environmertere reflections and occlusions can also be pigsamthe-move and at variable
distance. The method achieves the iris segmenthtidhe following three main steps. The first dtemtes the centers of the pupil and the
iris in the input image. Then two image strips edming the iris boundaries are extracted and lineated. The last step locates the iris
boundary points in the strips and it performs aulegization operation by achieving the exclusionttoé outliers and the interpolation of
missing points. The obtained curves are then cdedeinto the original image space in order to produa first segmentation output.
Occlusions such as reflections and eyelashes ae itfentified and removed from the final area & egmentation. Results indicate that
the presented approach is effective and suitablde@l with the iris acquisition in noisy environnenThe proposed algorithm ranked
seventh in the international Noisy Iris Challengeakiation (NICE.I).
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1 INTRODUCTION

The diffusion of biometric systems is rapidly growiall over the word in a broad variety of fieldmging from the
governance to the commercial applications. Thisehugriety of applicative contests [1] pushes theeaech toward new
challenges such as the capability to guaranteeraecand reliable measures also in difficult angyenvironment$2]. In the
case of iris recognition systems, the cooperatifaihe user, the acquisition setup and the envirarirage critical factors for a
correct behavior of the recognition algorithms.eQuf the most critical steps in the iris-based geition system is the
localization of the iris pattern in the input imadee to the great variability that can be pres@ntincomplete list of these
factors encompasses the variability of the irisitpmsin the eye, the eye position in the image, pnesence of occlusions such
as glasses, hairs, eyelashes, out-of-focus problelnsing effects and superimposed reflectionsl tire great variability of

iris sizes and color skins.



Fig.1: Processing the segmentation of the irisgpattan example of input image (a), and the relaggpnented iris pattern (b).

The behavior of most traditional algorithms is ofbesigned for controlled/low-noise environmentd #ris typically not
satisfactory in noisy images, where specific methae needed to successfully cope with this pacafiplicative contest. The
work we propose deals with the segmentation ofifegoatterns in this type of noisy images, withtjgalar reference to the
dataset NICE.I [3], a public database containitgcad collection of images taken in a great vardtacquisition conditions.
Fig. 1 plots an example of an input image (Fig.dr&) the output of the algorithm which is the segiee iris pattern (Fig. 1b)
associated to the input image.

The paper is structured as follows. Section 2 mtssthe proposed method and its main steps: (iptbeessing of the
starting data (the centers and radii of the outerianer boundaries of the iris), (ii) the extraatiof two strips containing the
internal and external boundaries of the iris, (i processing of the extracted strips in ordeolitain the candidate iris
boundary points, (iv) the regularization of the iboundaries, (v) the elimination of reflectionsl ayelashes superimposed to
the iris pattern and (vi) the final reconstructiminthe segmented area where the iris pattern isepte Section 3 presents the
experimental results of the application of the preésed method on the NICE.| dataset. It also dissuise results within the
international competition NICE.I, by commenting thehavior of the proposed method in the best andtveegmented images
in the dataset. In the last section, the papemmesuhe proposed approach and it describes sorefumprovements and

future works.

2 THE PROPOSED APPROACH

The algorithm we propose processes from an inpagét(x,y) a binary output imag@(x,y) where the pixels are set to zero
if they belong to the iris pattern, otherwise tlaeg set to one. The method can be partitionedun fiwain steps (Fig. 2). In
the first step, the method estimates the positfoh® centers of the outer and inner boundary efitts, and the two related
radii. Then, two image strips containing the inard outer iris boundary are extracted and linetaikzarl he third step consists
in the estimation of the iris boundary points ittie strips and in their regularization. This operaencompasses the exclusion
of the outliers in the data points, the intergolaif missing points and a final filtering methtmdproperly smooth the profile

of the boundaries. The obtained curves are themerted in the original image space and, in the $&sp, the presence of



reflections and eyelashes that are eventually supesed to the iris pattern are identified and edetl from the iris
segmentation area. In the following sections, eeh will be described and detailed.

The proposed method deals with color and graysicaéges. In particular, no color-based processingsied since the
proposed method exploits only variations in theygeale image space. Hence, input color images brisbnverted in the a

grayscale image.
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Fig. 2: Structure of the presented method.
2.1 Processing the centers and radii of the inner anter boundaries of the iris

As a first step, the centers of the inner and ouietboundary are identified by using a classitathod based on a intro-
differential technique [4]. The two tasks are pssssl subsequently: the proposed method providefdthadzation of the
center of the outer iris boundary (the iris-scleaasition), then it estimates the position of teater of the inner iris boundary
(the iris-pupil transition) searching in a smalgien of interest. This image portion has an aredlok 11 pixel and it is
located in the estimated center of the outer boyn@#ég. 2). In the literature, other different theds for the location of the
iris and the measure of its radius are availalbleekample the ones proposed in [5-9]. The intetjif@rental approach aims to

find the coordinates of the maximum quantityobtained by a circular integral centered on thiatp@x,, y,) with radiusr of

the radial derivaté/ar of the original imagé(x, y), blurred with a gaussian kerng) with spreadr, where

J(r,x0,90) = Go(r) * (d/dr)§, o (I(x,y)/2mr) ds, (1)

G, (r) = (1/(oV2m) ) exp(—12/20?) . @)
The search for the maximum of the quandiig processed in a parameter space bounded bgltbeihg limits: X,,,;, < x, <

Xonaxs Ymin < Y0 < Ymax » Rmin <7 < Ryax. The bounds(,,,;,, andX,, .. , Ymin @andY,,,, can be associated to the width and

the height expressed in pixels of the input imEgey), respectivelyR,,i, = 0 andRmax = v Xmax> + Yimax -
The values of the parametétg,;,, andR,,,, are different in the case of the outer and inristdoundary segmentation. In the

case of the outer iris boundary segmentation ferNICE.| databaseR,,,;, was empirically set to 50 pixel ai},,, to 150
pixel (the half of the height of the NICE.I imagek) the case of the segmentation of the inner daonR,,;,, was equal to the
10% of the iris radius, angl,,,, was set equal to the 80% of the iris radius. Tipeseentages was set according to [4].
The o parameter can be fixed by using a fraction ofith@ge width, or considering a fraction of the maximallowed radius
R...x- The choice oy parameter can be done also by processing a redwsteaf images, searching for the b&stvhich

maximize the quantity for all r, x, andy, in Eq. (1). Errors in the estimation @fvalues with respect to the optimal vale



are not particular critical, but, notably, experimteeshowed that the algorithm has a more robustdehwith o larger than
the optimal setting, than vice versa.

The two candidate points related to the innerhdsndary{rp,xp,yp} and the outer iris boundafy;, x;, y;} can be obtained by
selecting the two highest values jofvith a sufficient radius differenceRf,,,/5 for the NICE.l database) and taking into
account that the pupil data can be easily ideutifig selecting the minor radius between the twalchaies.

In classical applications of iris recognition, fherameter space of the maximization can be effiigieaduced by introducing a
priori hypothesis on the input image, typicallycén be done by limiting the range of the possitii and assuming that the
pupil center is close to the image’s center in acgfr region of interest. These assumptions carcdreect in controlled
biometric setups, but, differently, in a dataséthwioisy images there is typically no a priori kiedge concerning the
position of the iris in the image and the diametethe iris boundaries. As a consequence, a lgrgemeters space have to be
explored. This step of the proposed method is eitycal since it is the most computational intemesi and, as further
discussed in section 3, failures on the detectfaihe correct centers can jeopardize all subsegstages, producing a wrong

final segmentation of the iris.
2.2 Iris linearization

This stage of the presented method aims to exfi@ct the input imageé(x, y) two image strips containing the boundary of
the inner and outer edge of the iris pattern @hand$S; strips in Fig. 3). After a linearization operatjdhese strips will be
used to achieve a fine localization of the pixbitiie on the iris boundaries. Fig. 4 shows thénrsteps of this stage of the
proposed method. Each strip is extracted by thialrgdadient imagdk(x,y) processed around the candidate centers previously
obtained, in particular the inner sti$p will be processed around the candidate p{)tgtyp}, and the outer strifs, around the

candidate poinfx;, v;}.

Fig. 3: Extraction of the two strips containing thternal (S1) and external (S2) boundary of tie ir

The radial gradient imadg&(x,y) around a candidate poifity, y,} of the input imagé(x,y) is processed as follows. The input
imagel(xy) is convolved with a classical 3x3 Sobel kernelngl thex andy axes, obtaining thg andy components of the

gradient image

+1 0 -1 +1 42 +1
Gy(x,y)=|+2 0 —2]*I(x.y). Gyxy)=10 0 0 [*I(xy). 3)
+1 0 -1 -1 -2 -1

The magnitud& (x, y) and phasé(x, y) images are then processed as follows



G(x,y) =/ G(x,)? + G,(x,y)? , 8(x,y) = tan"*(G,(x,¥)/G,(x,¥)) . (4)
The angle imag® is created by processing the angle of the strdightpassing through the candidate pény, y,} for each

pixel {x,y} as follows

Q(x,y,%0,¥0) = tan " [(y — o)/ (x — x0)] . 5)

The final gradient imag®(x,y) is obtained by the product of the gradient magtétimageG(x,y) and the cosine of the

difference between the two angle images, hence

R ¥) |xpy, = G(x,y) cos(0(x,y) — 2(x,¥, X0, ¥0))- (6)
As shown in Fig. 4, the gradient image obtaine&dn (6) is then cropped separately for the inner @uter image strips. In

particular, concerning the pupil, the radial imagg(x,y) is obtained by centering the derivative operato{x,, y,} and

forcing to zero the pixels that are outside a dmerange[rp(l —a),n,(1+ a)] from the centefx,, y,} as follows

R, (%) = {R(x, Nlepyy i 5A=0 <G %2+ =32 < (1 +a) e
otherwise
Similarly, the same operation is applied to the ¢enter, obtaining
Ri(X! y) = {R(x' y)lxl-,yi if ri(l - (X) < \/(x - xi)z + (y - yi)z < T'l'(l + (X) ) (8)
0 otherwise

In Eqg. (7) and in Eq. (8), the parameter was empirically adjusted to 0.3 forNIh&E.| dataset.

As a last step of this stage, the obtained imatgs,y) andR;(x,y) are linearized around their center points by using
classical method of linear interpolation achievedcbnverting the two images from the Cartesian dimates to the Polar
coordinate imageR,,(p, 8) andR;(p, #) [10]. An example of the two image strifig(p, #) andR;(p, 8) can be seen in Fig. 4

in output of theStrip Linearizationmodule for the corresponding input image.
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Fig.4: Extraction and linearization of the innedauter edges of the iris.

2.3 Iris boundaries extraction and regularization

This step of the method aims to identify in eactramted stripR,(p,6) andR;(p,8) the associated position of the inner
and the outer iris boundarg, (6) andb;(6) respectively. The presence of an iris boundarglated to local maxima along the
columns in the strip (thg axis) since the radial gradient tends to have kighes due to the strong radial transitions in the
grey levels images. As a first approximation, e boundaries, (6) andb;(8) are hence extracted by selecting the position

of the maximum in each column in the corresponéixtgacted strigk,, (0, 8) andR;(p, ), hence

bp (9) = (1 —aglslgé(rp (1+a) Rp (p’ 0) ! (9)
b;(0) = P L S Ri(p,6) . (10)

The presence of occlusions can strongly impacthenbehavior of the maxima extraction method, sitheetypical radial
derivate pattern of the iris is superimposed owsstuied with different patterns coming from théeetions and the eyelashes.

This presence of occlusions often adds abrupt tamigin the iris boundaries, and the resultingonstructions ob,(6) and



b;(0) can be inaccurate for a large rangefef Fig. 5 plots an example of the two extracteipstand the corresponding

maxima positions in the case of presence of bouggldrscontinuities caused by occlusions and rédfies.

Fig. 5. Wrong identification of the iris boundarigg6) andb;(6) using the maxima extraction method. Reflectiors an

occlusions reduce the continuity of the iris boutetaby adding abrupt variations in the radius.

The assumption that occlusions can produce strasaputinuities in the iris boundaries by using thexima extraction
method can be exploited to design a subsequentdaoyimegularization. Without loss of generalityt, lss now describe the
regularization method for the iris boundary6), similarly the same method can be applied to thgljooundaryb,, (6). The
method we propose achieves the selection of camiimintervals of the boundary by using a doubleédrgsis thresholding
analysis. Let us assume that are availdtlealues ofb;(8) for the corresponding values ,, 6, ... 8y}, where the
parameteN sets the angular resolution of the analysis whidqual to 360 degrees. The method can be described with the
following steps:

1. Identification of continuous segmentstarting from an angl8;, let us consider the following values dfl-(ej)
until it holds the following inequalityb; (6,) — b;(6;)| < t;, withi < j;

2. Polar continuity control- if the first point of the first segment and tlast point of the last segment satisfy the
conditions in Step (1), the vectors are merged,;

3. Length evaluation and storage if j —i > t,, the segment is classified &sontinuous” and the values
{b;(6,),b;(0;41), --- bi(ej)} are added to a vect@®, otherwise the segment is classified“asscontinuous” and
j —1i zeros are added to the vedByr

4. Loop Termination until all available values have been procesteanalysis starts again (Step 1), otherwise the
method ends.

The second step of the algorithm is required stheegointsd; andé, in the polar representation are not contiguous, drut
the contrary, they are contiguous -by definitiomttie Cartesian representation. Hence, it is nacg$s verify the continuity
condition of the segment obtained by merging thet find the last segments during the process. Afeetast step, a new iris
boundary is available in the vect®(8). It contains the continuous segments which haenhdentified, and -probably- some
zero-radius segments where the iris border has tlassified as discontinuous.

The last stage of the iris regularization methodségis of a low-pass filtering of the obtained baany vectorB (8) aiming

to smooth the rapid transitions and to guaranteettie final boundary is a close path. In the ditiere, similar approaches



based on active contours have been studied [11,Th2] method we propose in this work is based enatialysis of Fourier
coefficients [13]: the basic idea is to truncate #ourier expansion of the boundayg) in order to achieve the low-pass
operation. It is important to note that the Fourggproach can be used since the boundi), expressed in polar
coordinates, can be considered as a periodic tissignal (with periodN) as a direct effect of its circularity and of the
constant angular resolution used for its samplindghis framework, the signd@(6) can be expressed by the Fourier series and

the relative set of coefficients
N-1

C, = eZ(;B(e)exp (—j(@2m/N)kb). (11

In order to obtain the desired filtering effecte thegularization boundary can be build by usingydhle first M Fourier
coefficients as follows

b(8) = (1/N) EiLs" Ci exp(—j(2m/N)k), 12)
whereM<N. The choice of the number of coefficiescontrols the smoothness of the regularized boyndad, hence, the
overall behavior of the segmentation algorithmmigirly, the same method can be applied to thelagigation of the inner
boundary of the irid,(8). In Fig. 6 it is plotted the effect of the applica of Eq. (12) by using 5 coefficients for thenér

and outer boundary of the iris in Polar (Fig. 6ajl £artesian coordinates (Fig. 6b).

(b)

®

Fig.6: Regularization of the iris boundaries byngsliow pass filtering.

2.4 Removal of eyelashes/reflections and image recoctstn

In order to complete the segmentation processotiter and inner boundary of the iris have to beveaed again into the
Cartesian space, and the remaining occlusions beustmoved from the iris pattern. As a first stie, method estimates the
presence of eyelashes, then it identifies the piresef the reflections. Finally, the estimatedlesions are then marked and
removed from the final segmentation area of ttee iri



The localization of the eyelashes can be more atelny using different models according with theypier characteristics
of the eyelashes [14, 15]. Typically, the eyelasta@sbe mainly distinguished in two kinds (Fig. §§¢parable eyelashes (each
element is distinguishable and separated from thers), and not-separable eyelashes (the imageddytelashes is confused

or blurred and it is not possible to detect therfutawies of each element).

Fig. 7: Eye brushes can be better modeled by ceris@itheir differences. In region (A) the imagettod eyelashes is fuzzy

and they are not separable, in (B) eyelashes elisnaan be better individuated.

The detection of the separable eyelashes (thendgipin Fig. 7) has been achieved by using an @gghr based on Gabor
filtering followed by a tresholding method, and inaf morphological operation on the resulting imagee Gabor filter
operates an enhancement of the regions of the ithegehave specific angular and frequency chariatitss, therefore it is
possible to exploit the knowledge of the eyelagiaterns to achieve an effective identification agmhoval. In particular, it is
possible to tune the parameters of the Gabor fittemhance the patterns associated to thin amgdbjects that are disposed
along the vertical direction (see for example thiel&shes on the top eyelid in Fig. 7). The genexglression of the Gabor
filter can be expressed as follows

g(x,y) = K exp( —m(a?(x — x0)* + b*(y — ¥0)?)) exp(j(2rF, (x cos wy + ¥ sinwy) + P)), (13)
whereK is the scale of the magnitude the Gaussian enggdopndb are the scales of the two axes of the Gaussiael @,
X, andy, are the coordinates of the Gaussian p€gls the spatial frequency of the sinusoid carrigyjts orientation, and

its phase shift. The tuning of the filter parametean not be completely done by using a prioryrinétion, and drial and



error approach can be considered in order to optimieefitter behavior on a specific image dataset. antipular, for the
NICE.| dataset we used the following valués1,a = 0.6, b = 0.6,x, =0,y, =0, w, =0, P =0, andF, = 0.

The real part of the convolution between the inputge and the Gabor kernel is an image where tetagyes tend to
assume high intensity values, hence a thresholdiethod can be used to locate the candidate pixishwbelong to the
eyelashes. In our approach, the processed imaxg&amed as follow

Ly () = {t if |10x,) + ifis(g(x,y))l > t3 "
t3 = k max(|,(x,y) * g(x, )]
where, the thresholt} is equal to a fraction of the maximum value of thieput of the filter on a reference imaéx, y). If
one takes the same input image, y) as reference image(x, y), the operation implicitly assumes that at leastesgortion
of eyelashes is present in the image. This workiygpthesis is quite reasonable and it is verifiethie large majority of the
eye images.

In Fig. 8, for an input image (a), the applicatmfrthe Gabor filter is plotted showing the convaat! (x,y) * g(x,y) (b),
and the location of the pixels with intensity vadigreater than the fixed threshold(c). The portion of the pixels identified as
eyelashes by Eq. (14) is typically over-segmentedesmany isolated pixels that are not belonginghte eyelashes can

marked as eyelashes by the method. In this casanibe very effective to process a morphologiparation onL, (x, y) in

order to remove the isolated pixels that are noheoted to larger objects [16, 17].

(a) (b) ()

Fig. 8: Application of the Gabor filter for the éetion of the separable eyelashes: (a) the inpagén (b) the output of the
Gabor filter; (c) the segmented image by closing @esholding.

The localization of not separable eyelashes (th®ne(B) in Fig. 7) can be achieved by consider@ndifferent model. In
this case, the eyelashes tend to be grouped imzy et of lines and it is not possible to adoppecific approach as in the
previous case. In the literature, statistical apphes have found to be more effective and, in mddithey can be exploited
also for the detection of external reflections [IH}is approach is based on the fact that highesabf the local variance of the
images are associated to the presence of eyelasdea®flections in the input image. As a consegeeti® identification can
be achieved by a thresholding method as follows,

L, (x,y) = {t if var(le(la'cs,ey)) >ty (15)

where the local variance is processed B3 matrix centered on the current pixed, y) and it is compared to a fixed
thresholdt,. The threshold, can be tuned according the current dataset actdin of the maximum variance present in the
images. This operation tends to produce a largeuataf isolated pixels that are not associatedeftections or eyelashes
(false positive cases). This drawback can be éfidgtreduced by adopting a morphological erosiperation as follows



L3 (x,y) = erode(L,(x,y),S ), (16)
where S is the erosion structuring element [18] which bade tuned according to the dataset. Working \tign NICE.I
dataset, we found that a structuring elemert gf2 pixels offers a proper tradeoff between the nundfdalse positive and
false negative in the identification of the occtus in the iris region.

Strong and large reflections cannot be correcttgated with the previous method since the locakwae is very low. This
kind of reflections tends to occur close to theteerf the iris pattern and it is very bright inténsity. Based on this
observation, it is possible to create a new segatient mask for strong reflections by exploitingieedt thresholding method
on the gray level of the input image as follows

1 if I(x,y) > ts

Ly (oy) = { . )

where the thresholtl, can be fixed as a fraction close to the maximuinevaf intensity present in the image (the satarati
value for the NICE.| dataset).

17

In order to correctly fuse the data present in esgmentation mask{; separable eyelashds, non separable eyelashes and
weak reflections,: strong reflections) we propose the following mygeh. Starting from an initial set of pointg =
L; OR L, we apply an iterative region growing techniquedobsn the following condition

u+ Lo <I(x,y), (18)
whereu ando are the local mean and standard deviatiord @©f, y) processed in & x 3 matrix centered in the poifik, y).
The g parameter is a weight factor that must be tuneH weispect to the current image dataset (in the o&8ICE.| dataset
we setf = 2). The condition in Eqg. (18) is tested for eachepielonging to the connected elements present iantil no
more boundaries pixels satisfy the condition. Mefs satisfying the condition in Eq. (18) durirgetiterations are marked in a
final maskL, representing the complete occlusions map. Figo& pwo examples of the application of the proposethod:
it can be seen that the proposed method correegynents the eyelashes and reflections, but it pexla large number of
false positive pixels outside the iris pattern.sTbehavior does not represent a problem sinceithbaundaries were already
detected using the method in Eq. (12), and, haslt#je points identified as eyelashes and refiestioutside the iris pattern
will be discarded. With specific reference to thetedttion and removal of the iris reflections, diéfie¢ methods can be also
found in [19,20].



(c) (d)

Fig. 9: Detection of non separable eyelashes diettions by a statistical approach: the local aace of the input images
is adaptively thresholded and eroded in order ¢aticly the occlusions and reflections in the iritprn. Subplots (a) and (c)
show the central portion of two starting images8ats (b) and (d) show the output of the algoritihrthe case of non-

separable eyelashes and large reflections, resphbcti

3 EXPERIMENTAL RESULTS

The presented approach was tested on the NICE.IGKSIA-IrisV3-Interval datasets [21]. The NICE.athset is
composed by 488 color images taken at visible veagth with the image size 400 x 300 pixel. Associated to each image,
the dataset provides the binary map of the coirscsegmentation. The CASIA-IrisV3-Interval datasecomposed by 2655
images acquired at infrared wavelength with thegensize 0820 x 280 pixel. All presented algorithms have been written i
Matlab language (Version 7.6) exploiting the auaietoolboxes [22].

On a Intel Core Duo 2.4GHz working with Windows XRe overall processing time for 1 image is abomtiButes. The
profiling analysis showed that 98% of the compotadi time is required to process the identificatbérthe initial points using
Eq. (1). An optimization of the method describedEqn. (1) could hence provide strong improvementsha overall
computational time.

The accuracy of the segmentation method can beia@eal with different figures of merit. The most quete measure is the
total classification erroithat is the amount of pixels in the dataset mgsifeed by the proposed method. In addition, thame
value of thepixel error estimates very well the probability of classificat error of the method in this specific applicativ
context. The proposed method has been independestsd by the NICE.I organizes on a “fresh” datésever used to tune
system’s parameters) achieving a classificatiomreequal to 3.01% (False Positive ratio = 1.9%,s&aNegative ratio

=21.3%). This independent procedure of evaluatiter® a fair estimation of the real generalizatoapability of the method.



The behavior of the proposed method can also bétafiwely studied by analyzing the distribution tife classification
errors directly in a subset of images. Fig. 10ptbe 19 images with the highest classificationrgoer image, where the black
areas in the iris are related to correct clasgifioa pale green areas are related to false peséivors, and dark red areas
represent false negative detections. The analysithe error regions in the images enlightens thpeddence of the
segmentation error on two main factors. The fissthe dependency of the errors with respect tordldaus of the iris. In
particular, the behavior of the method worsenddge irises (close up images). The second fastalated to the presence of
glasses (the last two columns). In this case, ththad tends to produce wrong estimations of th&lrdenter points of the iris
and the pupils, and hence it produces segmentatitputs which are completely failed. In both cadles errors are related to
a poor initial estimation of the centers/radii loé tiris boundaries. As a consequence, false pesitin false negative errors are

both present.

Fig. 10: worst 19 segmentation cases in the NI€t#aluation.



Fig. 11: best 18 segmentation cases in the NIG&luation.

Fig. 11 plots the 18 image of the NICE.| dataséhwiwer classification errors. It can be noted tha presence of glasses
(the three subplots in the last column) does rfecathe behavior of the proposed method in thisséémages. Moreover, the
method has a correct behavior with irises in défeérpositions in the eye, and the distributiondatée positive and false
negative errors is not equal since the former asehmmore frequent than the latter. This is relatedhe fact that the
segmentation method tends to overestimate theéoaider on the upper side (all subplots in the fived rows present this
behavior). Improvements of the eyelashes detegtiethod are hence need, as well as the adoptionn&wamethod to
estimate the presence of eyelids.

We tested the proposed method also using the CAlatAset. This dataset does not provides any sggenimformation
concerning the iris segmentation area of each imsigee we used the CASIA dataset only to qualiedyi evaluate the iris
segmentation capability of the proposed methodisnbustness if applied on different image tygessults indicate that the
presented method can efficiently work also on déffe dataset and image types, but a fine tunintsqgfarameters is strongly
needed in order to guarantee a satisfactory behavidure works are needed to study more specifaptive thresholding
techniques and then improving the generality ofpfaposed approach, with particular reference éarhial estimation of the
centers of the inner and outer boundaries of the ir

4 CONCLUSIONS

The paper presented an innovative composition gérathms for the segmentation of iris images caum noisy
environments. In particular, the proposed methoddesal with different images sizes, colors and savfethe skin, positions of

the iris in the eye, different illumination systenasd occlusions such as eyeglasses, eyelashdislsey@he segmentation



output is refined exploiting a regularization meathir the internal and external boundaries of e &and removing the
occlusions such as eyelashes and reflections thaventually superimposed to the iris pattern.

Results indicate that the proposed approach isctefée and it is suitable to deal with the iris aigifion in noisy
environments. In particular, the parameters ofalgorithm have been optimized for the NICE.I databet the presented
approach is general and can be applied to a gesggty of iris images. The method described in gaper ranked seventh in
the international Noisy Iris Challenge EvaluatidHGE.I) with 97 registered participants among unéies and companies of
more than 30 countries achieving an overall segatient error of 3.01%.

Experiments enlightened that the performance ofitbéhod is mainly related to the correctness ofintit@al estimation of
the centers of the inner and outer boundary ofrteeNotably, the most important segmentation efagtors are related to the
failures on this stage. Almost certainly the perfance of the presented method can be further iregrdsy applying more

robust algorithms to find a correct approximatidhe starting points.
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