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ABSTRACT

This paper deals with techniques of measuring aséssment of
the voice transmitted in IP networks in secure éanskcure
environment using different virtual testbeds and real
implementation based on OpenSer. We realized @liptatform,

in order to understand how the voice services iméRvork are
affected by using the secure IP environment. Thal re
performance test was implemented between VSB-Teahni
University in Ostrava and University degli studililan.

We have described a secure solution based on ViRtgate

Network and how this security can influence the DeSistance.
Our aim was to underline how the voice performanmmdd be
influenced by DoS attacks and, how much, the usdige VPN

can decrease the infrastructure resistance whitvesloaded by
DoS attacks. Following to this, we have pointed dbe

advantages and the disadvantages of the adoptedtgeceasure
and we compare the performances of both solutiBngher we
have described two virtual testbed, one develosdgua traffic

emulator and the second one based on a networkesonuBoth

the virtual environments were implemented in seeure insecure
way. The performance evaluation of the VolP apfilices is quite
complex, for this reason we adopted an applicdtiohariot, that
is able to compute such complex evaluation indesesh as
MOS and R-Factor.

Keywords

Voice over IP, VolP security, performance test

1. INTRODUCTION

In the last five years, the growth of voice sersiaever data
networks, and especially over the Web, has reacbadiderable
levels. The fast expansion of a technology bramfally raises a
number of security issues due to the fact that mahythe
components of such projects are not generally réadgach high
expansion levels. In this document, we have exadnéneal VolP
implementation based on Openser, a famous apjplicased by a
large number of Voice over IP providers. Our analysms taken
into account characteristic performance indicatafs VolP
protocols, in order to evaluate quality of senvileereasing due to
DoS attacks. We analysed a secure solution baseWfirtunal
Private Network, and the DoS resistance. Furtheemame
described two virtual testbeds, one developed usi@bariot and
the second based on Ns-2. Ixchariot is a softwahetien that
simulates the VolP traffic and parameters over @ reetwork
environment. Instead Ns-2 is a simulator that casigh complex
and large-scale network with custom parametersh Bwa virtual
environments were implemented in a secure and ims@cure
way. The performance evaluation of the VoIP apphce is

described in [1] and [2], we adopted IxChariot ttban compute
evaluation indexes, such as MOS and R-Factor. @nvitual
environment we performed experiments aimed to coenple
obtained results with indexes extracted from resitst In the
testbeds using Ns-2 the simulation worked on glsiRC and it
reproduced our real environment configuration anmel desired
traffic conditions. It was necessary to use thisuator in order to
generalize our results and compare them to largkesimulations
in the future. Virtual Private Network (VPN), asi#wgy
confidentiality and strong authentication (usingpriate keys
exchange), is able to provide a consistent secuti#gfence
solution against the first two threats. As well doented in [3].
The security assurance introduced by the VPN doepnovide a
solution for DoS technique based attacks. We hambtsider that
the VPN introduces more traffic on the network. Barse reasons
we wanted to observe if this security solution base impact on
DoS resistance. During our Ns-2 case simulatiors,did not
have a specific implementation for VolP applicatiayer. For
this reasons during these tests we were able tolaen just
generical DoS attacks using a traffic overload g¢present the
VPN presence. To keep correspondence with attaplemented
in Ns-2, the attack simulated in Ixchariot and theal
environments was realized by filing bandwidth withDP
packets.

2. TEST ENVIRONMENT

We realized our real platform, in order to underdtdow the
security measures of VolP such as VPN can redueeDibS
resistance and so bias the speech quality. Dthimgxecution of
such real-tests we used only a specific DoS attadalising our
attention on the different performances. The fpsbblem we
encountered was about the performance indicatosé¢o

R-value MOS Speech User
lower limit Transmission Satisfaction
Quality Category

90 4,34 Best Very satisfied

80 4,03 High Satisfied

70 3,6 Medium Some users
dissatisfied

60 3,1 Low Many users
dissatisfied

50 2,58 Poor Nearly all users
dissatisfied

Table 1. The R-factor / MOS Comparison.
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The most famous parameters are the MOS “Mean QpiBaore"
and the R-Factor. The first one is a 1 to 5 indelxere 5 is the
best quality speech. This parameter is subjecfivethe contrary
the R-Factor is a scalar based on the E-Model,napatational
model for performance evaluation of data netwofke scale of
the R-factor is up to 94 for narrowband and up &0 for
wideband codecs, a conversion between MOS and tBrfés
possible. The extraction of these indexes is quotaplex and we
used a software suite called Ixchariot to make kitians on our
platform and compute comparable results. Also, mep to
generalize our results, we used Ns-2 with integrdtamework
for data Collection and Statistical Analysis forstieg large
bandwidth environment.

2.1 Real Test

The basic configuration of the real tests requielCs provided
by GNU/Linux Debian, one was based at the Uniteisi Milan,
Italy and the other PC at the VSB-Technical Uniigrof
Ostrava, Czech Republic, the bandwith was limied @ Mbit/s
by traffic shaping. OpenSer was installed in Ostr@penSer is
an open source SIP server/router. It can be usesystems with
limited resources as well as on Service Provideress. It is able
to manage up to thousand calls per second. In iaddib
OpenSer, we needed another software to generat@tfipaffic.
We decided to adopt Sipp, an Open Source test traffil
generator for the SIP protocol. It includes basieruagent
scenarios (UAC and UAS) and establishes and redeasdtiple
calls with the INVITE and BYE methods. It is podsilto build
custom XML files to describe from very simple tongulex call
flows. The results of a test are dynamically digpthduring the
execution (call rate, round trip delay, and messdgtstics). One
of the more important feature is the possibility send media
(RTP) traffic through RTP echo and RTP/pcap replgdia can
be audio or audio+video. We used this option toegate real
calls with G.729 and G.711Alaw audio codecs. The¢iaaodecs
used, G.729 and G.711Alaw, are two different fosmait audio
compression. The first one, is commonly used witPvdevices,
the standard configuration of G.729 operates abiBskbitrate, a
low bandwidth requirement. The G.711Alaw codec roffenigher
level of quality respect of the G.729, but takesrenbandwidth.
The level of bitrate of this codec is 64 kbit/s.iSTltodec is a
standard audio compression format defined by tHg-TT The
difference of voice quality evaluation between toeecs is stated
as 10% [4]. The choice of two different codecs waade to
underline that a low bandwidth requirement codeoficourse
offering less voice quality, but offers more DoSistance. To
obtain valid G.711Alaw and G.729 traffic, it wascassary to
capture one of our test call with Wireshark. Thetaeed traffic
was used during the tests to generate the RTHctrdffie test
configuration was deployed to realize 25, 50 an@ é@ncurrent
calls with the duration of 30sec. Every concurrenstep
(25,50,100) was repeated one-hundred time for bmitlecs
(G.711 and G.729). For every codec the test hae ddth or
without VPN. We adopte®penVpn, a simple security solution,
for protecting the SIP signalling and the RTP dia using the
TLS protocol. Using both the secure or the insecordiguration,
the testbed network has been overloaded with 4 /Mbit UDP
traffic usinglperf. Iperf reports bandwidth, delay jitter, datagram
loss. This software permits to generate a pre-ddfiamount of
traffic for a pre-defined duration. This last fe@uwas very
important for us, in order to configure the testgero stress
conditions. During the test we tried to attack tiework in a

specific way, mentioned in Section 3, to understtdrellevel of
resistance of the network itself. As said befolee OpenSer
server was based in Ostrava and the Sipp clieMilen. On the
machine in Ostrava we also configured another ircgtaf Sipp,
in order to answer to the calls addressed by Open%oth

universities are connected to the national reseancheducation
networks which are linked by multi-gigabit pan-Epean

communication network, called Geant2. It is a digant

advantage to be part of high speed network bectusend-to-
end delay between our endpoints has been appralin®d ms.

2.2 Testbed using IxChariot

IxChariot is a software, produced by Ixia, useful to preditice
and system performance under realistic network ifmpd
conditions. The security solution adopted was Ogen\he test
environment was built with the IxChariot consoledatwo
IxChariot endpoints (Installable under several afirg systems).
The IxChariot console allows selecting several testfigurations
for IPv4 with and without QoS. At the end of thettefor each
possible configuration, it is possible to obtainasigrement of the
throughput, jitter, MOS and R-Factor. The concurreadls were
repeated one-hundred times for both codecs (G.AtllG729).
We have noticed that the best way to execute astéstthe batch
procedure, because in this way the final results sent to the
console only at the end of the test. In such wayai$ possible to
avoid some influence, due to the result data, dutie test [5].

2.3 Simulation with Ns-2

It was necessary to use Ns-2 to generalize our testbed
environment. We replicated the Milan - Ostrava scien with the
same end-to-end delay and with the same bandwafihaity, in
order to evaluate and to compare performance lassdsr DoS
attack. Ns-2 is not provided with an appropriatel tior value
measuring indexes such as Packet loss, throughputielay
variation, etc. For this reason we chose the Nseasdvre module,
an integrated framework for data collection andistiaal analysis
within Ns-2. The Ns-2 testbed was deployed withdame traffic
loading of the real testbed, using a CBR (Constaihtrate)
application over UDP. In order to simulate the eksaand the
security measures we simply increased the valutedfCBR in
such a way to overload the simulated network ansenie the
packet-loss and the throughput. Our aim was toimlaalid Ns-
2 model to replicate the VolP application behavjaarorder to
study large-scale attacks and countermeasureseirfutbre. The
CBR model offers the advantage to insert in theukited
network the desired amount of traffic. Followingisthit was
possible to examine the Ns-2 test configuratiorr. @wice was to
simulate the test configuration with 100 concurresits. During
the secure tests the VPN was computed by increntgettie CBR
value of the 3%. This value was decided analysimg data
reported in [5],[6] where the results obtained showed that the
VPN loading is contained between the 1% and 5%hefRTP
traffic total amount.

3. ADOPTED ATTACK TECHNIQUE

In this section we explain in details the spedifiplementation of
our attack in real tests, using IxChariot and Ns-&d give a
summary of our results.

3.1 Implementation of Udp flooding attack
With the use of Iperf it was possible to genera®PTUDP traffic
and address it to any destination as “IP.ADDR:PQRJUr attack



was developed to overload the network with 4 Mbiff¢raffic at

each step of the tests both in real testbed agdhdriot case. The
tests with the G.711 codec were the most influenbgdthe

flooding attack because the codec used had a hagldviidth

loading. In the worst case (100 concurrent calléPN + 4Mbit

UDP flooding) this test was repeated 100 times tedaverage
packet loss equalled 15%. In the same case (10€uo@mt calls
+ VPN + 4Mbit UDP flooding), but using the G.729dex, we

registered a 5% packet loss.

3.2 Implementation of flooding attack in Ns-2
To simulate the behaviour of our network using N#-2vas
necessary to calculate the correct value of CBR.aoall with
G.711 codec the bitrate on the application laye&d8$8 kbps with
common payloads 160 Bytes. At this point we addesl VPN
overhead that we stated before as the 3% of thergesd traffic.

4. ANALYSISOF RESULTS

The deployed test in real case, using IxChariot ast2 were
realized under attack condition in order toaleate the
performance differences between an infrastrectwith or
without security measures. The adoption of a VPN &me
repeated DoS attacks are of course increasing dlokep loss
during the transmission and for this reason PLOritlygms are
used. The Packet loss concealment (PLC) is a tgohnised to
reduce the effects of packet loss in Voip qualithe PLC
technique is different upon the used codec. A stmmpéthod used
by waveform codecs such as G.711, is to replayastereceived
sample with increasing attenuation for each replhye packet
loss can influence thk_gr factor (Impairment Factor) which is
part of the R-factor as you can see in the relgtlgn

RZRO—IS_ID _IE—EF+A (1)

The maximum value of R-factor for narrowband cadiec94, the
overall quality (R-factor) is calculated by estigtthe signal to
noise ratio of a connectionkR{) and subtracting the network
impairments I, I, , Iz_gr) and by adding Advantage factor A.
R, is derived from original SNR (Signal to noise oati it
considers non-optimum sidetone, quantizing digtortoverall
loudness and other impairments which occur moreless
simultaneously with the voice transmission. The agel
impairments are included in the paramdigras a mathematical
summary of transmission delay, talker echo andt@ige I;_gr

is an equipment impairment that considers the émfte of used
codecs and impairments due to packet loss andtimjedn the
case of G.711 without PLC or with PLC bursty padkss it is
possible to observe an issue. The impairment oédpeuality
appears in specified ranges of traffic between 8@ &0
percentage points. In our case it is very importanhotice that
the observed value of packet loss changes signtfican the test
with VPN, overload traffic and 100 VolP pairs entida, because
the whole traffic approaches the limit of the azhié bandwidth.
In this case the speech quality depends especialihe packet
loss. The particular values ofy factor are stated in
recommendation ITU-T G.113 and each codec is asdign
degradation value. If G.711 is used thgn= 0 while in case of
G.729 the valuely = 10, but there are also known relations
between the packet loss ani} factor which are represented in
figure 1. The plot of Iy values vs. packet loss in figure 1,
shows thel factor increasing proportionally to packet losseTh
curve for G.711 without PLC (Packet Loss Conceabinen
indicates a higher value of thg factor. As the packet loss
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increases from 0 to 5%, thig value increases from 0 to 55 in case
G.711 without PLC and from 0 to 15 in case G.71thwLC. It
shows the effectiveness of the PLC algorithms anl the usage
of them can increase the R-factor and consequehdyVoice
Quality. The PLC algorithms are furtherly subdivddato random
and bursty packet loss conditions and they are ratfieient in
the first case [7]. The third curve in figure 1 délses G.711 with
PLC algorithm.
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Figure 1. lefactor impair ment due to packet loss

Packet loss can be mitigated by PLC. From the pafintiew of
the Voice quality, a packet loss rate of 2% or Iovie not
noticeable by the talkers. During our experimenésoliserved a
packet loss higher than 2% in the tests with sgcoreasures and
traffic overloading. For this reason we investigat®w the voice
quality could be biased during DoS attacks andudage of VPN.
IP network packet loss distribution can be modellezing a
Markov process. A multi-state Markov Model is usedneasure
the distribution of lost or discarded packets anfes, and to
divide the call into “bursts” and “gaps”. The callality is
calculated separately in each state and then cauibising a
perceptual model, such as in VQmon [8]. The meriib¥Qmon
does incorporate G.107 compliant implementation tloé E-
Model. However, we applied a very simple methodcdbed in
the last revision of G.107 from 2005 [1]. The impant factor
values for codec operation under packet-loss haxedrly been
treated using tabulated, packet-loss dependlentilues (Figure
4). In the last revision, the Packet-loss RobustrieactorB,, is
defined as codec-specific valud,, can be described as the
robustness of the codec to packet-loss. Both vedwedisted in
Appendix | of ITU-T G.113 and are available for el codecs.
If we consider the Packet-loss ProbabilityPgg thely_gp factor
can be calculated using the formula:

Ig—gr =Ig + (95— Ig) ';’ML

mﬂi’pl
BurstR is the so-called Burst Ratio, when packet lossmiom
BurstR = 1 and when packet loss is bur&yrstR > 1. For
packet loss distributions corresponding to a 2estéarkov model
with transition probabilities p between a "foundidaa "loss"
state, and g between the "loss" and the "foundéstae Burst
Ratio can be calculated as:

)



BurstR = ﬁ 3)

In our case we assumed a random packet lossbdisor and we

calculatedi;_gr with the values obtained from the real Sipp tests.

The achieved results are listed in table below. rEselts are valid
for G.729 a G.711 codecs and the loss in an amenand 15%
in the worst-case (VPN+traffic 4Mbps).

only . .
valid for100 | Vol | with | Wb | W
concurrent traffic VPN AM bDs AMbos
calls w/o VPN P P
| e-eff
(G729+PLC) | 10,4 10,5 10,7 27,7
| e-ff
(G711+PLC) 0 2,2 30,7 35,5
R-factor
(G.729+PLC) 82,6 82,5 82,3 65,3
R-factor
(G711+PLC) 93 90,8 62,3 57,5

Table 2. Calculated | e-eff and R-factor.

Once the Iz_gp factor was calculated it was not difficult to
determine R-factor as an output of E-Model (formtijausing
implicit values of recommendation ITU-T G.107 whicre
R, =94,7688 , I = 1,4136 , A =0, hence we could modify
formula 1,

R =93,3553—1D—1E_EF (4)

The model used to estimalg is described in [7]. Where it is
explained that the effects of delay are well knoamd easily
modelled. Delays of less than 175ms have a smédicten
conversational difficulty, thely, = 4 - T, where T is the delay in
ms (In our case 30msec). The final achieved vahfeR-factor
correspond to Ixchariot results with an aberrafiess than 5%
and are listed in Table 2. As we can observe filbisi1table the
R-factor obtained from our tests shows how the rigcmneasures
adopted influence the Voice quality under DoS &gac

5. CONCLUSIONSAND FUTURE WORKS
The real-time applications are very sensitive tokpa loss, and
each variation occurring on the network can modifg influence
the final result of a real-time data transmissisach as a VolP
Call. It is easy to understand that Denial of &enattacks are
one of the major security problems in VolP appl@aé and one
of the possible barrier that prevents many busasgssom
employing this technology. Indeed, as we have skeimg our
real environment implementation, it is quite simpte apply
eavesdrop defence techniques using cryptography this
countermeasure reduces the tolerance to the Da&katand the
performances of VolIP services. The growth up & thotnet
phenomenon - the ability of infected computerswoeks, called
zombies, to perform centralized DDos (Distributednial of

Service) attacks against determined targets - ase®the danger
of this threat. With our Ns-2 model, which is cdated to real
environment and test environment, it is possibleoktain an
approximate amount of the whole IP traffic inclugliolP. This
will help us to study the performance behaviourlarge-scale
attacks and the possible countermeasure effectigetits easy to
understand that possible related works in thisdfiebuld be
connected with emerging threats of VolP Botnetsidyghg
possible countermeasures and analysing how théyemde the
performance indexes. The study presented in thiemé an
extension of a previous work on the impact of siéguon the
quality of VolP calls [5], [6], [9] and provides faamework to
analyse the quality of VolIP calls. The paper presspveral new
contributions. Firstly, it shows how to calculatg&tor from the
packet loss, it brings a fast and easy methodhfevbice quality
assessment (relations 2, 3 and 4). Secondly, iwshow VPN
with TLS influences the voice quality.

The executed measurements prove the obvious ingfasbme
secure solutions on the voice quality. The impairha speech
quality appears in specified ranges of traffic cosgdl between
80-90%. While using the G.711 codec in the
environment we observed the shift of R-factor frange “Best”
quality to “Low” quality and in the secure envirnant to “Poor”
quality. We did not register the change of qualiity G.729 calls
in the insecure environment but we observed thié shR-factor
from range “High” quality to “Low” quality using # VPN
environment. The threshold values of R-factor aefingd in
Table 1. We suppose it depends on the size of lthek lzipher
encryption and next investigation could be a cimaje for our
future research.

6. REFERENCES

[1] 1TU Recommendation G.107. E-model, a computational
model for use in transmission planning. 2005.

[2] 1TU Recommendation P.800.1. Mean Opinion Score.
[3] Porter,T. Practical VolP Security. Syngress, 2006.

[4] Davidson,J.-Peters,J. Voice over IP FundamentédsoC
Press, 2000.

[5] Voznak,M-Nappa,A. Performance evaluation of voip
infrastructure. FreeVoice, November 2007.

[6] Bruschi,D. Voice over ipsec: Analysis and solutions
Proceedings of the 18th Annual Computer Security
Applications Conference, December 2002.

[7] Clark,A. Modelling the Effects of Burst Packet Lasd
Regency on Subjective Voice Quality, 2001,

[8] Clark,A. Extension to the E-Model to incorporate #ffects
of time varying packet loss and recency. ETSI TIRHO
committee, TS 101 329-5 Annex E, July 2001.

[9] Nappa,A-Bruschi,D-Rozza,A.-Voznak,M.  Analysis nda

implementation of secure and unsecure Voice over IP

environment and performance comparison using OpBnSE
Technical report, Universita degli studi di Milan@p07.

insecure



