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Summary: A calibration procedure is generally performed dnder to correctly
translate the personal traits observed through schemetric test into numerical
values. The calibration process ensures the ohjiggtof the measure instruments.
Psychological measures are usually of indirect fythey are obtained as a result of
a statistical inference process. Statistical cadition makes use of particular
models, based on the inversion of the previous ioreed indirect measures. The
Rasch model can be considered one of this model.
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1. Introduction

Calibration is the process whereby the scale ofeasuring instrument is
determined or adjusted on the basis of a propeererpnt. Statistical
calibration is a kind of inverse predicti¢8undberg, 1999). In this paper we
consider the calibration of a psychometric meagurinstrument. In
psychometric field classical calibration models can be applied since the
true unknown measure is latent and unobservable. sthndard methods
(Spearman, 1904; Thurstone, 1938), used in ordget@ measure of some
psychological attributes, are based on a direcragmh, while manifest
observed values are indirect measures of the pkygbal attributes. In
psychometric applications the indirect approachalmost exclusively
considered.

In section 2 a brief history of the well known liitgence Test is
presented. In Section 3 some details about statistalibration are given. In
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Section 4 the Rasch model is described. In Se&itiee Rasch analysis is
applied to an Intelligence Test and the appropmigs of the relating model
is discussed.

2. Psychometric tests to measure the intelligence

The origin of the attribute “mental test” is traditally connected to the
work of Cattell (1890) who used the experimentatirod to measure psycho
physic reactions and cognitive elementary processes

In the psychological field, intelligence is one tife most important
dimension considered and, since the beginning efldst century, several
instruments were made available for different pegso With reference to
the intelligence appraisal we can found instrumemtdt for different
population: for instance, the child evaluation éxample is the Binet-Simon
(1905) scale) or test for military selection (astbrical example is the Army
test).

What intelligence is, and consequently the abitifyits evaluation, still
plays an important role in the nowadays scientiBbate (Gould, 1996): the
hierarchical theory and the multifactor theory #tre main categories. The
European scientific community pays more attentmthe first one (see, for
example, the work of Spearmaimter alia 1904 and 1927); the second
approach, started with Thurstone’s (1938) work, drasmportant impact on
the North American studies.

Both theories agreed on the existence of an erd#lfed g factor (from
general) which is a dimension of intelligence pgoarfluenced by culture.
Some authors said that it is inherited or inborthess agreed on the
existence of theg dimension but refused the idea of inheritance of
intelligence.

The first tests expressly made to evalupt@e due to Raven (1940) and
Cattell (1940), although they started from diffdarasumptions. The Raven
test, called Progressive Matrices (PM), was wideted in Great Britain
during the WWII for selection of soldiers with than of evaluating subjects
without making use of language. The Cattell tastfly called Culture Free
and successively Culture Fair, evaluates subjesitggutems not suffering
from the influence of their different cultures. Ast with characteristics
similar to the Raven one was built by Anstey ariohgl (Anstey, 1955)
expressly made for military selection in Great &rit and to retest the
diagnosis made with PM. It is based on domino card$ shows an higher
saturation in theg factor (Vernon, 1947). Each item is made by adali
sequence of domino cards, and the subjects hawgito the two missing
numbers of the last card. The most widely used dortest in Europe is the
D 48, that is a French version of the Anstey ahdgllinstrument made by
Pichot (1949), translated into Italian in 1954. dadty it is used alsin USA
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for trans cultural studies (Domino, 2001). The Dtd& is made for subjects
from the age of twelve. There are 48 items, 4 efitldevoted to the training
of subjects. In the original version the respondeust write the numbers to
complete the sequence, as in the Anstey and litisgrument. There is a
fixed time limit and the total score is calculatagl the number of right
answers given by the subject. The items are orgeniz sequences that
follow the same logic process and spatial represient selected from the
following five different structures: six cards dogged on two lines, nine
cards disposed on three lines, a rose of five gintesards, cards with spiral
and with oval disposition Leés Editiones du Centre de Psychologie
Appliquées 2000). Each sequence has a growing difficultates] to the
different logical process: spatial, numerical,tarietical and mixed items.

3. Statistical calibration

In statistical calibration the two following meassrare considered: the
standard measuréX), which is expensive, accurate and not easy tohrea
the test measurdY), obtained by the measurement instrument, which is
cheaper, less accurate and easier to reach. Tiheatiah experiment starts
with an initial sample of observationsy, y;). Classical calibration theory
assumes that the test measifrgstochastic variable) is linked with the
standard measureX (not stochastic) through a linear model, whose
parameters are estimated by the observations.

In the prediction experiment it is possible to mastie the true unknown
measureX when theestmeasurey is observed by inverting the linear model
(Brown, 1993). This approach is also caliaderse regressioiSundberg,
1999).

The literature on calibration deals with the mathgoal problem of
inversion, the statistical properties of the estorm obtained with the
inversion, the extension to the multivariate coh{&alini, 2003).

Statistical calibration models are not properlyidiain psychological
applications, since psychology deals with unobd#eraariables for which a
calibration experiment is not available. On thetcamy, statistical models
with a structure formally similar to the linear nedsl adopted for the
calibration experiment are frequently considered psychometric
applications: latent attributes are expressed kipesmr combination of the
answers to a battery of items in a questionnai¢Bri, 1993). The main
weakness of this approach is that the linear weigite not obtained
following a rigorous estimating procedure. Furtherej the goodness of fit
of the model cannot be evaluated, being the truasore not observable.
The third, and more relevant, weakness dependbheimplicit assumption
that the psychological characteristi) (should bedefined as a function of
the (X1, X5, ..., Xp). This natural asymmetry is actually reversed etheing
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the answers to the items on the psychological cheniatic and not vice
versa. For example, the intelligence quotient @ubject is given and the
results in an intelligence test hangs on the igttice of the subject that
carries out the test.

In order to proceed in a correct way, a model ghbel available such that
the answers to the item¥y( Y,, ..., Y,) be functions of some psychological
characteristic X). SinceX is not perceivable, the direct model cannot be
estimated, thus it cannot be inverted.

Observe that models defining the measure of atla@mable by indirect
measures of manifest variables exist and they eanonsidered statistical
calibration models: the most important one is theesdR model (Rasch,
1960).

4. Rasch model: an overview

In 1960 Georg Rasch stated that the answers tdeam depend on two
independent factors: the ability of the subject #mal intrinsic difficulty of
the item. He proposed an item-response model, alfpto measure both the
item difficulty and the subject ability along a sb@d continuum. In the
dichotomous case the model expresses the proladiiliight response by
the following relation:

(== PO

1+exp@ -B;) @

in whichx; is the answer of subject{i=1,....n) to itemj (j=1,....K), 6 is the
ability of the subject andp; is the difficulty of the iten).

The model has a unique set of properties, makiag itleal tool for testing
the validity of ordinal scales (Wright and Linact®389).

The Rasch model uses a particular unit measureddabit (Wright and
Stone, 1979). With the transformation fraaw scoresinto logits (or from
ordinal-level data into interval-level data), thargmeter®); andp; can be
expressed in the same unit measure, jusidbie, thus they can represent
subjects and items on a shared continuum resphictive

The Rasch model produces person-free measures tard-free
calibrations, abstract measures that overcome fap@erson responses to
specific items at a specific time. This characterisunique to the Rasch
model, is calleparameter separatianThus, Rasch parameters represent a
person ability as independent of thaecific test items and item difficulty as
independent of specific samples (Wright and Masté&82). Necessary
information to estimat®; andf; is respectively containeid the number of
items got through by the subjeici(r) and in the total number of correct
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answers for item (). So, the scores and §represensufficient statistics
for the parameter andp;.

The model is probabilistic, not deterministic, déig for each
subject/item interaction the probability of righhsaver. The model is
prescriptive, not descriptive. This also allowsstimate the precision of the
computed measure of difficulty/ability. It requirasidimensionality, that is
all the items measure only a single construct,laca independence, that is,
conditionally to the latent trait, the responsea @iven item are independent
from the responses to the other items.

It can be noticed that the difference between tghiiffficulty latent traits
andx; manifest variables is both metric as conceptuatent traits are not
observable, not stochastic and expressed in a iahanterval scale.
Manifest variables; are observable, stochastic and expressed in aabrdi
(dichotomous) scale. The model, as formulated, nsall respects a
calibration model in which a multivariate measuretamed through a
measuring instrument (the psychological test)nkdd by a direct relation to
a latent unknown measure (the ability of the suhjekccording with the
typical terminology of the calibration context, amdirect test measure is
observed to get the trggandardmeasure. The probabilistic statement of the
model makes it possible the construction of gooslnafsfit tests on the
complete model as well as on the single items, lWwhionstitute the
calibration of the psychological measurement imstmt.

5. Application: calibration of an Intelligence Test
5.1Preliminary analysis

The Rasch model will be applied to data collected 958 subjects
participating in 2002 to the selection procedure tfe application to the
Psychology degree course of the Catholic Universitivilan. Data refer to
a closed version of the D 48telligent Test, built for selection on large
number of candidates. This version uses the ofigdd items but
respondents, instead of writing the numbers in eapipty card, are
requested to choose the right answer in a sevefdards, where the correct
one is always present. In case of correct ansveesdbre 1 is assigned, null
otherwisé. This closed version makes the instrument eakim the open
one. For this reason, fixed time limit of 18 miruts assigned (25 in the
original version), so that it may become more diffi to complete all the

! It is important to note that the score 0 idensifiadifferently wrong answer and
non response too. In this context, the formalif@scarrying out the test, given to
the subjects, inform them that a non responseniroag answer. This is a basic rule
for the construction of this psychometric test.
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items. The subjects can choose the question résmolotder, but usually
they tend to proceed in a sequential way (Cresuegttial. 2003). In figure 1
the frequency distribution of raw scores is showhe majority of the
subjects presents raw score in the 25-35 rangdy winimum 0 and
maximum 44. This distribution is in according witbrevious studies
regarding people with a secondary school degressté@te and Borgatti,
1975; Boncori, 1987). A few candidates have rawresdess than 15 or
greater than 40, coherently with the idea exprebgeiruni (1966) on time
limitation.

Subjects

FENNNWWS D DOITIOIOO~~00
ORCONOHORONORONOIORONOO
T T T T T T T T N S S N S R T T B

12345678910123456182@ P

raw scores

Figure 1. Frequency distribution of raw scores for 44 items

The Dichotomous Rasch Mod@&jmple Logistic Mode{Rasch, 1960), is
available in the computer program RUMM (Rasch Umneinsional
Measurement Models) by Andrich, Sheridan, Lyne &ng (2000). It
produces scale-free subject measures and sampleitieen difficulties
(Andrich, 1988; Wright and Masters, 1982). The tgeane calibrated from
easy to hard and the subject measures are alignethe same scale, from
lower to higher.

Figure 2 shows the classical “Rasch ruler” (alstbedathe “ltem map”)
obtained for our data. The vertical dashed lineeggnts the ideal less-to-
more continuum of “level of intelligence”; for sinigity, we prefer to use
the term intelligence instead of the more correxdtifnated intelligence”.
Items and subjects share the same linear measuramés (logits, left
column). Conventionally, the average item diffigulas for intelligence we
will use “difficulty” instead of “estimated diffidty”) is set to 0. On the right
of the dashed line, the items are aligned fromesaso hardest, starting from
the bottom. Along the same ruler, on the left, shddjects are aligned in
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increasing order of intelligence from bottom to .topach X symbol

represents 6 subjects. One subject reaches themextscore of 44; it is
omitted from the analysis since, according to tagdR model, his/her ability
cannot be estimated.

Subject scores range from —1.4 to 4.8 logits, witdm locations from —
4.2 to 2.6. Thus we observe a spread in difficaftalmost 7 units and more
than 6 in intelligence. The measure of the intelice obtained by this set of
items seems reliable being the range wide enodidgil the items have the
same characteristics, the probabilities of the @answprofiles are similar
giving no raise to aontinuum but only a point. The range of items does not
match completely the range of intelligence scoféere is a lot of subjects
at the upper end of the scale and there are ngécdsbat the lower end.
Furthermore, 84 subjects have a level of intellggehigher than the most
difficult item (from 2.6 to 4.8 logits) and 12 itarmhave a difficulty easier
than the less intelligent subject (from —1.4 ta>-4gits).

Thus, it seems that the item difficulties are rrapriately targeted to the
subjects (only 874 of out 958 intelligence measi(®d86) are “covered” by
item difficulty). The first part of the scale isa@asy, but this fact is coherent
with the logic of the heating exercises.

Furthermore items are well spanned and spacedghoat the continuum.
This can be taken as an indicator of accuracy. \ttigh“same” increase of
intelligence level there is the “same” increas¢hia total raw score. This is
not completely true, because there igagential redundancyhen a lot of
items are on each tick; so, when a particular le¥@htelligence is achieved
an increase of 4 to 5 marks (as many items onahegick) could be in the
total raw score.

5.2 Some problems: item redundancy and time effect

This analysis outlines some potentially redundeams: those with the same
difficulty level, that in the graph are on the saime (e.g. 19, 17, 18, 16, 26;
or 39, 40, 41, 38). The redundant items are alyaysof the same sequence
(group of items with the same logic process andapapresentation) so we
can affirm that the difficulties are connected vittle logical process that lay
behind the item construction.

The sequence starting with the item 14 and ternmigawvith the item 26
shows some redundancies. From a calibration peigpese can say that
some of thenshould be eliminated or changed, but analysingtémes from
a psychometric perspective we find some problerhe difficulties of the
items are connected, as we already observed, Wwihnumber of right
answers given by the subjects. The items 16 an@dg Figure 3) have the
same difficulty (the location value is 0.721 foert 16 and 0.689 for item
17, corresponding respectively to 579 and 586 riyitwers); but if we
observe the number of non responses there is adiffegience that has to be
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LOCATION PERSONS ITEMS [locations]
5.0
X
X
4.0
XX
XX
3.0 XXX

XXXX
XXXKX 10043 10044
XXKXXX 10039 10040 10041 10038
XOOOCKKX I0035 10042
2.0 XOOOKKX 10024 10025
XOCKXKXKXK
DOOOOOOCKKX 10034
XOOCKKX 10032 10037
KR HKRIRIHIOHK 10036
1.0 XRXKMHOOKKKXK
DOOOCOOOKK 10014 10015 10023
XXXXXKXKX 10019 10017 10018 10016 10026
OO 10031 10033
DOOOCKKX
0.0 HKXHHKXK
XXX 10022
XUKXKXKXXK
XX 10029 10027
XX
-1.0 X 10020 10028
X 10030
X 10009 10021
10007

-2.0 10010
I0011 10008
10005 10004 10012

10003
-3.0 10013

10006

10001
-4.0

10002
-5.0

Figure 2. Item map

explained: there are 2 non responses on the tenst and 122 on the second
one. This sequence is made by items disposed oseaconfiguration and
the target (position of the answer) is disposedvskk In the set of possible
answers for the first three items (from 14 to 1&)vave the correct one, and
also the answer that is the mirror of this one;tloe item 17 the mirror
opportunity is absent. Analysing the wrong answethg first three items we
find that most of them are on the mirror choice. ¥é@ suppose that if a
subject chooses a response strategy he persendrssairror; when he has to
respond to the item 17 and there is not the ansalerent with this strategy
he prefers to make no choice. The different logsesjuences need items on
the same level to verify the acquisition of theitaed) process. In this
sequence the item 17 gives us the opportunity idyvaur hypothesis.
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6 17
;
O
e DT

Figure 3. D48 Test, item 16 and item 17

1

Since time limit plays an important role in the fpemance of subjects
(Csonka, 1973), some authors (Bruni, 1966) sudggegive more time up to
45 minutes. Relating to the non responses we fiat from item 35 to the
end of the test more than 300 subjects gave noan¥ie may suppose that
many of them have not received enough time to cetaghe test. To further
analyse this dimension we cut the test on itemfigbire 4 represents the
frequency distribution of the raw scores for thenaming 34 items and
figure 5 represents the corresponding item map.

100
90 -
80 -
70 A
60 -
50 A
40
30 -
20 A
10 A

Subjects

1 35 7 911131517192123252729313335

raw scores

Figure 4. Frequency distribution of raw scores for 34 items



F. De Battisti, S. Salini and A. Crescentini

LOCATION PERSEOCNS ITEMS [locaticons]
&.0
XX
5.0
HHEHAK
4.0
HEXXHHKEKAK
P:9.9.9.9.9.9.9.6,0:4
2.0
p s s cesessd
TO0Z24 I00Z2S
) 9.9.4.9.9.9.6, 0.4
p9.9.9.9.9.9.9.0.4 Io024
2.0 HAXHEHAK Iocoz22
HEXXKXEXKK
P 9.0.9.9.9.9.9.4 I0023
p9,9.9.5.9.9.8.0.4 Ioo2s I0o014 Io0ls

Icole Ioo032 TI00ls IO01l8 TI0OL1T
1.0 EHAXA AKX XK KKK EKAK Ioco=1
p:0.9.9.6.0:4

KEXNKK
EHAK Iocozz
KHX Iocoze IO0OZ27
0.0 p.0.0:9:4
-4 Io0028
x Iocozo
b4 Iocozo0
I0021 I0009
-1.0 Ioo07

Ioo0a ITo011
Ioo0s I0004 Ioo01lz2

Figure 5. Item mapfor 34 items

So we find a ceiling effect. The modified scakems to be easier for the
sample. This is coherent with the hypothesis offfécdity connected with
the presence of a time limit, although a complet@luation of this
hypothesis is not made.

Since the value of the person paramétenay be used to select a sub-
sample of subjects with the best performance, vamsd subjects with &
value more than®3We analyse the answer profile of these subjeutsve
make a comparison between this subgroup (subjedte the best
performance) and the complete sample (958 subjektsparticular, we
focus on the last items to check if they discringnbetween clever subjects
and the others. Observing only the items from 384ave find that the best
subjects gave less non responses. Besides, amplygnratio of wrong
answers over total answers, the items from 41 tskEWw no differences
between best performing subjects and the total Eaniphis suggests
(confirming the hypotesis of Bruni, 1966) that ®dtf that give random

% There aren’t specific methods to fix a cut-off foe person parameters; from the
item map in figure 2 we can observe a group ofetbjwith® more than 3, so we
choose them as the subjects with best ability
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answers reach better results than people thatrpeteap over some items
without giving any answer.

Concerning the model fit indexes, the RUMM prognases the parameter
estimates to examine the difference between theateg values predicted
from the model and the observed values. Furtherntibeeprogram provides
item and subject fit statistics and two global gestfit: the Item-Subject
Interactionand thdtem-Trait Interaction

Table 1 Fraction of wrong answers for the last 10 items

Item Best All
subjects  subjects

35 0.1 0.34
36 0.02 0.18
37 0.04 0.23
38 0.22 0.3
39 0.16 0.28
40 0.08 0.24
41 0.29 0.34
42 0.23 0.24
43 0.23 0.26
44 0.29 0.24

Table 2 Fraction of no responses for the last 10 items

ltem Best All
subjects  subjects

35 0.02 0.37
36 0.02 0.33
37 0 0.34
38 0.06 0.47
39 0.08 0.47
40 0.06 0.51
41 0.02 0.44
42 0.06 0.49
43 0.12 0.53
44 0.16 0.57

5.3 Analysis of residuals

The item-subject test-of-fit examines the respqueséerns of subject across
items and item across subjects. It takes into atcthe residuals between
the expected estimate and the actual values fdr sagject-item, summed
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over all items for each subject and over all subjdéor each item. The fit
statistics for the item-subject interaction appnaie a distribution with zero
mean and unitary standard deviation, when the fitithe measurement
model.

Let x; andm; be respectively the observed and the expectecesathe
standardized residuals are ther2x;- m;)/(m; (1))

We consider the sums of squares:

foritem U= Y z°/n i=1,...k
i=1
K 2
for subject We ZZ” /k i=1,....n.
=

These are the so-called fit mean-squares, takigsdrom 0 to +o.
Andrich (1988) proposes a transformationEfzij ? for each subjedt(and
j

then for each iterj) to obtain the following standardized residual:

ool

Then a large negative value ofiMplies that the model is overfitted, while
a positive large value implies a misfitting patteen value close to zero
implies a typical pattern.

Table 3 shows the residual printout by RUMM, femiis and for subjects.

Table 3. Summary of global fit statistics

ITEM-PERSON INTERACTION
ITEMS PERSONS
Location Residual Location Residual
Mean 0 -0.319 1.229 -0.345
SD 1.947 1.947 1.07 0.953

If mean and SD of subjects’ intelligence are oyeraean and SD of the
items’ difficulty, the targeting of the scale is agb Subjects’ average
intelligence (1.229) is greater than item meanidiffy (0) and item SD
(1.947) is greater than subject SD (1.07). So, tthrgeting of the scale
doesn’t seem very good.

When data perfectly “fit” the model the residuals axpected to have zero
mean and SD close to 1. In our case the residuahsnare quite good, -
0.345 for subjects and -0.319 for items; the subj&D is good (0.953),
while the item SD is a little too big (1.947).
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Appendix A shows for each item the estimated patanand the residual
(Individual item fit); Appendix B contains for eacubject the estimated
parameter and the residual (Individual person @)y when residuals are
larger than 2 in absolute value.

The fit of individual items of the measurement mogenot definitely
good: 13 item residuals are larger than 2 in albsohalue (bold typed in
Appendix A).

As shown in Appendix B the fit of individual persoaf the measurement
model is not good at all, but only 47 person reaislilhave absolute value
larger than 2.

We analyse the residuals to check their distrilmjtithe tails and the
symmetry. In figure 6 and 7 it can be noticed that the ritistion of
standardized residuals differs normal distributibnt less than 5% values
exceed the limit —2 and +2, so the tails are fike in a normal distribution.
The subjects 409 and 208 have the biggest posésiduals and subject 262
has the biggest negative residual. Furthermoregcamealso observe that the
distribution of residuals presents higher varitypifor subject with very low
level of intelligence.

120+
100+

80

40—

20—
Mean = -0,3446
Std. Dev. = 0,95336
N =957

0 T T T T
-3,00 -2,00 -1,00 0,00 1,00 2,00 3,00
Residuals

Figure 6. Histogram of residuals

® This is a descriptive analysis. Rasch model daeprésuppose distributional
assumptions.

* The Kolmogorov-Smirnov statistic is 0.081 with ahve 0.000, so the residual
distribution is not normal; this depends on thesbi®.345 and symmetry index
0.610.
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4,00

3,00

2,00

1,00

Residuals

0,00

-1,00—

-2,00

-3,00

T T T
200 400 600 800 1000
Level of Intelligence

Figure 7. Person residuals, sorted by Level of Intelligence

We have identified the 18 subjects that show thesivbtting with the
model, all of them have a standardized residualtgren absolute value than
2.5. These subjects are bold typed in Appendix B.

The 8 subjects with residual values bigger thane&zrploy a profitable
answer strategy. They give random answer insted&l ANK answer. This
is observable in two factors: correct answers @m# very difficult and
wrong answers in easier items. In general intuiiiges are correct, on the
contrary items that require sequential argumentraggh are often non
correct.

The 10 subjects with residual values lower than.5 @mploy a not
profitable answer strategy. They proceed in a sagplevay and so they
give BLANK in the final items; may be they need mdime. The mean
score for these subjects is low and correct ansaersin the first items.
Bruni (1966) underlined the time problem in in@gd#ince tests. The time
limit may be rewards fast and not accurate subjaetspenalizes slow and
accurate subjects. Analysing their results we findt they made many
mistakes during the initial part of questionnafog,instance in item 2 all the
errors of respondents are due to these subjebes.nfean score of this
sample is 22.50 and the standard deviation is 3vRfle the mean score of
the total sample is 28.77 with a standard deviatib.06. Nevertheless, in
the more difficult items their performance appebedter than the global
average. ltem 14 represents a turning point for tdtel sample; wrong
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responses are 2% on the 13 and 43% on the 14erin 18 the majority of
misfitting subjects gave the right answer. Theychehetter results on the
items that can be done through an intuitional bastead of a reasoning
basis (e.g. items 20 and 21). The subjects ofgidap did not use the non
response strategy from item 24 to item 44, in féely gave less non
response than the total sample. We can say thse hebjects are more fast
than precise, probably they are not too engagetbiimg the test or they are
not too much concentrated in the proof; a suppbthis hypothesis comes
from the bad performance on items that require gickh process with
precise steps (e.g. 27 and 28).

5.41tem-Trait I nteraction

The item-trait test-of-fit examines the consistenfyevery item parameters
across the subject measures: data are combinessaaitatems to give an
overall test-of-fit. This shows the overall agreeméor all items across
different subjects. Rasch “misfit” values indicat®se items which do not
share the same construct with the other ones (iteéthshigher misfit should
be removed).

The observed answer distribution is compared with éxpected answer
distribution, calculated with the logistic functioby means of the Chi-
squared criterion. The following steps may be pentmx.

i) Examine theg probability (p-value) for the whole item set; thésenot a
well-defined lower limit defining a good fit (miniam acceptability level); a
reference level may be 5%. The null hypothesibas there is no interaction
between responses to the items and locations asubjects along the trait.
In our case (see table 4) Total Item ChiSq = 826&¥ Total ChiSq Prob =
0.000, so the null hypothesis is strongly rejected.

Table 4 Summary of global statistics

ITEM-TRAIT INTERACTION RELIABILITY INDICES
Total Item Chi Sq 826.577 Separation Index 0.842
Total Deg of Freedom 396 Cronbach Alpha 0.838
Total Chi Sq Prob 0.000

ii) If the overally? probability is less than 5%, examine fi¢or each item
to identify anomalous statements (see appendixhergyChiSq is the Iltem-
trait interaction chi-square statistic for eachmt@nd Probability is the
probability of its occurrence for the degrees ekfiom listed).

iii) Analyse each misfitting item to understand thisfit causes.

The subjects are splitted into “intelligence levelasses, with constant
width; in every class the observed answers’ prapastare compared with
the model’'s estimated probabilities, for each amsveategory, and thg
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value is worked out. The overaff is the sum of the single groyp. The
contribution’s amount to the sum highlights the fihiseriousness in the
respective class: the highest tfialue in the single class, the most serious
the damage by the gap between data and model. i§hise so called
“Differential Item Functioning” (DIF) and the terindicates the instability
of the hierarchy of item difficulty levels (the saracale may not be suitable
for measuring exactly the same variable acrosspgjou

DIF can be observed for some items. The DIF is aotall-or-none
phenomenon. It is always in the background, so tedéction is only a
matter of power of measurement. The greater thgleartihe moreany DIF
may become statistically significant. It must benireded that the DIF in
itself does not bias the cumulative expected scacesss groups. The Rasch
model assigns an overall measure, an expected fooeach subject,
whatever his/her group assignment. If a given grgets a score higher than
expected in one item, it gets a score lower th@reebed in at least one of the
other items. Similarly, an item easier than exp@dte some groups, may
result more difficult than expected for another.

DIF challenges the nature of the measure, nottheuat. In this case the
ruler is not independent of the person measurethgBeery restrictive on
what would be expected, the Rasch analysis is a&guolrtool to detect any
DIF.

DIF indicates that the instrument tackles qualriyi different constructs
across the groups, whatever the ability measureghef subjects. A
decreasing DIF in subsequent replications flaggitite direction during the
scale construction.

The items with the biggest value of Chi-Squareeaieenced in italics in
the Appendix A. A more detailed search for “systgoiamisfits, DIF across
subjects’ subgroups (classes), can be conducteal gnaphical way (see
Tesio et al. 2002).

For example, Figure 8 and Figure 9 present the alleet Item
Characteristic Curve (ICC) of the item 26 and tieeni 18 respectively. The
ICC reflects the probability of getting the maximsoore of 1. The ordinate
gives the score ideally expected by the model, irgngrom O to 1. The
abscissa gives the intelligence of the subjectsgit units. For dichotomous
items (1-threshold items) the curve follows theh&ged (logistic) function
given by the core equation of the Rasch modelThg. two curves in figure
8 and 9 share the same slope for each dichotontenns but the average
location along the abscissa changes accordingetitein average difficulty.

Moreover, the sample was split into 10 equally-gizeubgroups,
representing different classes of overall abillpr each class, the mean
expected score was plotted in dot symbols as aifumof the mean ability.
This is a basic investigation of DIF. The analyisisonducted in order to
understand if subjects of different level of ing#ihce follow the Rasch
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model and to measure if a generic item is moreess kasy, in itself, in the
various classes.

10026 Descriptor for ltem 25 Location=0.773  Residual =6.152  Chi Sq Prob = 0,000 Slope 10018 Descriptorfor tem 18 Location = 0714 Residual =-4.026  Chi SgProb=0000 Slope.
10 02 1.0 0@

2 K

P R S SN R S S R
2 3 2 - [] 1 2 3
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Figure 8. ICC for Item 26 Figure 9. ICC for Item 18

The item 26 (Figure 8) is easier than expectectimsses of subjects with
low level of intelligence and it is more difficuior classes of subjects with
high level of intelligence. For the item 18 we fduain opposite performance
(Figure 9).

In this view, absolute score deviations should &gessed in conjunction
with standardized residuals. Whether these resdoal these items are
acceptable or not, is a matter of context decisitie robustness of the scale
with respect to DIF can only be ascertained frosnpérformance in real
applications.

It is interesting to distinguish the analysis by tHifferent groups of
subject. For example sex may influence the resuitssome items
(Crescentini et al. 2003), like in item 14. By RUMMpossible to appreciate
this influence by performing the DIF analysis fowltiple factor with
multiple levels. We consider a single factor, seixh two levels. The ICC of
item 14 is reported in Figure 10.

lterm: Descriptor for ltem 14 [I0014] - 2 Levels for Person Factor. SEX Slope
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Figure 10. ICC for Item 14 divided by sex
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From ICC of item 14 (Figure 10), it seems that llewel females show
more difficult to find the correct answer than tepectation. In this item
males are always better than the expectation.

The RUMM program calculates a Person Separatioaxinghich is the
Rasch reliability estimate, computed as the ratize((true+error)) variance
whose estimates come from the model. A value ofdicates lack of error
variance, and thus full reliability. This index isually very close to the
classic Cronbach coefficient computed on raw scores. In our case (s
table 4) the Separation Index is 0,842; this mehas the proportion of
observed subject variance considered true is 8472 power of test-of-fit,
based on the Person Separation Reliability of Q,B4good.

5.5Factor Analysis on Residuals

The Rasch model assumes that residuals are randtistlypbuted across
items. A high correlation (computed on standardigsituals across pairs of
items) would thus suggest inter-item dependencyirngfinom an extraneous
shared construct challenging the undimensionalfitthhe measure. We have
considered the highest correlations, with valuesoat greater than |0.5]; in
this case there is significant dependence.

A way of detecting important deviations from the ndamental
undimensionality requirement of Rasch model is dpelication of factor
analysis techniques to the residual matrix. Ifitifermation about person —
item interaction modelled by Rasch and extractemnfithe data matrix
leaves a random dispersion of residuals, thenldimds that the solution is
accounting for just one dimension.

The factor analysis, as it is shown in the screg ipl Figure 11, confirms
all the other results obtained. In fact some resdglare correlated. The
presence of factor loadings in the analysis ofdwesls would suggest the
presence of more than one underlying test dimension

Eigenvalue

Figure 11 Scree Plot
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The Component matrix, partially reported in Tabledtsplays that the
items for which the residuals are strong correlateditems from 14 to 19, in
according with comments in Figure 2.

Table 5.Component Matrix

item Component 1
14 -0.725
15 -0.756
16 -0.809
17 -0.293
18 -0.609
19 -0.717

5.6 Critical Themes

In appendix A it is shown thg® test for each item. 22 items have a high
value ofy? with significance value less than 0,05. In ordecatibrate the
questionnaire these items have to be deleted. &gltibaly’ decreases and
they? for each item becomes acceptable.

The deleted items are chosen by considering baitiuals and;® values
(see appendix A). 13 items have residual valuetgrethan |2|. Three
homogeneous groups can be evidenced.

Table 6. Misfitting and Overfitting Items
GROUP | ITEMS DESCRIPTION
1 16, 17, 18, 19 Residuals < -2, only item 17 Rasignificance

value greater than 0,05. These items |are

discriminated for the sample (see DIF)

2 22,23, 24, 26 Residuals > 2, no items jasignificance valug
greater than 0,05. These items are not discriminate
for the sample (see DIF)
3 27, 28, 29, 3Q,Residuals < -2, only item 27 had significance]

32 value greater than 0,05. These items |are

discriminated for the sample (see DIF)

We have reported separately the group 1 and thgpg3decause they are
formed by items with different logic process andtsg representation.
So 11 items cahe deleted: the ones with high residuals and ffighlue.
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The analysis is iterated step by step in ordembtain a globay’ greater or
near than 0.05, and also for each item. In padrcafter to have deleted 11
items, we have performed a new Rasch analysiseckdif the global® was
greater or near than 0.05 and, if not, to individuather items withy?
significance valugower than 0.05We have removed these items, we have
made another analysis, and so on, to obtain firatfjobaly® greater or near
than 0.05, and also for each item. In this itemfiwvocedure the items 4, 2,
40 and 7 are step by step deleted. In the finadi@eronly 29 items are
maintained As said above the items of the initial versiortta instrument
are organized in sequences that follows the sagie fwocess and spatial
representation. The differences between sequenagstd obtain a better
evaluation. This version of 29 items contains itdnasn all the sequences,
maintaining the initial structure of the test. Thiew instrument must be
tested by combining time factor and evaluationrobrs.

As a preliminary analysis we apply the Rasch Madeinly the 29 items.
The analysis on the reduced questionnaire evideddemms with residual
values greater than |2|. Item 36 in particular teséduals value equal to -
2.22, item 14 equal to 2.32 and item 15 equal 48.2The factor analysis of
residuals evidences the presence of one componan@ ralevant than the
others, correlated with item 14, 15 and 20.

This result encourage to submit the reduced versfahe test on a new
sample of subjects.

6. Conclusions

The analysis system has shown that the closedovedsithe instrument has
the same metric characteristics of the originalnepeone (see Csonka,
1973), but to fill in the whole questionnaire isquéed less time, in
particular 28% of time can be saved. It is alsosfiide to automate the
correction phasesing an appropriate answer sheet. The instrunegpuiines
a minimum level of education, connected with tise of numbers in the
closed answers. The time limit question (Bruni, @)9§till remains; a time
limit imposes a cut to the slower subjects andifatés the faster ones. The
time limit without a penalization for the wrong aress drives subjects to
use a strategy that maximizes the number of giveswvars and reduces the
accuracy. We are evaluating the hypothesis of usipgnalty to the wrong
answers.

In the “Rash ruler” we found the dimensions of ith&rument, which give
the chances to make further analysis. The us@ 4 select the better
subjects makes us find a group of people that violthe same answer

® The items in the final version are: 1, 3, 5, 69810, 11, 12, 13, 14, 15, 17, 20, 21,
25, 27, 31, 33, 34, 35, 36, 37, 38, 39, 41, 42443,
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strategies; the same happens with the analysiesiduals. The analysis of
the Item Characteristic Curves with the two lev@lsex operating confirms
the hypothesis formulated by Crescentini et al0@0and gives some new
perspectives. We have yet not found an acceptalgethesis that explains
the difference, between male and female, in thevanstrategies.
The ability of the instrument defined on the 29 metundant items,

proposed in the previous paragraph, has to be iexpetally proved on a
sample of subjects.
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Appendix A
Table 1a Individual item fit
Item| Location SE Residual ChiSq Probability
1 -3.233 0.24 -0.069 10,563 0.307
2 -4.073 0.36 0.069 7,226 0.614
3 2772 0.2 0446 11,631 0.235
4 -2.273 0.16 1.946 33,933 0.000
5 -2.329 0.16 -0.732 12,903 0.167
6 -3.199 0.24 -0.01 4,425 0.881
7 -1.495 0.12 0.956 22,405 0.008
8 -2.166 0.15 0.226 13,857 0.128
9 -1.326 0.11 -1.139 16,974 0.049
10| -1.877 0.14 0.172 7,157 0.621
11| -2.184 0.15 -0.634 18,037 0.035
12| -2.260 0.16 -0.217 13,309 0.149
13| -2.833 0.2 -0.347 11,744 0.228
14 0.897 0.07 -0.826 23,016 0.006
15 0.936 0.07 -1.617 14,995 0.091
16 0.721 0.07 -2.659 24,872 0.003
17 0.689 0.07 -2.379 15,439 0.080
18 0.714 0.07 -4.026 38,980 0.000
19 0.619 0.07 -4.023 33,005 0.000
20 | -0.952 0.1 -1.525 20,586 0.015
21 | -1.270 0.11 -0.969 9,745 0.372
22 | -0.094 0.08 2.662 26,743 0.002
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23 0.953 0.07 3.965 35916 0.000
24 2.021 0.08 2427 19,535 0.021
25 2.031 0.08 1.256 7,677 0.567
26 0.773 0.07 6.152 65,082 0.000
27 | -0.422 0.09 -2.252 15,320 0.083
28 -0.81 0.1 -3.000 29,236  0.001
29 | -0.437 0.09 -2573 26,878 0.001
30 [ -1.095 0.1 -2.381 28,740 0.001
31 0.401 0.07 -0.458 14,108 0.119
32 1.405 0.07 -2.240 17,291 0.044
33 0.54 0.07 -1.243 8,977 0.439
34 1.635 0.07 0.125 2,956 0.966
35 2278 0.08 -0.329 21,387 0.011
36 1.219 0.07 -1.078 17,694 0.039
37 1.489 0.07 0.165 14,956 0.092
38 2530 0.08 0.74 8,358 0.498
39 2473 0.08 0.339 20,173 0.017
40 2519 0.08 -1.693 10,683 0.298
41 2527 0.08 0.908 20,297 0.016
42 2290 0.08 0.725 15,602 0.076
43 2.655 0.08 0.122 15,371 0.081
44 2.785 0.09 0.973 18,793 0.027

Appendix B

Table 1b.Individual person fit (for subjects with residuabre than +/- 2).

ID Locn SE Residual
13 1.375 0.4 2.371
19 0.266 0.4 2.529
42 -1.27 0.43 -2.042
66 0.105 0.4 -2.063
68 | -0.058 0.4 2.165
72 | -0.222 0.41 2.428
76 | -0.908 0.42 -2.513
93 -0.39 0.41 2.129
94 | -0.908 0.42 -2.513
128| 0.105 0.4 -2.200
143| 0.105 0.4 2.197
184| 1.875 0.42 2.100
186| -0.058 0.4 -2.466
208 | 1.538 0.41 3.060
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212
218
254
257
262
277
295
352
355
409
422
431
444
465
550
566
642
651
668
676
685
748
768
791
835
841
857
874
897
901
916
933
949

-0.39
1.704
-0.732
0.266
-0.222
-0.732
-0.222
0.425
1.538
0.105
-1.27
0.583
0.105
-0.559
-0.058
0.425
0.266
0.74
1.214
1.055
0.266
0.105
-0.39
0.105
0.898
-1.087
-0.058
0.105
-0.222
0.266
0.74
1.055
-0.222

0.41
0.41
0.42
0.4
0.41
0.42
0.41
0.4
0.41
0.4
0.43
0.4
0.4
0.41
0.4
0.4
0.4
0.4
0.4
0.4
0.4
0.4
0.41
0.4
0.4
0.42
0.4
0.4
0.41
0.4
0.4
0.4
0.41

-2.308
2.845
-2.244
-2.202
-2.924
-2.701
2.280
2.046
2.894
2.967
2.195
2.537
-2.604
-2.720
-2.885
-2.112
-2.062
2.327
2413
2.227
-2.222
-2.734
2.343
-2.224
2.646
-2.640
-2.585
-2.192
-2.311
-2.190
2.816
2.095
-2.267




