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Abs t r ac t . Multivariate calibration uses an estimated relationship between a mul-
tivariate response Y and an explanatory vector X to predict unknown X in future 
from further observed responses. Up to now very little has been written about ro-
bust calibration. An approach can be based on the outliers deletion methods. An 
alternative is to employ robust procedures. The purpose of this paper is to present 
multivariate calibration methods which are able to detect and investigate those 
observations which differ from the bulk of the data or to identify subgroups of 
observations. Particular attention will be paid to the forward search approach. 

1 Introduction 

Multivariate calibration uses an estimated relationship between a multivari-
ate response Y (of dimension q) and an explanatory vector X (of dimension 
p) to predict unknown X in future from further observed responses. The pur-
pose of this paper is to present multivariate calibration methods which are 
able to detect and investigate those observations which differ from the bulk 
of the da ta or, more generally, to identify subgroups of observations. We are 
concerned not only with the identification of atypical observations, but also 
with the effect tha t they have on parameter estimates, on inferences about 
models, and on their suitability. In this paper particular at tention will be 
paid to the forward search approach (Atkinson, Riani and Cerioli, 2004). In 
this method we start with a fit to very few outlier-free observations and then 
successively fit larger subsets. We thus order the observations by closeness to 
the fitted model. As a result, not only are outliers and distinct subsets of the 
da ta discovered, but the influential effect of these observations is made clear. 
Section 2 gives more details about multivariate calibration. Section 3 presents 
some possible approach on robust calibration. In section 4 the forward search 
procedure is applied to real da ta set, and some comments and remarks are 
given. 

2 Multivariate Calibraton 

Statistical calibration, potentially useful in several practical applications, 
deals with the inference on unknown values of explanatory variables, given a 
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vector of response variables. Suppose for example that two different instru-
ments for the measurement of the same phenomenon are considered. The first 
one X {standard method) is more difficult, accurate and expensive than the 
second one Y {test method). A sample of n units, in which both measures x 
and y are available, is considered. The set of values {xi^yi) i=l,...,n is the 
calibration experiment. The statistical calibration problem arises when only 
the yi obtained by the test method are known and the unknown Xi have to 
be estimated. The solution of this problem, prediction experiment^ depends 
on the probabilistic model supposed to have generated the calibration exper-
iment. In particular, it is assumed that the values yi are realizations of a 
random variable (r.v) Y with known density function. 

The assumptions on the values Xi may be of two types: i) the Xi are 
realizations of a r.v. and therefore {xi^yi) are realizations of a multivariate 
r.v. {random calibration); ii) the Xi are chosen by the experimenter {controlled 
calibration). 

In the classical parametric approach a linear multivariate model for both 
experiments is considered. Suppose that the calibration experiment is made 
of n observations, q response variables Yi^Y2, ..., Yq and p explanatory 
variables Xi, X2; . . . ; Xp with q > p, and suppose that Yi = Ice^+XB+Ei , 
where Y i ( n x q), X(nxp) , l ( n x 1) are known matrices; E i ( n x q) is a matrix 
of random errors, whose i-th row is E n ^ N (0 , r ) ; B(p x q) and a{n x 1) 
are unknown parameters. The model for the prediction experiment is given 
by: Y2 = la^ + l<f^B + E2 , where Y2(m x g'), E2(m x q) whose j - th row is 
E2J ^ N (0, r ) and C{Q ^ 1) is the unknown vector of calibration measures. 

When q = p the multivariate classical estimator for ^ is 

ic = fBS"'BT) " ' B S " ' (ya - a) (1) 

where B and a are least-squares estimators, y2 is the mean of the obser-
vations in the predicted experiment and S is the pooled covariance matrix. 
(1) is also the maximum likelihood (ML) estimator of ^. 

When q > PJ the ML estimator is a function of ^c and a quantity that de-
pends on an inconsistency diagnostic statistic R, a measure of the consistency 
of y2 to estimate (more details in Zappa and Salini, 2004). 

3 Prediction Diagnostics 

Detecting outliers is an important aspect in the process of statistical model-
ing. Outliers, with respect to statistical models, are those observations that 
are inconsistent with the chosen model. Once a multivariate calibration model 
is built, it is used to predict a characteristic (e.g. standard measure) of new 
samples. Developing robust calibration procedures is important because stan-
dard regression procedures are very sensitive to the presence of atypical ob-
servations; furthermore, very little is known about robust calibration. 
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There are two basic approaches to robust calibration: use robust regression 
methods or perform classic estimators on data after rejecting outliers. 

Robust estimates work well even if the data are contaminated. Several 
robust regression estimation methods have been proposed (Rousseeuw and 
Leroy, 1987): the M-estimator is the most popular; the i?-estimator is based 
on the ranks of the residuals, the L-estimator is based on linear combination 
of order statistics; the Least Median of Squares (LMS) estimator minimizes 
the median of the squares of the residuals; the .S-estimator is based on the 
minimization of a robust M-estimate of the residual scale; the Generalized 
M-estimator (GM) attempts to down-weigh the high influence points as well 
as large residual points; the MM-estimator is a multistage estimator which 
combines high breakdown with high asymptotic efliciency. In the calibration 
literature, generalized M-estimation techniques have been applied to the con-
trolled calibration problem and orthogonal regression on the measurement-
error model to the random calibration problem. These techniques give robust 
calibration estimators (Cheng and Van Ness, 1997) but extensions of these 
methods when p > 1 and q > 1 lead to difliculties. In addition, although 
robust estimators can sometimes reveal the structure of the data, they do 
so at the cost of down-weighting or discarding some observations. Finally, if 
the calibration experiment is made up of different subsets, the use of robust 
estimators will tend to produce a centroid which lies in between different 
groups. In this last case prediction will be strongly determined by the size of 
the subsets which make up the calibration experiment. 

A second approach on robust multivariate calibration consists in perform-
ing a classical multivariate estimator on data after rejecting outliers. There 
are many methods to detect outliers. A single outlier can easily be detected 
by the methods of deletion diagnostics in which one observation at a time is 
deleted, followed by the calculation of new parameter estimates and residu-
als. With two outliers, pairs of observations can be deleted and the process 
can be extended to the deletion of several observations at a time. This is the 
basic idea of multiple deletion diagnostics. A difficulty both for computation 
and interpretation is the explosion of the number of combinations to be con-
sidered. A similar approach is based on the repeated application of single 
deletion methods (backward methods). However, such backwards procedures 
can fail due to masking. 

The forward search appears to be more effective than the other approaches 
especially in the presence of multiple outliers (Atkinson and Riani, 2000). Also 
in the calibration context, the problem can be formulated as searching for the 
outlier-free data subset, the basic idea of forward search method (see next 
section). Genetic algorithms are proposed as a reasonable tool to select the 
optimum subset (Walczak, 1995). The results obtained with this genetic ap-
proach are compared with classical robust regression method of least median 
of squares (LMS). 
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Another approach, a third one, for the prediction of diagnostics in multi-
variate cahbration problem, could be based on the inconsistency diagnostic 
i?, mentioned in the previous section; the statistic R is central to diagnostic 
checking, whether or not it influences confldence intervals and point estima-
tors (Brown and Sundberg, 1989). 

4 Forward Search in Multivariate Calibration: An 
Example 

The forward search is a general technique for robust estimation. The approach 
in calibration fleld considers the direct regression model and is based on the 
idea of forming a clean subset of the data, and then testing the outlyingness 
of the remaining points relative to the chosen clean subset. The algorithm 
combines robust estimation, diagnostics and computer graphics. The flrst step 
of the algorithm is based on the idea of elemental sets. The forward search 
starts by selecting an outlier free subset of p observations, where p is the 
number of parameters to be estimated in the model. To select this subset, a 
large number of subsets are examined, and the one with the smallest median 
residual is chosen - this is known as least median of squares (LMS) estimation. 
Having chosen this initial subset, the search moves from step p to step p + 1 
selecting (p+ 1) units with the smallest least squares residuals. The model is 
re-fltted in this way until all units are included in the subset. Throughout the 
search, certain statistics such as the residuals, are monitored. Diagnostic plots 
are then constructed with the X-axis representing the subset size and the Y-
axis representing the statistic of interest. In the case of calibration problem 
with q > p, q direct regression models are considered and the initial subset 
of dimension r, S^^\ used to initialize the forward search, is found using the 
intersection of units, that have the smallest LMS residuals considering each 
response independently. In symbols for each response j , S^Vj satisfles 

^[med].s<':>, = ™ " K m e d ] . s S ] ' ^̂ ^ 

where e^ (p) is the k th ordered squared residual among e^ (p), in the regres-
sion which considers the j-th variable as response, i = 1 , . . . , n, c is a collec-
tion of p units (the number of c collections is (J^)) and med is the integer part 
of (n+p+l) /2 . The initial subset is associated with the k units whose residuals 
at maximum have the r-th position (r < n/2) among e^ (p) , . . . , e^ (p) , 

j = 1, 2 , . . . , g'. The search progresses from subset size m to m + 1 by select-
ing the smallest (m + 1) Mahalanobis distances (MD) (Atkinson, Riani and 
Cerioli, 2004, p. 66) from multivariate regression d*^ = (e^Z'e^y^e^^)^/^ 
are scaled by the square root of the estimated covariance matrix, where 
Eu ={E^E)/{m-p). 
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Fig. 1. Forward plot of scaled Mahalanobis distances based on residuals of calibra-
tion experiment. 

This algorithm proceeds up to when all units are included in the subset 
(m = /c, /c + 1 , . . . ,n). 

In order to illustrate how the method works we can use a dataset refer-
eed to the noise of the traffic(^). Calibration experiment has to determine 
the hourly equivalent level of the noise of traffic. Time sampling techniques 
differ for the size of the sample: surveying every second (87000 observations), 
surveying every minute (1450 observations), surveying every 10 minute (145 
observations), surveying every hour (24 observations). As standard measure 
X is considered the hourly mean obtained by surveying every second, as test 
measure Y is considered the hourly mean of surveying every minute and the 
hourly mean of surveying every 10 minute. Therefore q = 2 and p = 1 and 
n = 145. without loss of generality only 1000 subsets are considered to se-
lect the initial subset. Fig. 1 shows the typical output of forward search, it 
monitors the calibration residuals at each steps of the forward search, every 
trajectory refers to one unit. The plot evidences the potential presence of 
groups, corresponding to different time slots. In particular forward plot in 
Fig. 2 and Fig. 3 show that unit 43 and unit 115 have a different trajectory 
than the others. The units correspond to time 7 AM and 6.50 AM, critical 
time for the city traffic. 

In the final part of this section we compare the forward approach with 
other robust estimators. It is important to notice that extensions of robust 
method (Cheng and Van Ness, 1997) when p > 1 and q> 1 using robust re-
gression approach lead to difficult because the necessary robust multivariate 
regression theory has not been developed. In our case case q = 2, then two 
robust model are estimated. Some robust regression estimators (Ruber 1981, 

^ I am grateful to G. Brambilla (Institute of Acoustic "O.M. Corbino" C.N.R. 
Roma) for providing the data. 
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Fig. 2. Forward plot of scaled Mahalanobis distances at the step 60 of the search. 
Unit 43, evidenced in bold, has different trajectory than the others. The units 
correspond to time 7 AM, a critical time for the city traffic. 

Fig. 3. Forward plot of scaled Mahalanobis distances at the step 60 of the search. 
Unit 115, evidenced in bold, has different trajectory than the others. The units 
correspond to time 6.50 PM, a critical time for the city traffic. 

Hampel et al. 1986) are implemented. A combining method (Johnson and 
Krishnamoorthy, 1996) is applied to combine the univariate robust estima-
tors, in fact the response variable is determined by two different measuring 
methods. The following equation shows the combining formula: 

i=l 
(3) 
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where Wi = {$i /Sf) / {J2 (3f /Sf) in which (3f is a robust estimator and 
n 

Sf = Yl iVij ~ VijY/{"^ ~ Q)- The estimator in (3) is a GLM estimator that 
Q 

minimizes J^iVi ~ ^i ~ Pi^Y/^f with respect to x. Table 1 shows the clas-
sical combined estimator and the robust ones in both cases of contaminated 
and non contaminated data. 

Models 
Classical 
Huber 
Tukey 

Data 1 
6.514 
6.575 
6.687 

Data 2 
20.031 
16.402 
15.106 

Table 1. Standard Deviation of residuals for classical estimator and robust esti-
mators for both not contaminated (Data 1) and contaminated (Data 2) data. 

In the first case there are not outliers but only groups, as evidenced in 
forward plot in Fig. 1, robust and classical estimators perform in the same 
way. In presence of outliers robust estimators fit better than the classical 
one. Fig. 4 represents the true value of x versus the classical estimator, the 
Hubert and the Tukey estimator. As we expected robust estimators fit better 
than the classical one that it is very sensitive to the presence of atypical 
observations. 

5 Conclusion 

The problem of robust multivariate calibration is approached by the forward 
search method and by the classical robust regression procedures. In presence 
of groups the forward search performs better than classical robust proce-
dures that are useful in presence of single outliers. It is important to notice 
that the combining method proposed in section 4 does not consider the ro-
bust multivariate regression theory (Rousseeuw et al., 2004) but refers to the 
cases in which the multivariate response variable is measured by different 
instruments or determined by various methods. Further, robust multivariate 
regression procedures can be applied on calibration problems. We want to 
study this extension and plan to report it elsewhere. We are currently inves-
tigating the behavior of the inconsistency diagnostic R mentioned in section 
3 with forward search plots. We are interesting to create the envelopes for the 
R statistic, in this way we could be able to accept or reject the hypothesis 
that a new observation is inconsistent with the data. 
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Classical estimator Hubert estimator Tukey estimator 

Fig. 4. True value versus classical and M-estimators in contaminated data 
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