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Abstract

A smartphone generates approximately 1,614 MB of data per month which is 48 times
of the data generated by a typical basic-feature cell phone. Cisco forecasts that the mo-
bile data traffic growth will remain to increase and reach 49 Exabytes per month by 2021.
However, the telecommunication service providers/operators face many challenges in order
to improve cellular network capacity to match these ever-increasing data demands due to
low, almost flat Average Revenue Per User (ARPU) and low Return on Investment (Rol).
Spectrum resource crunch and licensing requirement for operation in cellular bands further

complicate the procedure to support and manage the network.

In order to deal with the aforementioned challenges, one of the most vital solutions is
to leverage the integration benefits of cellular networks with unlicensed operation of Wi-Fi
networks. A closer level of cellular and Wi-Fi coupling/interworking improves Quality of
Service (QoS) by unified connection management to user devices (UEs). It also offloads
a significant portion of user traffic from cellular Base Station (BS) to Wi-Fi Access Point
(AP). In this thesis, we have considered the cellular network to be Long Term Evolution
(LTE) popularly known as 4G-LTE for interworking with Wi-Fi.

Third Generation Partnership Project (3GPP) defined various LTE and Wi-Fi inter-
working architectures from Rel-8 to Rel-11. Because of the limitations in these legacy LTE
Wi-Fi interworking solutions, 3GPP proposed Radio Level Integration (RLI) architectures
to enhance flow mobility and to react fast to channel dynamics. RLI node encompasses link
level connection between Small cell evolved Node B (SeNB) and Wi-Fi AP. LTE WLAN
Aggregation (LWA) and LTE Wi-Fi Integration with IPSec tunnel (LWIP) are the RLI
architectures which are introduced in 3GPP Rel-12 and Rel-13.

The fundamental challenges for RLI architectures include: (1) Dynamic traffic steering
across time-varying channel conditions on LTE and Wi-Fi links, (2) Out-of-order packet
delivery problem when traffic steering is done at fine granularity (packet level steering), (3)
Co-tier interference management in dense deployment scenarios, (4) Efficient placement of
the RLI nodes and effective radio resource management in indoor deployments, and (5) High
energy consumption at UEs and RLI nodes due to use of multiple radios simultaneously.
This thesis addresses some of the fundamental challenges which prevent RLI architectures

from achieving interworking benefits.

To address the problem of co-tier interference in dense deployment scenario and to en-
able efficient downlink traffic steering, this thesis proposes a novel Power awaRE dynamiC
trafflc StEering (PRECISE) algorithm. The proposed algorithm targets to meet the fol-

lowing objectives in LWIP system: (i) Mitigation of co-tier interference in dense LWIP
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deployments, (ii) Meeting Guaranteed Bit Rate (GBR) requirements of the users including
those experiencing poor Signal to Interference plus Noise Ratio (SINR), and (iii) Dynamic

steering of the flows across LTE and Wi-Fi links to maximize the system throughput.

The second important problem addressed is the uplink traffic steering. To enable effi-
cient uplink traffic steering in LWIP system, in this thesis, Network Coordination Function
(NCF) is proposed. NCF is realized at the LWIP node by implementing various uplink traf-
fic steering algorithms. NCF encompasses four different uplink traffic steering algorithms
for efficient utilization of Wi-Fi resources in LWIP system. NCF facilitates the network to
take intelligent decisions rather than individual UEs deciding to steer the uplink traffic onto
LTE link or Wi-Fi link. The NCF algorithms work by leveraging the availability of LTE as

the anchor to improvise the channel utilization of Wi-Fi.

The third most important problem is to enable packet level steering in LWIP. When
data rates of LTE and Wi-Fi links are incomparable, steering packets across the links create
problems for TCP traffic. When the packets are received Out-of-Order (OOO) at the TCP
receiver due to variation in delay experienced on each link, it leads to the generation of
DUPIlicate ACKnowledgements (DUP-ACK). These unnecessary DUP-ACKs adversely af-
fect the TCP congestion window growth and thereby lead to poor TCP performance. This
thesis addresses this problem by proposing a virtual congestion control mechanism (VIrtual
congeStion control wlth Boost acknowLedgEment -VISIBLE). The proposed mechanism
not only improves the throughput of a flow by reducing the number of unnecessary DUP-
ACKs delivered to the TCP sender but also sends Boost ACKs in order to rapidly grow the

congestion window to reap in aggregation benefits of heterogeneous links.

The fourth problem considered is the placement of LWIP nodes. In this thesis, we have
addressed problems pertaining to the dense deployment of LWIP nodes. LWIP deployment
can be realized in colocated and non-colocated fashion. The placement of LWIP nodes is
done with the following objectives: (i) Minimizing the number of LWIP nodes deployed
without any coverage holes, (ii) Maximizing SINR in every sub-region of a building, and

(iii) Minimizing the energy spent by UEs and LWIP nodes.

Finally, prototypes of RLI architectures are presented (i.e., LWIP and LWA testbeds).
The prototypes are developed using open source LTE platform OpenAirInterface (OAI) and
commercial-off-the-shelf hardware components. The developed LWIP prototype is made to
work with commercial UE (Nexus 5). The LWA prototype requires modification at the UE
protocol stack, hence it is realized using OAI-UE. The developed prototypes are coupled
with the legacy multipath protocol such as MPTCP to investigate the coupling benefits.
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Chapter 1

Introduction

The huge growth in the number of smartphones used and the traffic generated by them have
become a major challenge to the telecommunication industry. International Telecommuni-
cations Union (ITU) envisions that by 2020 the requirements that a mobile network should
cater will be humongous [1]. The penetration of multi-featured electronic gadgets such as
smartphones, tablets, and laptops in the market and the popularity of mobile applications
(native and web) developed for these devices are main reasons for this humongous data
demand. It is observed that smartphones generate approximately 1,614 MB of data per
month which is 48 times of the data generated by a typical basic-feature cell phone (which
generates only 33 MB per month of mobile data traffic) [4]. Also, mobile data traffic growth
will continue to increase and reach 49 Exabytes by per month by 2021, and annual traffic

will exceed half a zettabyte.

Fig. 1.1 shows the key enhancements to International Mobile Telecommunication Ad-
vanced (IMT-Advanced) system with a target date set for 2020 (IMT-2020). ITU envisions
the requirements for IMT-2020 a.k.a. 5G as follows, (1) Peak data rate of 20 Gbps, which
is 20x higher, (2) Area traffic capacity of 10 Mbps/m?, which is 100x higher, (3) Network
energy efficiency of 100x, (4) Connection density of 10°, which is 10x higher, (5) latency
of 1 ms, which is 10x lower, (6) Spectrum efficiency of 3x, (7) Support for mobility up to
500 Kmph, and (8) Per user experienced data rate of 100 Mbps, which is 10x high. Among
these requirements, area traffic capacity, network energy efficiency, and peak data rate top
the list. As densification of small cell deployment targets to serve the growth in area traf-

fic capacity, the densification introduces challenges such as co-tier interference, improper
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Figure 1.1: Enhancement of key capabilities from IMT-Advanced to IMT-2020 [1].

channel utilization, and inefficient placement of these small cells in indoor environments
due to structural limitations of the buildings. The second highest requirement is on the
energy efficiency of the networks, as the wireless services are contributing to larger volume
of carbon foot-print [5]. Study from [6] reveals that the major energy component of the
cellular network operation is from the Radio Access Network (RAN), of which cell site
consumes 72% of the total energy spent. Redesigning cellular system architecture is the
key to resolve the power consumption challenge at RAN of the next generation of cellular
networks. The third major requirement which arises is the Quality of Service (QoS) pro-
visioning. 5G is designed to be a service-oriented architecture with support for enhanced
mobile broadband (eMBB), massive Machine-Type Communication (mMTC), and Ultra-
Reliable and Low-Latency Communication (URLLC) [7]. The targeted QoS is viable when
multiple RAT's coexist and serve flexibly across in order to meet the demand. However,
the telecommunication service providers/operators face many challenges in improving cel-
lular network capacities to match these ever-increasing data demands due to low, almost
flat Average Revenue Per User (ARPU) and low Return on Investment (Rol). Spectrum

resource crunch and licensing requirement for operation in cellular bands further complicate
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the procedure to support and manage the network.

In order to deal with the aforementioned challenges and to meet I'TU’s targeted 5G re-
quirements, one of the most vital solutions is to leverage the integration benefits of multiple
radio access technologies (Multi-RAT). For instance, cellular base stations (BSs) operating
with a limited bandwidth on licensed band can be integrated with Wi-Fi Access Points
(APs) which operate on unlicensed band with more bandwidth. A closer level of cellular
and Wi-Fi coupling/interworking not only addresses the data demand but also improves
QoS by unified connection management to user devices. In this thesis, we address some of

the challenges associated with interworking of cellular and Wi-Fi networks.

1.1 Components of Cellular Wi-Fi interworking

In this section the overview of cellular networks, specifically LTE will be described, followed

by the description of Wireless Local Area Network (WLAN).

1.1.1 Overview of LTE networks

LTE (Long Term Evolution) or E-UTRA (Evolved Universal Terrestrial Radio Access) is
also referred to as "the gold standard of wireless technology” because of its speed and en-
hanced coverage compared to its predecessor technologies. Also, compared to 3G, LTE
provides a higher data rate, low latency, improved network responsiveness, high spec-
trum efficiency, improved cost efficiency, enhanced security, and better QoS. The standards
specifications for LTE system were developed by Third Generation Partnership Project
(3GPP) [8].

The LTE architecture includes two major components: the radio access network and
the core network. Evolved NodeB (eNB) or eNodeB is the radio access network component.
Multiple eNBs are interconnected via X2-interface. The core network (called as Evolved
Packet Core - EPC) components include Serving Gateway (S-GW), Packet Data Network
Gateway (P-GW), Mobility Management Entity (MME), Policy and Charging Rules Func-
tion (PCRF) Server, and Home Subscriber Server (HSS). The access network is connected
to the core network via Sl-interface. A User Equipment (UE) refers to the device used by
an end-user to communicate with eNodeB. Evolved Packet System (EPS) includes Evolved

Universal Terrestrial Radio Access (E-UTRA) and EPC. Fig. 1.2 shows all the components
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of LTE architecture and the interfaces across various components.

E-UTRAN <<( >>> EPC

L. )
Séa

SGi

eNB

Figure 1.2: LTE architecture.

Table 1.1: Interfaces in LTE architecture and their purpose

Interface | Position and Function ‘
SI-MME | Reference point for the control plane protocol between E-UTRAN and
MME.

S1-U Reference point between E-UTRAN and Serving GW for the per bearer
user plane tunneling and inter eNodeB path switching during handover.

S5 It provides user plane tunneling and tunnel management between S-GW
and P-GW. It is used for S-GW relocation due to UE mobility and if
S-GW needs to connect to a non-collocated P-GW for the required PDN
connectivity.

S6a It enables transfer of subscription and authentication data for authen-
ticating/authorizing user access to the evolved system (AAA interface)
between MME and HSS.

Gx It provides transfer of QoS policy and charging rules from PCRF to
Policy and Charging Enforcement Function (PCEF) in the PDN GW.
S8 Inter-PLMN reference point providing user and control plane between

S-GW in visiting PLMN and P-GW in the Home PLMN. S8 is the inter-
PLMN variant of S5.

S9 It provides transfer of (QoS) policy and charging control information be-
tween Home PCRF and Visited PCRF in order to support local breakout
function.

S11 Reference point between MME and S-GW.

SGi It is the reference point between P-GW and PDN like Internet. PDN

may be an operator external public or private packet data network or
an intra operator PDN, e.g., for the provision of IP Multimedia Subsys-
tem (IMS) services. This reference point corresponds to Gi for 3GPP
accesses.

Table 1.1 details the interfaces used in LTE architecture and their usage. The compo-

nents of LTE architecture [9] and [10] are detailed as follows:
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1. Evolved Node-B: The eNB sends and receives radio transmissions to all the mobiles
(UEs) using the analog and digital signal processing functions of the LTE air interface.
It controls the low-level operation of UEs, by sending them signaling messages such
as broadcast messages (MIB - Master Information Block), control messages (SIBs
- System Information Blocks), synchronization signals (PSS, SSS i.e., Primary and
secondary synchronization signals), and handover commands. Each eNB connects
with the EPC by means of S1 interface and it can also be connected to nearby base
stations by X2 interface, which is mainly used for signaling and packet forwarding
during handover. The eNB supports the following functions: (1) Inter-cell radio
resource management, (2) Resource block control, (3) Radio admission control, (4)

eNB measurement and configuration, and (5) Dynamic resource allocation.

2. Serving Gateway: S-GW routes and forwards data packets to and from the UE.
A UE can get associated utmost with one S-GW. It acts as a mobility anchor point.
It plays a significant role during inter-eNodeB handovers. It acts as a local mobility
anchor (LMA) point for inter-eNodeB handover and assists the eNodeB reordering
function by sending one or more "end marker” packets to the source eNodeB imme-
diately after switching the path. It also acts as a mobility anchor for inter-3GPP
mobility (terminating the S4 interface from a Serving GPRS Support Node (SGSN)
and relaying the traffic between 2G/3G system and a P-GW). It supports transport
level packet marking and allows accounting and QoS class indicator (QCI) granularity
for charging. Replicating of user traffic in the event of Lawful Interception is done at

S-GW. It allows reporting of user location information (ULI).

3. Packet Data Network Gateway: P-GW is the gateway which terminates SGi
interface towards PDN. P-GW does the following functions: (1) Per-user based packet
filtering (for e.g., deep packet inspection), (2) Lawful Interception, (3) UE IP address
allocation, (4) Transport level packet marking in the uplink and downlink, e.g., setting
the DiffServ Code Point, based on the QCI of the associated EPS bearer, (5) Uplink
and downlink service level charging, gating control, and rate enforcement, and (6)
Downlink rate enforcement based on the accumulated Maximum Bit Rate (MBRs)
of the aggregate of Service Data Flows (SDFs) with the same Guaranteed Bit Rate
(GBR) QCI (e.g., by rate policing/shaping).

17



4. Home Subscriber Server: HSS is the master database for all UEs. It is the entity
containing subscription-related information to support the network entities actually
handling calls/sessions. The HSS is responsible for holding the following user related
information: (1) User identification, numbering and addressing information, (2) User
security information, network access control information for authentication and autho-
rization, (3) User location information at the inter-system level, and (4) User profile
information. The HSS generates user security information for mutual authentication,

communication integrity check and ciphering.

5. Mobility Management Entity: MME is a control plane entity within EPC. It
supports the following functions: (1) Mobility Management, (2) Non-Access Stratum
(NAS) signalling and security, (3) Inter core network signalling for mobility between
3GPP access networks, (4) Tracking area list management, (5) P-GW and S-GW
selection, (6) SGSN selection for handovers to 2G or 3G access networks, (7) Roaming,
(8) Authentication, and (9) Bearer management functions including dedicated bearer

establishment.

6. Policy and Charging Rules Function: PCRF also known as policy server or
Policy Decision Function (PDF), is a component of EPC. It is responsible for enforcing
charging decisions at P-GW. The policy charging can be based on, (1) Volume-based
charging, (2) Time based charging, (3) Volume and time-based charging, or (4) Event-
based charging.

7. User Equipment: UE refers to the mobile terminal. UE attaches to eNB of LTE net-
work through a radio interface. UE sends Physical Random Access Channel (PRACH)
preamble to eNB to latch onto eNB and gets completely attached on successful com-
pletion of Radio Resource Control (RRC) procedures. On successful attachment, UE
gets an [P address, and a bearer is created from UE till P-GW. A bearer refers to a
path that user traffic (IP flows) uses when passing through an LTE network (between
UE and P-GW).

Protocol stack of LTE The protocol stacks of LTE networks are discussed here. LTE
eNB includes the following layers: (1) Radio Resource Control (RRC), (2) Packet Data
Convergence Protocol (PDCP), (3) Radio Link Control (RLC), (4) Medium Access Control
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(MAC), and (5) Physical Layer (PHY). Figs. 1.3 and 1.4 show the control and data plane
operations at LTE eNB, UE, MME and layers involved in each operation. The detailed

functionalities of each layer are as follows:

eNodeB
S1AP

SCTP

Ethernet

eNodeB
GTP-U

ubDP

Ethernet Ethernet

Figure 1.4: LTE protocol stack - Data plane.

1. Radio Resource Control: RRC [11] is the key component in LTE protocol stack
which is responsible for allocating radio resources. The RRC protocol includes the
following main functions: (1) Broadcast of system information, (2) Transmission of in-
formation applicable for UEs in RRC_IDLE, e.g., cell (re-)selection parameters, neigh-
bouring cell information and information applicable for UEs in RRC_.CONNECTED
e.g., common channel configuration information, (3) Paging, (4) Establishment, mod-
ification, suspension, resumption, release of RRC connection, including e.g., assign-
ment, modification of UE identity (C-RNTI), establishment, modification, release of
Signalling Radio Bearer (SRB) - SRB1, SRB2, and access class barring, (5) Initial

security activation i.e., initial configuration of AS integrity protection (SRBs) and AS
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ciphering (SRBs, Data Radio Bearer - DRBs), (6) For RNs, configuration of Access
Stratum (AS) integrity protection for DRBs, (7) RRC connection mobility includ-
ing e.g., intra-frequency and inter-frequency handovers, associated security handling
i.e., key, algorithm change, specification of RRC context information transferred be-
tween UE and eNB, (8) Establishment, modification, release of Radio Bearers (RBs)
carrying user data (DRBs), (9) Radio configuration control including e.g., assign-
ment, modification of Automatic Repeat Request (ARQ) configuration, Hybrid ARQ
(HARQ) configuration, Discontinuous Reception (DRX) [12] configuration, and (10)
QoS control including assignment, modification of semi-persistent scheduling (SPS)
configuration information for DL and UL, assignment, modification of parameters for
UL rate control in the UE i.e., allocation of a priority and a prioritised bit rate (PBR)
for each RB.

. Packet Data Convergence Protocol: PDCP [13] forwards packets to and from the
RLC layer. PDCP does the following functions: (1) Header compression and decom-
pression of IP packets using the Robust Header Compression (ROHC) mechanism,
(2) Transfer of data (both user plane and control plane), (3) Tags PDCP sequence
numbers, (4) In-sequence delivery of upper layer Protocol Data Units (PDUs) at re-
establishment of lower layers, (5) Ciphering and deciphering of user plane data and
control plane data, (6) Duplicate elimination of lower layer Service Data Units (SDUs)
at re-establishment of lower layers for radio bearers mapped on RLC Acknowledged
Mode (AM), (7) Integrity protection and integrity verification of control plane data
and user plane data, (8) Timer based discard of packets, and (9) Discarding of dupli-

cate packets.

. Radio Link Control: RLC [14] is a layer embedded between MAC and PDCP layers
of LTE eNB/UE stack. RLC sublayer sends and receives RLC SDUs to/from the upper
layers, and it also sends and receives RLC PDUs to/from layers below. An RLC
entity can be configured to perform data transfer in one of the following three modes:
Transparent Mode (TM), Unacknowledged Mode (UM) or Acknowledged Mode (AM).
RLC TM does not add any header to the PDU nor it does segmentation. It is used
for control packet transmissions. RLC UM does not require any response from the

receiver. Unlike RLC TM, it does reordering, segmentation, concatenation and adds
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RLC header. RLC AM has all the features of RLC UM and it also does retransmission

of unacknowledged packets.

The RLC supports the following functions: (1) Transfer of upper layer PDUs, (2) Error
correction through ARQ (only for AM data transfer), (3) Concatenation, segmentation
and reassembly of RLC SDUs (only for UM and AM modes of data transfer), (4) Re-
segmentation of RLC data PDUs (only for AM mode data transfer), (5) Reordering
of RLC data PDUs (only for UM and AM modes of data transfer), (6) Duplicate
detection (only for UM and AM modes of data transfer), (7) RLC SDU discard (only
for UM and AM modes of data transfer), and (8) Protocol error detection (only for

AM mode data transfer).

Medium Access Control: MAC [15] layer lies in between RLC layer and physical
layer of LTE stack. MAC in LTE is scheduling based and does the following function-
alities: (1) Mapping between logical channels and transport channels, (2) Multiplexing
of MAC SDUs from one or different logical channels onto transport blocks (TB) to
be delivered to the physical layer on transport channels, (3) Demultiplexing of MAC
SDUs from one or different logical channels from transport blocks (TB) delivered
from the physical layer on transport channels, (4) Scheduling information reporting,
(5) Error correction through HARQ, (6) Priority handling between UEs by means
of dynamic scheduling, (7) Priority handling between logical channels of each MAC

entity, and (8) Logical channel prioritisation.

——

1 Frame = 10 Subframes = 10ms:

1 Subframe—>:
I I

i
:<— 1 Slot = 0.5ms
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Figure 1.5: LTE frame structure.

5. Physical Layer: PHY [16] of LTE supports Time division duplex (TDD) and Fre-
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quency division duplex (FDD) modes of operation. FDD is the widely used mode
of operation. In FDD, LTE uplink and downlink are separated by a frequency off-
set specified by [17]. In this section, we discuss LTE multiplexing, frame structure,
modulation, and channels. LTE delivers higher data rate compared to 3G due to
the following features: (1) Orthogonal Frequency Division Multiplexing (OFDM), (2)
Support for wider bandwidth (carrier aggregation), and (3) Multiple Input Multiple
Output (MIMO).

Downlink Multiplexing: LTE uses Orthogonal Frequency Division Multiplexing
(OFDM), which employs multiple subcarriers spaced orthogonal to each other in the
frequency domain. Here, orthogonality means the cross-talks of the adjacent sub-
carrier is nil, and no guard band is required between subcarriers. The advantage of
subcarrier transmission over single carrier transmission is that the symbol duration
of each subcarrier is elongated which in turn reduces inter-symbol interference (ISI).
Whereas, in case of single carrier transmission the symbol duration is very small hence

ISI could be higher.

Frame Structure: Fig. 1.5 shows the LTE frame structure [18]. LTE transmission
is segmented into frames, and each frame is of duration 10 ms. Each frame is further
divided into 10 subframes. Each subframe prolongs for one millisecond duration. Each
subframe comprises of a pair of resource blocks (RB) in frequency domain, and the
number of such resource block pairs is determined by bandwidth. A resource block is
the smallest unit in the LTE structure. RB has 12 subcarriers in the frequency domain
and 7 symbols in the time domain, which corresponds to 0.5 ms. Each subcarrier is
separated by 15 KHz, therefore in a RB there are 12 (subcarriers) x 7 (symbols) = 84
(symbols) in normal cyclic prefix. The purpose of the cyclic prefix is to ensure that
two symbols transmitted in the same subcarrier should not overlap in time domain
due to multipath reception. Table 1.2 provides the OFDM modulation parameters in
downlink for different bandwidths.

LTE supports higher order modulation (up to 64 QAM), large bandwidths (up to 20
MHz), and spatial multiplexing in the downlink (up to 4x4 MIMO). The theoretical
peak data rate on the transport channel in uplink can reach up to 75 Mbps, and in

the downlink, using spatial multiplexing, the rate can reach up to 300 Mbps.
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Table 1.2: Downlink OFDM modulation parameters of LTE

Supported

bandwidth 1.25 MHz | 2.5 MHz 5 MHz 10 MHz 15 MHz 20 MHz

Sub-frame

. 0.5 ms 0.5 ms 0.5 ms 0.5 ms 0.5 ms 0.5 ms
duration

Subcarrier

. 15 KHz 15 KHz 15 KHz 15 KHz 15 KHz 15 KHz
spacing

Sampling 192 MHz | 3.84 MHz | 7.68 MHz | 15.36 MHz | 23.04 MHz | 30.72 MHz
frequency

FFT size 128 256 512 1024 1536 2048

OFDM sym-
bol per slot
(short/ long
CP)

7/6 7/6 7/6 7/6 7/6 7/6

CP Long
(usec/ sam- | (16.67/32) | (16.67/64) | (16.67/128) | (16.67/256) | (16.67/384) | (16.67/512)
ples)

1.1.2 Overview of Wi-Fi networks

IEEE 802.11 also known as Wireless Fidelity (Wi-Fi) is the most popular Wireless Local
Area Network (WLAN) [19] technology for short-range communications. It appears to
higher layers as a wired Ethernet (IEEE 802.3). The fundamental building block of 802.11
architecture is known as a Basic Service Set (BSS). A BSS typically contains one or more
wireless stations and a base station also known as Access Point (AP). Multiple APs may
be connected together to form a distributed system. Fig. 1.6 shows the BSS and Extended
Service Set (ESS). IEEE 802.11 stations can also group themselves together to form an
ad-hoc network. Fig. 1.7 shows different layers of Wi-Fi radio protocol stack, namely
(1) Logical Link Control (LLC), (2) Medium Access Control (MAC), and (3) Physical
Layer (PHY). A brief description of these layers is given below.

1. Logical Link Control: LLC layer is the upper sub-layer of the Data Link layer.
It provides multiplexing mechanisms that make it possible for several network pro-
tocols (IP, IPX) to coexist within a multipoint network and to be transported over
the same network media, and can also provide flow control mechanisms. The LLC
sub-layer acts as an interface between the MAC sublayer and the network layer. The
LLC multiplexing interface includes the following network protocol features: (1) Mul-
tipoint network operation, (2) Unified network media exchange, (3) Flow control, (4)

Line protocol identification, like Synchronous Data Link Control (SDLC), (5) Frame
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Figure 1.6: Wi-Fi architecture.

sequence number assignment, and (6) Acknowledgement tracking.

. Medium Access Control: MAC in Wi-Fi follows carrier sense multiple access with
collision avoidance (CSMA/CA) protocol. CSMA/CA enforces that AP or wireless
station transmit after sensing the channel as idle i.e., listen-before-talk. Unlike IEEE
802.3 standard where collisions can be detected by employing CSMA /CD, Wi-Fi can-
not detect collisions on the channel. Hence, it tries to avoid collisions by employing
one of the following methodologies for channel access: (1) Distributed Coordination
Function (DCF) [20], (2) Point Coordination Function (PCF) [20], and (3) Hybrid
Coordination Function (HCF) [21].

Distributed Coordination Function: In DCF, collisions are predominantly avoided
by obeying to a backoff based transmission. Every station backs off for a random num-
ber of slots. A slot here refers to a fixed time unit. Each station observes the channel
for the chosen backoff time. If the channel gets busy before the backoff time of the
station expires, then the station freezes its backoff time and waits for the channel
to become idle. A station/AP, on observing the channel to be idle for the chosen
backoff time, goes for transmitting a frame. If the frame is delivered successfully to
the intended receiver then the station/AP gets an acknowledgement. If the frame
transmitted is lost (due to collision or channel error), then the station/AP doubles

the contention window from which a random backoff is chosen.

Point Coordination Function: In PCF, the AP coordinates transmissions for all

stations in the network. Thereby PCF mode ensures a contention free delivery of
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frames and hence significantly reduces collisions. According to PCF, a station can
transmit only when it receives CF-Poll frame from AP and the station is PCF capable.
If AP polls a station and it does not have any frames to send, then it must transmit
a null frame. Due to the priority of PCF over DCF, stations that only use DCF
might not gain access to the medium. To prevent this, a repetition interval has been

designed which includes both PCF (Contention free) & DCF (Contention Based)

modes of operation.

Logical Link Control

Contention-free
service

Contention
service
& Point Coordination Function (PCF)
L)
Q
‘E’: Distributed Coordination Function (DCF)
2.4 GHz 2.4 GHz
. OFDM 5 GHz
> Infrared 1,2,5.5, 11| OFDM
- 1 Mbps Mbps 20, 40 MHz
x 2 Mbps
o 24, 36, 48, |...480, 540, 195, ..
54 Mbps | 600 Mbps | 3466 Mbps

IEEE 802.11 IEEE 802.11a  IEEE 802.11 b IEEE 802.11g |EEE 802.11n |EEE 802.11 ac

Figure 1.7: Wi-Fi protocol stack.

3. Physical layer: PHY of IEEE 802.11 is divided into two sub-layers [22]: (1) Physical
Layer Convergence Procedure (PLCP) acts as an adaptation layer and it is responsi-
ble for Clear Channel Assessment (CCA) and building packets for different physical
layer technologies, and (2) Physical Medium Dependent (PMD) layer which specifies
modulation and coding techniques. Table 1.3 shows various PHY standards of IEEE
802.11.

1.2 Interworking of different wireless access technologies

Interworking of different radio access technologies corresponds to employing two or more

radio access technologies in order to deliver data from a source to a destination in a coor-
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Table 1.3: Comparison of various IEEE 802.11 standards

Frequency Advanced Maximum
gi’e Standard | Band ](Bl\irll_;iz;ldth Modulation ?:;}?2311- Data
(GHz2) . Rate
gies
1997 | 802.11 2.4 GHz 20 MHz DSSS, FHSS | N/A 2 Mbits/s
1999 | 802.11b 2.4 GHz 20 MHz DSSS N/A 11 Mbits/s
1999 | 802.11a 5 GHz 20 MHz OFDM N/A 54 Mbits/s
DSSS, 542 Mbit-
2003 | 802.11g 2.4 GHz 20 MHz OFDM N/A /s
MIMO, up .
2.4 GHz, 5 | 20 MHz, 40 T 600 Mbit-
2009 | 802.11n GHz Mz OFDM to 4 spatial /s
streams
MIMO,
MU-
40 MHz, 80 .
2013 | 802.11ac | 5 GHz MHz, 160 | OFDM MIMO, 6.93 Gbit-
up to 8| s/s
MHz .
spatial
streams

dinated fashion. Interworking of multiple radio access technologies can be done at different

layers of protocol stack. Fig. 1.8 provides a snapshot of realizing interworking. Following

are a few realizations which could be applied at different layers of the protocol stack.

1. Application Layer :

Choosing the best link (LTE/Wi-Fi) for transmission among

multiple links available at a device can be done at the application layer with limited
information about each link. Samsung download booster [23] is one such application
which creates multiple sockets and executes an Hyper Text Transfer Protocol (HTTP)
range request for downloading a file which again gets reordered from application layer
buffer. The available goodput information is used to decide number of HT'TP queries
that have to be made on a given interface. At the application layer, each HTTP

request binds to a single TCP connection.

. Transport Layer : The transport protocol at the sender creates multiple sub-flows
for a single TCP connection as in Multipath-TCP (MPTCP) [24]. Each sub-flow can
take different paths (e.g., different interfaces in multi-homed devices) to reach the
destination. MPTCP does scheduling of application layer data onto a sub-flow based
on parameters like Round Trip Time (RTT), available bandwidth, and link delay. The

packets received through multiple paths are reordered at MPTCP layer of the receiver
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and delivered to the receiver’s application layer.

Application should be intelligent to open
Application Layer multiple sockets on different IP addresses

and reorder the data at application layer

Intelligence is required to send the traffic
over multiple interfaces based on metrics Transport Layer
such as RTT and bandwidth

Traffic offload algorithms based on

Network Layer network state can be implemented for

effective utilization of multiple links

Medium access techniques can be enhanced,
when one link regulates and coordinates MAC Layer
medium access of the other link

Figure 1.8: Optimizations at different layers of protocol stack for interworking.

3. Network Layer : Interworking of multiple radio access technologies at IP layer can
be realized by introducing a fine granularity of traffic offloading across different RATs.
The decision is taken based on the collective information obtained from all the RATs.
A quick decision is taken and the offloading is done, and the decision contrived is
independent of the above layers. To yield a compelling performance, an intelligent
traffic offloading algorithm is vital at this layer. IP Flow Mobility and Seamless
Offload is an example which employs Dual Stack Mobile IPv6 (DSMIPv6) [25] to use

two networks simultaneously.

4. MAC Layer : MAC layer aggregates multiple RATs by employing fine co-ordination
and enhanced regulation of traffic offloading across different RATs. Integration at
MAC level has more control in taking a decision compared to realizing integration at

higher layers.

1.3 Evolution of Cellular Wi-Fi Interworking

3GPP defined various LTE and Wi-Fi interworking architectures from Rel-8. The user

mobility with TP address preservation for all the traffic from 3GPP access to non-3GPP
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access (e.g., Wi-Fi) got standardized in Rel-8. Enhancements of Rel-8 include WLAN
accessible via legacy 3G-Core. S2-a and S2-b are standard interfaces which exist between
cellular and Wi-Fi networks. S2-b interface is a Proxy Mobile IPv6 (PMIP) [26] based
interface between P-GW and non-trusted non-3GPP access, which provides the user plane
with related control and mobility support between evolved Packet Data Gateway (ePDG)
and P-GW. For S2-b, an IPSec tunnel has to be established between UE and e-PDG,
where the mobile operator need not trust the Wi-Fi network. S2-a corresponds to trusted
access to cellular data through Wi-Fi. Wi-Fi APs connected through S2-a interface mostly
include operator deployed Wi-Fi hotspots. In case of both S2-a and S2-b based interworking
solutions, the offloading decision is taken at the core network in P-GW, and it involves high
signaling overhead and incurs more latency. Also, a UE can be attached to either LTE or

Wi-Fi, at any given time.

eSaMOG NB-IFOM & ANDSF Enhancement Integrated 3GPP-WLAN RATS

Internet Internet Internet

(a) Rel-12. CN Based. (b) NB-IFOM CN Based. (c) RAN Based.

Figure 1.9: Evolution of cellular Wi-Fi interworking.

Access Network Discovery and Selection Function (ANDSF) [27] has also been intro-
duced as part of Rel-8. It is an entity within EPC of the System Architecture Evolution
(SAE) for 3GPP compliant mobile networks. The primary purpose of ANDSF is to assist
UE to discover non-3GPP access networks, such as Wi-Fi, that can be used for data com-
munications in addition to 3GPP access networks. It provides UEs with information about
available non-3GPP networks and policies for selecting and using such networks. UE may
then employ IP flow mobility (IFOM) [28], multiple-access PDN connectivity (MAPCON)

or non-seamless Wi-Fi offload according to operator policy and user preferences. Numerous
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works have been done on offloading LTE traffic to Wi-Fi and vice-versa [29], [30].

Access Network Discovery and Selection Function enhancements (eANDSF) has been
proposed in Rel-9 which includes cellular network information, device mobility state, and
further deals for intelligent network selection and traffic steering. The 3GPP Rel-10 specifies
a variety of deployment scenarios and it allows a universal network connection irrespective
of whether it is based on GPRS Tunnelling Protocol (GTP) [31] or PMIP with the help of
UE support. In Rel-11, SaMOG-I [32] i.e., S2-a mobility over GTP has been introduced
which has an S2-a interface using GTP via trusted WLAN. Fig. 1.9(a) shows core network
based enhanced SaMOG architecture. Location-based selection of gateways for WLAN
has also been discussed in this release. In Rel-12, multiple IP connectivities via trusted
WLAN using GTP, and IP flow mobility have been introduced. Fig. 1.9(b) shows the Rel-
12 architecture with involves Network Based IP Flow Mobility (NB-IFOM) [33]. In Rel-12
and Rel-13, Radio Level Integration (RLI) of LTE and Wi-Fi is introduced, which enhances
the interworking capability between LTE and Wi-Fi. Fig. 1.9(c) shows the evolved radio
level integration architecture. All the architectures shown in Fig. 1.9 support Non-Seamless
WLAN Offload (NSWO). 3GPP has defined NSWO as the ability for a device to send traffic
directly to the Wi-Fi access network. In Rel-14, the RLI architectures are further enhanced
to support uplink aggregation, mobility and enable Wi-Fi interworking for high frequency
bands (60 GHz). RLI architectures introduced by 3GPP include:

1. LTE Wi-Fi Radio Level Integration with IPSec tunnel (LWIP)
2. LTE Wi-Fi Aggregation (LWA)

In RLI architecture, a node which logically comprises of LTE small cell and Wi-Fi AP is
called as RLI node. Details of these architectures will be discussed in Chapter 2.

1.4 Objectives and scope of the thesis

In this thesis, LTE Wi-Fi Integration architectures are investigated in which LTE small cell
eNodeB (SeNB) and Wi-Fi AP are tightly coupled at RAN level, as shown in Fig. 1.9(c).

The scope of this thesis includes:

1. Addressing challenges which persist with radio level interworking architectures.
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Figure 1.10: Organization of the thesis.

2. Efficient downlink steering solutions to enable faster steering of packets/flows across

LTE and Wi-Fi networks in LWIP architecture.

3. Novel uplink steering solutions to enhance the performance of uplink traffic and also

to improve the throughput of legacy users in the system.

4. Develop solution to address out-of-order packet delivery problem introduced by LWIP
architecture in case of packet level steering. The solution targets to improve the perfor-
mance of Transmission Control Protocol (TCP) by introducing intelligent operations

at the link layer of RLI node.

5. Optimal placement of LWIP nodes in order to enhance capacity and coverage, and

also to improve the energy savings at RLI nodes and UEs.

6. Design and develop prototype testbed for RLI architectures and study the aggregation
benefits.

1.5 Organization of the thesis

In this chapter, introduction and background required to understand the work done in
thesis were given and the contributions of the thesis were highlighted. Rest of the thesis

is organized as follows, refer Fig. 1.10. In Chapter 2, various RLI architectures and their
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features are presented. And the challenges associated with different RLI architectures are be
enumerated. This chapter also introduces link aggregation strategies in RLI architectures.
The proposed link aggregation strategies are evaluated through simulation experiments.

Chapter 3 explains the necessity for efficient downlink traffic steering in LWIP architec-
ture. A downlink traffic steering solution has been proposed, Power-Aware Dynamic Traffic
Steering (PRECISE). The performance of the proposed steering solution is examined from
the perspective of Quality of Service (QoS) improvement and energy efficiency.

Chapter 4 presents the stringent requirements for uplink traffic steering solution in LWIP
architecture. Network Coordination Function (NCF) is proposed to address the challenges
in uplink traffic steering. NCF comprises of different uplink steering algorithm targeted to
improve the network throughput by optimizing the uplink traffic steering ratio across LTE
and Wi-Fi links. It also minimizes the number of collisions on the Wi-Fi channel. NCF is
evaluated under different scenarios to observe its benefits.

Chapter 5 describes one of the problems with LWIP architecture, which is out-of-order
(O0O0) delivery of packets at the destination due to link diversity. The OOO delivery
hinders Transmission Control Protocol (TCP) growth significantly. A solution is proposed
to overcome this challenge, ” Virtual Congestion Control with Boost ACKs for Packet Level
Steering in LWIP Networks” (VISIBLE). Performance of the proposed solution is measured
and compared with state-of-the-art solutions.

In Chapter 6, placement of LWIP nodes is discussed and problems such as (1) Minimum
number of RLI nodes required in a region to ensure QoS guarantees, (2) Optimal transmit
power settings at RLI nodes to enhance capacity and coverage, and (3) Energy efficient
placement of these RLI nodes are addressed.

In Chapter 7, prototypes for RLI architectures were developed. The performance of
different RLI architectures has been profiled. Also the co-operation between RLI architec-
tures and multipath transport layer architecture is studied. Finally, Chapter 8 concludes
the various works done on RLI architectures in this thesis and discusses some possible future

extensions.
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Chapter 2

Radio level integration

architectures

In this chapter, Radio Level Integration (RLI) architectures and their advantages over tradi-
tional LTE Wi-Fi interworking architectures are discussed. Also, the challenges associated

with RLI architectures and potential solutions to improvise their benefits are also detailed.

2.1 Introduction to RLI architectures

Integrating different radio access technologies such as LTE and Wi-Fi at their radio protocol
stacks is referred to as radio level integration. Such radio level integration [34], [35] can be
realized at IP, PDCP, RLC, or MAC layers. 3GPP developed specifications for realizing the
integration at IP layer and PDCP layer. 3GPP has coined the terms LTE Wi-Fi Aggregation
(LWA) and LTE Wi-Fi interworking with IPSec tunnel (LWIP) for realizing integration at
PDCP and IP, respectively. These architectures have enhanced capabilities compared to
realizing interworking at the higher layers (Transport layer or Application layer). The radio
level interworking architectures enables decision making functionality at layer 2 [36]. RLI
architectures could be realized in two ways: (1) Colocated RLI and (2) Non-colocated RLI.
In colocated RLI, SeNB and Wi-Fi AP are located in the same device and tightly integrated
at RAN level in an RLI node, whereas in the latter case, Wi-Fi AP and SeNB are connected
via a standardized interface referred as X,,. Figs. 2.1 and 2.2 show the generic colocated
and non-colocated RLI architectures, respectively.

RLI architectures have the following merits over traditional LTE Wi-Fi interworking
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tecture.
architectures:

1. Wi-Fi operations are controlled directly via SeNB inside RLI node. LTE core network
(i.e., Evolved Packet Core (EPC)) need not manage Wi-Fi separately.

2. Radio level integration allows effective radio resource management across Wi-Fi and

LTE links.

3. LTE acts as the licensed-anchor point for UEs, providing unified connection manage-

ment with the network.

2.1.1 Advantages of RLI architectures

The tighter level of integration between LTE SeNB and Wi-Fi AP in RLI has several
advantages compared to its predecessor interworking technologies. Some of their advantages

are enumerated as follows.

Efficient Power Control: A main advantage of RLI as compared to traditional LTE Wi-
Fi interworking technology is its flexibility in adopting fractional frequency reuse (FFR)
scheme for mitigating inter-cell interference. Given a spatial distribution of UEs in the
network region, RLI may employ FFR where LTE SeNB of an RLI node serves users in the

inner region and Wi-Fi of the RLI node serves the interference-prone LTE cell-edge users.
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using RLI architectures.

In case of dense urban scenarios, RLI nodes are vital for mitigating the interference among
neighbour RLI nodes by assigning non-overlapping LTE and Wi-Fi bands appropriately
as shown in Fig. 2.3. The coverage regions of RLI nodes shown in Fig. 2.3 are spatially
marked distinctly as regions R1 and R2. The users residing in R1 will be served using LTE
interface of RLI node. Similarly, the users residing in region R2 could be served potentially
using Wi-Fi interface in order to mitigate the inter-cell interference. This is possible due to
unified control plane signaling between LTE SeNB and Wi-Fi AP in RLI node. If the region
R2 suffers interference from the adjacent Wi-Fi APs; then the APs with common channel
will be set dynamically to operate on orthogonal channels. The mechanism prevents two
R1 regions to fall adjacent, because LTE which is captured in R1 works with reuse factor
one. In simple words, LTE has limited bandwidth, whereas Wi-Fi operating in unlicensed

band has many orthogonal channel to choose from.

In case of traditional LTE Wi-Fi interworking techniques, the interference mitigation
could not be achieved effectively because LTE and Wi-Fi radios are uncoordinated and also
placed at geographically different locations (spatially separated). Hence, traditional LTE
Wi-Fi interworking techniques do not employ FFR effectively. They are limited to support
offloading of data plane traffic from LTE to Wi-Fi.

Enhanced Security: Traditional LTE Wi-Fi interworking techniques (s2a/s2b) employ

tunnels from LTE network to Wi-Fi network. It involves encryption of packets at IP layer
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(to send through untrusted Wi-Fi) followed by link-level encryption of Wi-Fi (optionally).
An RLI architecture reduces the overhead of double encryption (i.e., at both IP and Layer
2 of WLAN) by using Wi-Fi key per client derived from existing SeNB key K.yp. Also,
every packet sent through the tunnel is added with tunnel endpoint header, which adds to
inefficient use of resources over the wireless channel. Whereas RLI architectures proposed
in this thesis do not require any additional headers.

Traditional LTE Wi-Fi interworking techniques offer ready-to-work solutions with exist-
ing Wi-Fi APs, but the decision for traffic offloading is taken at a coarse level of granularity
e.g., based on observed throughput and round trip delay on LTE and Wi-Fi networks. But
RLI architectures support decision making at a very fine granularity of information i.e.,
channel load, received SNR of Wi-Fi, and channel characteristics such as pathloss and fad-
ing. This makes RLI architectures to perform better compared to traditional LTE Wi-Fi

interworking techniques.

2.2 Existing and proposed RLI architectures

Radio level integration can be realized at different layers of radio protocol stack wviz., IP,
PDCP, RLC, and MAC. This section describes the architectures introduced by 3GPP and

proposed architectures in this thesis.

2.2.1 3GPP architectures on radio level integration

3GPP has developed specifications for realizing integration at PDCP and IP layers. LTE-
WLAN Aggregation (LWA) and LTE Wi-Fi interworking with IPSec tunnel (LWIP) are the
terms coined for realizing integration at PDCP and IP layers, respectively. Figs. 2.4 and 2.5
show 3GPP architectures for realizing integration at PDCP in colocated and non-colocated
fashion, respectively. In colocated LWA deployment, Wi-Fi AP is placed alongside LTE
eNB (SeNB) in the same device. In non-colocated deployment, the LTE eNB is connected
to Wi-Fi AP over X, interface. LWA supports split and switched bearer functionalities.
Switched bearer refers to switching a bearer completely from one interface to other, whereas
split bearer refers to splitting a bearer, which allows some packets/flows (PDCP PDUs)
belonging to an LWA bearer to be sent through LTE link and the rest through Wi-Fi link.
The decision of offloading multiple bearers to Wi-Fi could be taken based on LTE and Wi-Fi
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link measurements and feedback from PDCP PDUs sent via Wi-Fi. The PDCP PDUs are
encapsulated in LWA Adaptation Protocol (LWAAP), and bearer identity is added to it.
This bearer identity is used at the receiver to map the PDU to the corresponding bearer.

The control and data planes of these architectures are discussed as follows.

LWA Split LWA Swgﬂrd LTE Split LWA Switched LWA

Bearer Bearer Bearer Bearer Bearer Bearer

s1 S1 S1

ol o Lo (] o
m H‘H — \_|_4 HFH —

MAG WLAN Mac

Wireless Termination
(WT)

Figure 2.4: 3GPP colocated LTE Figure 2.5: 3GPP non-colocated LTE Wi-Fi
Wi-Fi aggregation architecture [2]. aggregation architecture [2].

LWA Control Plane

LWA activation and deactivation are controlled by LWA node. SeNB configures Wi-Fi mo-
bility set for UE based parameters such as Wi-Fi measurements reported by UE. Wi-Fi
mobility set is a group of Wi-Fi APs identified by Service Set Identifier (SSID), Homoge-
neous Extended Service Set Identifier (HESSID) or Basic Service Set Identifier (BSSID).
Wi-Fi mobility set is UE-specific and there is only one set configured for UE at a time. All
Wi-Fi APs in the mobility set are connected to the same Wireless Termination (WT) within
the WLAN mobility set. When LWA is activated, SeNB configures one or more bearers as
LWA bearers.

LWA X, Control Plane [37]

Xy Application Protocol (X,-AP) is used on the X, control plane interface. X,-AP
supports the following procedures: (1) WT Addition Preparation, (2) SeNB or WT Initiated
WT Modification, (3) WT Status Reporting, (4) WT Association Confirmation, and (5)
SeNB or WT Initiated WT Release.

e WT Addition Request is used by SeNB to request preparation of resources for LWA
in WT. It carries: UE id, WLAN security key, bearer information (including QoS),
WLAN mobility set, etc.
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e WT Modification Request is used by SeNB to modify mobility set, security key or
bearers configured for LWA for a UE.

e WT Status Report is used by WT to report WLAN measurements per BSS. It carries
BSSID, BSS load, WAN metrics, and channel utilization.

e WT Association Confirmation is used by WT to indicate that a UE successfully con-
nected to WLAN.

LWA Wi-Fi Measurements

UE compatible with LWA operation shall support Wi-Fi measurement reporting. Mea-
surement configurations include SSIDs, Wi-Fi band, and frequency/channel. Measurement
reporting is triggered based on Received Signal Strength Indication (RSSI) threshold. Mea-
surement report contains: SSIDs, RSSI, STA count, backhaul rate, admission capacity,

channel utilization, etc. Wi-Fi measurement can trigger one of the following cases:
1. Event W1: A Wi-Fi AP becomes better than a threshold RSSI (T1).

2. Event W2: All Wi-Fi APs inside the Wi-Fi mobility set become worse than a threshold
RSSI (T1) and a Wi-Fi AP outside the Wi-Fi mobility set becomes better than a
threshold RSSI (T2).

3. Event W3: All Wi-Fi APs inside the Wi-Fi mobility set become worse than a threshold
RSSI (T1).

Wi-Fi measurement framework is common to LWA and LWIP. There are separate UE

capability indications for LWA, LWIP, and Wi-Fi measurements.

LWA X, Dataplane [38]

X, data plane uses GPRS Tunnelling Protocol for User Plane (GTP-U) on top of UDP
for data transfer between SeNB to WT. Downlink stream is used for data forwarding. The
uplink stream is used for feedback/flow control. Optional downlink data delivery status
procedure is used by WT to indicate its buffer status and lost PDUs to SeNB. Every PDU

is assigned an X,,-U sequence number.
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Figure 2.6: 3GPP LTE Wi-Fi Integration with IPSec tunnel (LWIP) architecture.

LWA UE Feedback

LWA supports deployment with limited WLAN infrastructure impact. If WT does not
support feedback/flow control, SeNB may trigger status reporting from UE on air interface
(at PDCP layer) using either: (1) PDCP status report: First Missing PDCP Sequence
Number (SN), and bitmap of received PDCP SDUs or (2) LWA status report: First Missing
SN (FMS), Number of Missing PDUs (NMP), and Highest Received SN on WLAN (HRW).
Note that SeNB can also derive information about packets lost on LTE from RLC layer
since only RLC Acknowledged Mode (AM) is allowed for LWA. If configured by SeNB, UE

reports association confirmation on air interface (at RRC layer).

LWIP Data Plane

Fig. 2.6 shows the LWIP architecture introduced by 3GPP. LWIP supports both uplink and
downlink data transfer over Wi-Fi link. One or more bearers can be offloaded to WLAN via
IPSec. In the uplink, PDCP SDUs are encapsulated using Generic Routing Encapsulation
(GRE) protocol [39]. GRE key carries bearer identifier, hence bearer differentiation is not

needed in the downlink. LWIP does not support re-ordering, hence split bearer is not
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recommended by 3GPP. Each DRB may be configured so that traffic for that bearer can
be routed over the IPSec tunnel in either only downlink or both uplink and downlink over

Wi-Fi.

LWIP Control Plane

Activation and deactivation of LWIP operation are controlled by SeNB. When LWIP is

activated, the following activities take place:

e SeNB sends Wi-Fi mobility set, bearer information, and LWIP-SeGW IP address to

whom.

e After WLAN association and Extensible Authentication Protocol (EAP/AKA) au-
thentication, UE establishes IPSec connection with LWIP-SeGW using Internet Key
Exchange (IKE).

e IPSec keys are derived (by SeNB and UE) based on SeNB Key (K.np)-

LWIP re-uses same WLAN measurement reporting framework and WLAN mobility concept
of LWA.

2.2.2 Proposed RLI architectures

We have proposed various RLI architectures which are contemporary with 3GPP architec-
tures. The proposed integration architectures are slightly different from 3GPP architectures
in which the integration across LTE and Wi-Fi links has been realized by introducing a Link
Aggregation Layer (LAL). LAL is responsible for steering packets/flows/bytes across LTE
and Wi-Fi links in both downlink and uplink. Our proposed integration architectures in-
clude (i) LWIP, (ii) LWA, and (iii) LWIR. Fig. 2.7 captures all the proposed integration
architectures with LAL. In the following, we present each of the proposed RLI architectures

in detail.

LWIP-Proposed

As shown in Fig. 2.7(a), LWIP is realized by introducing a LAL in the protocol stack of
the LWIP node and LWIP-UE. LAL does not add any new header to the IP data packets

received from EPC via S1-U interface. Packets going through LTE and Wi-Fi interfaces
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Figure 2.7: Proposed LWIP, LWA, and LWIR architectures.

follow regular packet forwarding procedures at their protocol stacks and get delivered to IP
layer. LWIP is leveraged by its ease of implementation to achieve aggregation benefits. Also,
LAL supports collecting various network parameters and actively participates in intelligent
decision making for steering IP traffic across LTE and Wi-Fi interfaces in the downlink.

LAL can also be introduced at the UE stack for uplink steering.

LWA-Proposed

LAL implemented below PDCP layer of LTE does the steering across LTE and Wi-Fi
links in LWA architecture (refer Fig. 2.7(b)). The LAL is also responsible for collecting
link-level information of LTE and Wi-Fi, which will be used for steering the traffic more
efficiently. LWA requires modifications in protocol stacks at both UE and SeNB. PDCP
layer at UE employs reordering function to minimize the out-of-order packet delivery to
higher layers. Unlike LWIP, split bearers functionality is enabled in LWA due to its ability
to deliver packets of a bearer/flow in-order to higher layers. In-order-delivery is achieved
by employing Dual Connectivity (DC) procedure [40]. The purpose of realizing aggregation
at the PDCP layer is to achieve:

e In-sequence delivery of packets to higher layers.
e Robust Header Compression (RoHC).
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e Encryption of the packets sent through the Wi-Fi interface.

In-sequence delivery is required for aggregation because in case of split bearer at packet level
the out-of-order packets have to be reassembled and delivered to the higher layer in-order.
RoHC further enhances the aggregation capacity by compressing the IP header of packets
sent through the Wi-Fi interface. Encryption for data through Wi-Fi interface is provided
by legacy LTE encryption function at PDCP layer and this removes the need for additional

encryption at Wi-Fi interface.

LWIR-Proposed

LWIR architecture is shown in Fig. 2.7 (¢). The traffic is steered from the RLC layer of
LTE SeNB protocol stack to Wi-Fi stack. In LTE radio protocol stack, based on resources
allocated by LTE MAC scheduler, the RLC layer does segmentation and reassembling of
PDCP payloads and creates RLC frames. These RLC frames are then forwarded to the
MAC layer of LTE. In order to perform traffic steering at LWIR node, a Virtual Wi-Fi
Scheduler (VWS) is introduced inside LAL. This VWS is above the Logical Link Control
(LLC) layer of Wi-Fi AP device at LWIR node and it takes data at the granularity of bytes
from RLC queue for sending over Wi-Fi link. VWS picks bytes from different RLC queues
based on their QoS requirements and the observed CQI of all the associated users.
Steering traffic from SeNB to Wi-Fi AP is realized by establishing a layer-2 tunnel
between the RLC layer of LTE protocol stack and the LLC layer of Wi-Fi protocol stack.
The Virtual Wi-Fi Scheduler (VWS) retrieves data from the RLC layer of the LTE stack
only when the Wi-Fi backoff is about to expire. This notification of Wi-Fi queue status and
monitoring the backoff counter value are done by VWS. The VWS periodically queries the
Wi-Fi driver to get these parameters and chooses one of the RLC queues from which data
has to be steered through Wi-Fi in the downlink. The VWS chooses an RLC queue based

on one of the following criteria:

1. Longest RLC buffer first : Bytes are taken out from the longest RLC buffer of a UE

for steering through Wi-Fi.

2. Highest CQI first : Bytes are taken out from the RLC buffer of the UE which is having
highest CQI among all UEs.
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3. Longest RLC buffer with highest CQI : UE with longest RLC buffer is chosen. If
there is a tie among UEs with the longest RLC buffer, the tie is broken by choosing
the UE that is having highest CQI.

4. Longest RLC buffer with lowest CQI : UE with longest RLC buffer is chosen. If there
is a tie among UEs with the longest RLC buffer, the tie is broken by choosing the UE
that is having lowest CQL.

The LAL creates IP packets with destination IP corresponding to UE’s IP address. The
packet includes as its payload, the bytes taken from the RLC queue. The packet is tagged
with RLC header corresponding to the destination RLC queue. At the UE side, when the
packet is received at LLC layer, it forwards the packet to the IP layer. A listening socket on
the corresponding port which is denoted as Tunnel End Point (TEP) captures the packet.
The TEP deserializes the packet and reads the tagged value of RLC and forwards to the
corresponding RLC queue.

LWIR architecture supports high reliability for the packets sent through LTE and Wi-Fi
links. When a packet is lost in transmission over LTE or Wi-Fi link, RLC retransmission
procedure is invoked to retransmit the lost packet. One of the major problems in steering
traffic across multiple interfaces is the out-of-order delivery of packets, which arises due
to the long waiting time of packets on one interface compared to the other. The VWS
brings down the waiting time of packets in the Wi-Fi queue and thereby avoids out-of-order
delivery and improves the performance of TCP flows significantly.

In summary, the LWIR system has the following advantages:
e Like in LWA and LWIP systems, LTE acts as the licensed anchor in LWIR system.

e High flexibility is achieved by employing steering at the granularity of bytes i.e., a
fraction of PDCP payload could be sent through LTE link and the remaining through

Wi-Fi link based on their channel conditions.

e High reliability in traffic steering, which is achieved by retransmission functionality of

RLC layer.

e Reduced contention delay on Wi-Fi link, which is achieved by retrieving data from

RLC buffer only when the Wi-Fi queue is empty.
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Table 2.1: Comparison of proposed RLI architectures

y Feature \ LWIP | ILWA | ILWIR |
Operating Layer Above LTE PDCP | LTE PDCP LTE RLC
Compatibility Works Requires Requires
with existing UEs readily changes changes
Traffic Steering Flow Level, Flow Level, | Flow, Packet,
Granularity Packet Level Packet Level | Byte Level
WLAN Measurement Yes Yes Yes
Feedback No Yes Yes
WLAN Changes No Yes Yes
Reordering No Yes Yes
Retransmission No No Yes

e Enhanced fairness in user throughput. The fairness is achieved by considering decision

making metrics such as link quality, user requirement, and RLC queue status.

Table 2.1 compares the three RLI architectures in a nutshell. Each architecture has
its applicability based on the network requirements. In the rest of this thesis, we will
explore LWIP system primarily in all aspects like downlink traffic steering, uplink traffic
steering, optimization to efficiently support transport layer protocol, and optimal placement.

However, the solutions presented in the thesis are also suitable for other RLI architectures.

2.3 Link aggregation strategies for RLI architectures

LAL in above discussed LWIP system adapts one of the following Link Aggregation Strate-
gies (LASs) to send the traffic across LTE and Wi-Fi links.

1. Naive LAS or N-LAS: In this approach, LTE and Wi-Fi links are simultaneously
used for sending uplink and downlink IP data traffic. A generic solution to integrate
multi-RAT involves allowing a fraction of total traffic to be sent through LTE and
Wi-Fi links based on their corresponding link rates. The traffic split across LTE and

Wi-Fi links can be performed at different granularity viz., packet level or flow level.

e Flow Split N-LAS: LWIP node and LWIP-UE steer the incoming IP flows
across LTE and Wi-Fi links in such a way that a flow is routed via one of the

links. For example, odd numbered flows are sent over LTE and even numbered
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Figure 2.8: Link Aggregation Strategies for RLI architectures.

over Wi-Fi. Fig. 2.8(a) captures the flow level traffic steering at LWIP node and
at UE.

e Packet Split N-LAS': The packets belonging to each IP flow are sent through
LTE and Wi-Fi links. For example, odd numbered packets of a flow over LTE
and even numbered packets over Wi-Fi. Fig. 2.8(b) captures the packet level
traffic steering at LWIP node and at UE.

2. Wi-Fi only on Downlink LAS or WoD-LAS: In this approach, Wi-Fi is used
to send downlink traffic while LTE is used for transmitting both uplink and downlink
traffic as shown in Fig. 2.8(c). WoD-LAS adopts flow level steering across LTE and
Wi-Fi. The key motive behind this approach is, when the number of users increases
in the network, due to CSMA /CA, contention on Wi-Fi channel also increases which
brings down the throughput of Wi-Fi network. WoD-LAS lowers the possibility of
contentions on the Wi-Fi channel as it involves only downlink IP data transmissions.

Fig. 2.8(c) captures the WoD-LAS operation at both LWIP node and UE.
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Figure 2.9: NS-3 class diagram for LWIP implementation.

2.4 Simulation setup

The experimental platform has LWIP module which has been developed in house by extend-
ing the LTE and Wi-Fi modules of NS-3 simulator. Fig. 2.9 shows the class diagram of LWIP
implementation in NS-3. The epc-eNB application is the function running at LTE SeNB
which decapsulates the GTP header from the LTE packet received through GTP-tunnel.
It routes packets to and from the LTE SeNB protocol stack. The current implementation
enables packets to be forwarded to LAL which further takes the decision of forwarding
them to LTE or Wi-Fi NetDevice. LTE NetDevice and Wi-Fi NetDevice correspond to
nodes installed with LTE SeNB protocol stack and Wi-Fi protocol stack, respectively. A
UE corresponds to a node which implements both LTE and Wi-Fi NetDevices.

The simulation parameters are given in Table 2.2. In order to simulate the scenar-
ios realistically, a backhaul delay of 40 ms is introduced between SeNB and remote host.
The simulation test bench is used to evaluate various link aggregation schemes which are

described as follows.

1. LTE NoLAS: Traffic between UE(s) and LWIP nodes is sent only through LTE link,
i.e., no aggregation of LTE and Wi-Fi.

2. Wi-Fi NoLAS: Traffic between UE(s) and LWIP nodes is sent only through Wi-Fi

link, i.e., no aggregation of LTE and Wi-Fi.
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3. Packet Split N-LAS (PS-N-LAS): Traffic is symmetrically split in round-robin

fashion across LTE and Wi-Fi links at the granularity of packets.

4. Flow Split N-LAS (FS-N-LAS): Traffic is symmetrically split in round-robin fash-

ion across LTE and Wi-Fi links at the granularity of flows.

5. WoD-LAS: Unlike FS-N-LAS, in this strategy, Wi-Fi is used only in the downlink
for steering IP flows whereas LTE is used for steering both uplink and downlink TP
flows. All uplink flows of UEs through their LTE interfaces is achieved by inserting
appropriate forwarding rules in UE’s iptables [41] without any protocol stack modifi-

cation.

Table 2.2: Simulation parameters for evaluation of different LASs in LWIP architecture

Parameter Value
Number of LWIP Nodes 1 and 10
Tx power of SeNB and Wi-Fi APs | 23 dBm and 17 dBm
LTE Configuration 10 MHz, 50 RBs, FDD
Wi-Fi Configuration IEEE 802.11a, 20 MHz
Traffic Type Mixed (voice, video, web, FTP)
Distance b/w UE & LWIP node 25 Meters
Simulation Time 100 Seconds
Error Rate Model NIST Error Rate Model [42]
Mobility Model Static
Wi-Fi Rate Control Algorithm Adaptive Auto Rate Fallback
LTE MAC Scheduler Proportional Fair Scheduler
Number of seeds 10
Wi-Fi Queue size 400 packets
RLC Queue size 10° bytes
Backhaul Delay 40 ms

Depending on the number of LWIP nodes, the number of UEs, and the nature of traffic,
five sets of experiments have been conducted with different link aggregation strategies.
First, two experiments (#1 and #2) are performed to benchmark LWIP benefits in an
ideal case of one and four users with UDP traffic, respectively. The next experiments (#3
and #4) are conducted to observe the performance of LWIP in a typical home scenario
with mixed traffic i.e., voice, video, web, and FTP. The last experiment (#5) mimics a

real-world indoor stadium scenario involving multiple LWIP nodes with mixed traffic. The
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Table 2.3: Percentage distribution of user traffic

Traffic | Protocol | Expt #3 | Expt #4 | Expt #5 | Inter-Packet | Packet
Class Interval Size
Voice UDP 20% 20% 40% 40 ms 20 bytes
FTP TCP 20% 60% 50% - 1 KB
Video UDP 60% 20% 30% 20 ms 1 KB
Web TCP 20% 40% 60% - 1 KB

exact percentage of users in each of the traffic types in mixed traffic scenarios and the traffic

parameters for all categories are shown in Table 2.3. For instance, if 20% of users have voice

traffic, then bidirectional voice flows (uplink and downlink) exist for those users, similarly

for other traffic classes. It is to be noted that same users have traffic belong to multiple

traffic classes as shown in Table 2.3. The details of each experiment conducted are given as

follows.

o Expt #1: This experiment involves one LWIP node with only one user to study the
ideal behavior of the system. We considered default bearer with four UDP data flows
(two in uplink and two in downlink) and observed network throughput w.r.t. UDP
Application Data Rate (ADR) by varying the offered load as 1, 6, 12, 24 Mbps per

flow.

e Expt #2: It involves one LWIP node with four users. We considered default bearer
with four UDP data flows per user (two in uplink and two in downlink), thus, with
16 flows in total for the study. The network throughput is observed w.r.t. ADR by

varying the offered load as 1, 2, 4, 8 Mbps per flow.

e Expt #3: To demonstrate the interworking benefits in a typical home scenario, this
experiment involves one LWIP node with varying number of users: five to 30 users.

It is a mixed traffic scenario having the majority of UDP flows (UDP-Heavy).

e Expt #4: This experiment involves one LWIP node with varying number of users:
five to 30 users. Unlike the previous experiments, it is a mixed traffic scenario having

a majority of TCP flows (TCP-Heavy).

e Expt #5: To observe the performance of LWIP in a real-world indoor stadium, this

experiment involves 10 LWIP nodes with a varying number of users from 50 to 400.
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LTE of LWIP nodes are operating with reuse factor one, and every Wi-Fi AP of LWIP

node operates in the same channel for creating high interference scenario.

2.5 Performance results

The variations of UDP throughput w.r.t. UDP ADR of uplink and downlink flows for one
UE (Exp #1) and four UEs (Exp #2) are shown in Figs. 2.10 and 2.11, respectively. UDP
traffic types tend to harvest maximum capacity of the links, hence this experimental result

sets a classical benchmark for aggregation advantages over individual LTE and Wi-Fi radio

links.

2.5.1 Analysis of Expt #1 results

In one UE case with 4 Mbps and 24 Mbps ADR, the network is able to deliver the offered
load in all the LASs as shown in Fig. 2.10. The observed throughput variation in Wi-
Fi NoLAS does not vary much after 48 Mbps ADR and thereafter saturates, because, it
reaches its maximum achievable rate of 24 Mbps for 802.11a with maximum PHY rate of
54 Mbps. Similarly, LTE NoLAS attains saturation after 48 Mbps. However, by leveraging
the radio level integration benefits of LWIP node, PS-N-LAS and FS-N-LAS are able to
deliver higher network throughputs than that of individual LTE and Wi-Fi only networks.
The two variants of N-LAS are indistinguishable in performance due to its naive approach
of symmetrically dividing flows and type of user traffic. WoD-LAS is no better than both
FS-N-LAS and PS-N-LAS due to the presence of only one user and no contention in Wi-Fi.

The next experiment encompasses a contention based scenario.

2.5.2 Analysis of Expt #2 results

The inclusion of four users in the network leads to contentions and therefore, Wi-Fi No-
LAS performance is observed to be poor as compared to other LASs. Wi-Fi NoLAS yields
poor throughput of 8 Mbps though it achieved 24 Mbps in previous experiment. Such
phenomenon is not only due to collisions on the Wi-Fi channel but also the rate control
algorithm which is sensitive to packet loss and its conservative action. The rate control algo-
rithm used in this experiment is adaptive-auto-rate-fallback, which reduces the transmission

rate on observing collisions and it could resort to the lowest transmission rate very quickly.
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As LTE operates on the principle of scheduler based MAC, its throughput continues to rise
with an increase in ADR but attains saturation after 34 Mbps (as shown in Fig. 2.11). Like
the previous experiment, this experiment also shows almost equal throughputs due to the
naive approach of equally dividing flows and type of user traffic across both links.

An important takeaway by comparing the results of N-LAS and WoD-LAS is that con-
tentions of Wi-Fi degrade the performance of N-LAS and thereby resulting in lower peak
value than in WoD-LAS. However, WoD-LAS does not suffer from this drawback by prevent-
ing contentions on Wi-Fi, as Wi-Fi link is used only in the downlink. One of the solutions
to improve the throughput is to use constant rate manager. But in case of real-time en-
vironment, where the rate control algorithms conservatively reduce the transmission rate

upon observing packet losses would be well assisted by WoD-LAS.

2.5.3 Analysis of Expts #3 and #4 results

In order to understand the behavior of LWIP system for a typical home deployment sce-
nario, the next two experiments demonstrate performance benefits of LWIP considering
UDP-heavy and TCP-heavy mixed traffic scenarios which are shown in Figs. 2.12 and 2.13,
respectively. In both plots, with an increase in the number of users, the aggregation of
LTE and Wi-Fi has resulted in enhanced throughputs than that in LTE NoLLAS and Wi-Fi
NoLAS. The Wi-Fi performance has been degraded due to high contentions on the Wi-
Fi channel. Packet split mechanism could not improve proportionally due to the inherent

issue of out-of-order deliveries and Dupack transmissions for TCP flows. These problems
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are avoided in FS-N-LAS, because a flow is pushed as a single unit to the destined radio

interface. Comparison of WoD-LAS and FS-N-LAS shows that WoD-LAS suppresses the

demerits of FS-N-LAS by restricting uplink flows only to LTE. In WoD-LAS, Wi-Fi uti-

lizes its spectrum resources to carry user data and provides best-effort services by smartly

utilizing the flow constraints in one direction. This facilitates a significant reduction in the

number of collisions, thereby improving the system throughput over N-LAS schemes.
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2.5.4 Analysis of Expt #5 results

Fig. 2.14 shows the LTE Radio Environment Map (REM) of an indoor stadium where 10
LWIP nodes are deployed. REM shows variation in SINR observed at each location in a
given two dimensional region. The variation of system throughput with large number of
UEs is shown in Fig. 2.15. Clearly, like in the previous experiments, Wi-Fi performance
degradation is largely contributed by collisions. On the other hand, LTE throughput tends
to produce less and nearly flat variation, because available radio resources are shared among
all the active users. PS-N-LAS and FS-N-LAS do not show any notable difference as both
the schemes are largely affected by reduced throughput on Wi-Fi. WoD-LAS results in
highest system throughput over all other LASs under study. WoD-LAS achieves a system
throughput of 155 Mbps for 400 users in Fig. 2.15 and shows nearly 50% more throughput
than that of two variants of N-LAS.

As shown in Fig. 2.16, PS-N-LAS experiences less end-to-end delay when compared to
other LASs. This is because of two radio interfaces having different packet service rates.
FS-N-LAS incurs higher delay than PS-N-LAS as all packets of a flow are routed through
one of the interfaces. With less number of users and traffic on Wi-Fi, WoD-LAS delay is
higher than that of PS-N-LAS, but for a large number of users, Wi-Fi contention plays a
role, thus increasing the delay of PS-N-LAS in case of 300 and 400 users as compared to
WoD-LAS. Fig. 2.17 shows variation in jitter for three link aggregation strategies, where
PS-N-LAS has highest jitter because Wi-Fi and LTE offer different PHY data rates for their
packet transmissions. The jitter for FS-N-LAS and WoD-LAS are much less than that of
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