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#### Abstract

In this paper, we study well-posedness for the following third-order in time equation with delay (0.1) $\quad \alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+G u_{t}^{\prime}+F u_{t}+f(t), \quad t \in[0,2 \pi]$ where $\alpha, \beta, \gamma$ are real numbers, $A$ and $B$ are linear operators defined on a Banach space $X$ with domains $D(A)$ and $D(B)$ such that $D(A) \cap D(B) \subset D(M) \cap D(N) ; u(t)$ is the state function taking values in $X$ and $u_{t}:(-\infty, 0] \rightarrow X$ defined as $u_{t}(\theta)=u(t+\theta)$ for $\theta<0$ belongs to an appropriate phase space where $F$ and $G$ are bounded linear operators. Using operator-valued Fourier multipliers techniques we provide optimal conditions for well-posedness of equation (0.1) in periodic Lebesgue-Bochner spaces $L^{p}(\mathbb{T}, X)$, periodic Besov spaces $B_{p, q}^{s}(\mathbb{T}, X)$ and periodic Triebel-Lizorkin spaces $F_{p, q}^{s}(\mathbb{T}, X)$. A novel application to an inverse problem is given.


## 1. Introduction

Well-posedness for abstract degenerate (also called Sobolev type) evolution equations have been studied in the literature since a long time ago. Anufrieva [5] studied well-posedness of the second order degenerate equation

$$
M u^{\prime \prime}(t)=A u(t)+B u^{\prime}(t), \quad t>0,
$$

where $A, B$ are closed linear operators defined on a Banach space $X$ and $M$ is bounded with $\operatorname{Ker} M \neq 0$. She used the technique of integrated semigroups and she obtained a criterion for the well-posedness of the above problem in terms of the behavior of the operator $M\left(\lambda^{2} M-\lambda B-A\right)^{-1}$. Barbu and Favini [9] studied the inhomogeneous equation

$$
\begin{equation*}
(M u)^{\prime}(t)=A u(t)+f(t), \quad t \in[0,2 \pi], \tag{1.2}
\end{equation*}
$$

where $M$ and $A$ are closed linear operators on $X$ with $D(A)$ continuously embedded in $D(M)$ and $A$ has a bounded inverse. They associate to (1.2) the periodicity condition $M u(0)=M u(2 \pi)$ and consider the operational method by Grisvard [29] to treat the equation. One of the main hypothesis considered by Barbu and Favini is that the operator $M(\lambda M-A)^{-1}$ must satisfy the estimate

$$
\left\|M(\lambda M-A)^{-1}\right\| \leq C(1+|\lambda|)^{-\beta}, \quad \lambda \in \Sigma_{\alpha},
$$

where $\Sigma_{\alpha}:=\left\{z \in \mathbb{C}: \Re(z) \geq-c(1+|\mathfrak{I m}(z)|)^{\alpha}\right\}, c$ is a positive constant and $0<\beta \leq \alpha \leq 1$. More recently, Favini and Marinoschi [25] studied a concrete degenerate PDE problem that arises in fast diffusion. For a general treatment of degenerate differential equations in Banach spaces we refer the reader to the classical textbook [23] by Favini and Yagi, where the method

[^0]of multivalued operators is developed and several interesting examples are given, and the more recent monograph [46] by Sviridyuk and Fedorov. It is important to observe that there is a strong connection between well posedness and inverse problems [3] and consequently some optimal control problems. To this regard, we quote references [2], [9], [22] and [26]. See also our last section in this paper.

On the other hand, since the pioneer work by Amann [4], Arendt and Bu [6] and Weis [44] methods based on operator-valued Fourier multipliers theorems have been considered by many authors in the study of well-posedness of abstract evolution equations in Banach spaces. See $[6,7,8,19,31,32,33,34,40,41]$ and references therein.

In [37], the authors used operator-valued Fourier multiplier methods to provide conditions on the symbol $(\lambda M-A)^{-1}$ to characterize well-posedness in Lebesgue-Bochner, Besov and TriebelLizorkin vector-valued spaces for the degenerate first order Cauchy problem (1.2). In [39] the authors also investigated well-posedness of equation (1.2) adding a delay term. The case $M=I d$ was investigated by Arendt, Bu and $\operatorname{Kim}$ in $[6,7,16]$.

In [12] S . Bu investigates, using the same method just described, the second-order degenerate equation

$$
\left(M u^{\prime}\right)^{\prime}(t)=A u(t)+f(t), \quad t \in[0,2 \pi]
$$

with conditions $u(0)=u(2 \pi)$ and $M u^{\prime}(t)=M u^{\prime}(2 \pi)$, where $A$ and $M$ are closed linear operators defined on a $U M D$ Banach space $X$ that satisfy $D(A) \subset D(M)$. See also the work by Bu and Cai $[17,14]$ for second order degenerate differential equations with delay, and the paper by Chill and Srivastava [18] where $L^{p}$-well-posedness for second-order differential equations in case $M=I d$ is studied.

In [13], Cai and Bu studied the following third order equation:

$$
\left\{\begin{array}{l}
\alpha(M u)^{\prime \prime \prime}(t)+(M u)^{\prime \prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+f(t), \quad t \in[0,2 \pi]  \tag{1.3}\\
M u(0)=M u(2 \pi), \quad(M u)^{\prime}(0)=(M u)^{\prime}(2 \pi), \quad(M u)^{\prime \prime}(0)=(M u)^{\prime \prime}(2 \pi) .
\end{array}\right.
$$

This is an important model in acoustics for wave propagation in viscous thermally relaxing fluids. See $[28,32,40]$ and references therein for details. They obtain a characterization of the well-posedness of (1.3) in vector valued Lebesgue-Bochner, Besov and Triebel-Lizorkin spaces using operator-valued Fourier multiplier methods. This characterization involves Rademacher boundedness conditions of the operator-valued symbol $\left(\alpha \lambda^{3} M+\lambda^{2} M-\beta A-\gamma \lambda B\right)^{-1}$ defined on a $U M D$-space $X$. These results extend the ones provided in [43] where the case $M=I d$ was considered. In both cases, they use sophisticate representations of the above symbol in order to prove Mikhlin type multiplier conditions [13, Proposition 2.2 and Proposition 3.1], [43, Lemma 4.3 and Lemma 5.3].

On the other hand, delay equations appear in computational and applied contexts that have been the subject of research by many authors in the last decades, see for instance [11, 30, 20]. The study of well-posedness for delay differential equations has been also studied by many authors. In [36], Lizama considered the following first order finite delay equation:

$$
\begin{equation*}
u^{\prime}(t)=A u(t)+F u_{t}+f(t), \quad t \in[0,2 \pi] . \tag{1.4}
\end{equation*}
$$

Here $u_{t}:(-\infty, 0] \rightarrow X$ defined as $u_{t}(\theta)=u(t+\theta)$ for $\theta<0$ belongs to an abstract phase space $\mathcal{S}$ and $F$ is a bounded linear operator from $\mathcal{S}$ to $X$. He characterized the existence and uniqueness of periodic solutions of the inhomogeneous abstract equation (1.4) and provided sufficient and necessary conditions for $L^{p}$-well-posedness for such a problem in terms of the
symbol $\left(\lambda-A-F_{\lambda}\right)^{-1}$ where

$$
F_{\lambda} x=F\left(e_{\lambda} x\right), \quad e_{\lambda}(t)=e^{i \lambda t}, \quad \lambda \in \mathbb{R}, \quad t \leq 0, \quad x \in X .
$$

On the other hand, Hölder well-posedness of (1.4) was considered in [38] and Besov and TriebelLizorkin well-posedness of (1.4) was investigated by Bu and Fang in [15].

In [27] Fu and Li characterized the well-posedness in vector-valued Lebesgue spaces (resp. Besov and Triebel-Lizorkin) using operator-valued Fourier multipliers for the second order differential equation with delay given by

$$
\begin{equation*}
u^{\prime \prime}(t)+B u^{\prime}(t)+A u(t)=G u_{t}^{\prime}+F u_{t}+f(t), t \in[0,2 \pi], \tag{1.5}
\end{equation*}
$$

where $A$ and $B$ are linear operators defined on a Banach space $X$. In the proof of their main results, these authors assume that the pair $(A, B)$ is coercive and a combination of conditions in terms of uniform boundedness and $R$-boundedness of the symbol $\left(\lambda^{2}+\lambda B-\lambda G_{\lambda}-F_{\lambda}+A\right)^{-1}$. We also observe that an intricate representation of the above symbol is necessary in order to prove certain Mikhlin type bounds [27, Lemma 4.2].

The aim of this paper is to study the following degenerate equation with delay

$$
\begin{equation*}
\alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+G u_{t}^{\prime}+F u_{t}+f(t), \quad t \in[0,2 \pi], \tag{1.6}
\end{equation*}
$$

where $\alpha, \beta, \gamma$ are real numbers, $A$ and $B$ are linear operators defined on a Banach space $X$ with domains $D(A)$ and $D(B)$ such that $D(A) \cap D(B) \subset D(M) \cap D(N) ; u(t)$ is the state function taking values in $X$ and $u_{t}:(-\infty, 0] \rightarrow X$ defined as $u_{t}(\theta)=u(t+\theta)$ for $\theta<0$ belongs to an appropriate phase space, being $F$ and $G$ bounded linear operators.

Compared with the non degenerate case which was studied in [43] and without delay, the nature of equation (1.6) leads to a different treatment that requires new tools.

As remarked in [35], there are three important notions that are needed in the study of maximal regularity of abstract equations by operator-valued Fourier multiplier theorems, namely $n$-regularity of scalar sequences, $M$-boundedness and $M R$-boundedness of order $n$ for operator sequences. The concept of $n$-regular sequences was introduced in [33] as a discrete version of the notion of $k$-regularity used in [45]. Define the differences $\Delta^{k} M_{n}$ by $\Delta^{0} M_{n}=M_{n}$, $\Delta^{1} M_{n}=\Delta M_{n}=M_{n+1}-M_{n}$, and $\Delta^{k+1} M_{n}=\Delta\left(\Delta^{k} M_{n}\right)$, for $k \geq 1$. If $\left\{M_{n}\right\}$ is the operator family under consideration, $M$ - boundedness (resp. $M R$-boundedness) of order $m(m \in \mathbb{N} \cup\{0\})$ means that the sequences $\left\{n^{j} \Delta^{j} M_{n}\right\}$ are bounded (resp. $R$-bounded) for $0 \leq j \leq m$.

One of the main problems when dealing with the above mentioned concepts, is the absence of practical criteria for $M R$-boundedness (resp. $M$-boundedness) for the manipulation of structurally complicated operator-valued symbols. The first original contribution of this paper is to show a new computable condition for $M$-boundedness and $M R$-boundedness of order 1 and 2 . More precisely, we prove:

Theorem 1.1. Let $T: D(T) \subset X \rightarrow X$ be a closed linear operator defined in a Banach space $X$. For each $k \in \mathbb{Z}$, let $H_{k}: X \rightarrow D(T)$ be a sequence of bounded and linear operators such that $0 \in \rho\left(H_{k}\right)$ for all $k \in \mathbb{Z}$. Suppose that $\left(c_{k}\right)_{k \in \mathbb{Z}} \subset \mathbb{C}$ is a 1 -regular sequence and denote

$$
\begin{equation*}
M_{k}:=c_{k} T H_{k}, \tag{1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{k}:=\left(H_{k}^{-1}-H_{k+1}^{-1}\right) H_{k} . \tag{1.8}
\end{equation*}
$$

If $\left\{M_{k}: k \in \mathbb{Z}\right\}$ and $\left\{k L_{k}: k \in \mathbb{Z}\right\}$ are $R$-bounded sets, then $\left\{M_{k}: k \in \mathbb{Z}\right\}$ is $M R$-bounded of order 1. If, in addition, $\left(c_{k}\right)_{k \in \mathbb{Z}}$ is 2 -regular and the set $\left\{k^{2} \Delta L_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded, then $\left\{M_{k}: k \in \mathbb{Z}\right\}$ is $M R$-bounded of order 2.

For instance in the simplest case $c_{k}=1, T=M$ and $H_{k}=(i k M-A)^{-1}$ for the equation (1.2), we easily obtain $M_{k}=M(i k M-A)^{-1}$ and $L_{k}=-i M(i k M-A)^{-1}$. In particular, we note that $R$-boundedness of the set $\left\{k L_{k}\right\}_{k \in \mathbb{Z}}$ characterizes $L^{p}$-well-posedness of (1.2) in $U M D$ Banach spaces [37, Theorem 3.3].

Our second main contribution in this paper is a characterization of $L^{p}$ - well posedness for degenerate third-order differential equations with infinite delay which has not been considered in the literature yet.

More specifically, we succeed in proving the following:
Theorem 1.2. Let $1<p<\infty$ and $\alpha, \beta, \gamma \in \mathbb{R}$. Assume $A, B$ and $M, N$ are closed linear operators defined on a UMD space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$. Assume that $\left\{k G_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded. The following assertions are equivalent:
(i) For each $f \in L^{p}(\mathbb{T}, X)$, there exists a unique strong $L^{p}$-solution of (1.6).
(ii) For each $k \in Z$ the operator

$$
N_{k}=\left[i \alpha k^{3} M+k^{2} N+\beta A+\gamma(i k) B+(i k) G_{k}+F_{k}\right]^{-1}
$$

exists as a bounded linear operator in $X$ and the sets $\left\{i \alpha k^{3} M N_{k}\right\}_{k \in \mathbb{Z}},\left\{k^{2} N N_{k}\right\}_{k \in \mathbb{Z}}$, $\left\{\gamma k B N_{k}\right\}_{k \in \mathbb{Z}},\left\{k N_{k}\right\}_{k \in \mathbb{Z}}$ are $R$-bounded.

Compared with earlier results by Fu and Li [27, Theorem 3.4] in case $\alpha=0$ and $N=I$, we note that they assumed that the set $\left\{k^{2} N_{k}\right\}_{k \in \mathbb{Z}}$ must be $R$-bounded as well as uniform boundedness of the set $\left\{k B N_{k}\right\}_{k \in \mathbb{Z}}$. However, they assumed a stronger hypothesis of coercivity on the pair $(A, B)$ that in our case is not necessary. Compared with a recent result by Bu and Cai [14] we observe that our result generalizes their main theorem ([14, Theorem 2.2]) for $B=I$ and $\alpha=0$. In such a case our condition on $R$-boundedness of the set $\left\{k G_{k}\right\}_{k \in \mathbb{Z}}$ implies that the set $\left\{k\left(G_{k+1}-G_{k}\right\}\right.$ must be $R$-bounded, which is assumed by Bu and Cai.

In the case of Besov and Triebel-Lizorkin scales of periodic vector-valued spaces, $R$-boundedness can be replaced by uniform boundedness and the spectral condition $0 \in \rho(M)$. We remark that this condition is only required when the delays are present in the equation. In such a case, our new characterization is stated as follows:
Theorem 1.3. Let $1 \leq p, q \leq \infty, s \in \mathbb{R}$ and $\alpha, \beta, \gamma \in \mathbb{R}$. Assume $A, B$ and $M, N$ are closed linear operators defined on a Banach space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$ and $0 \in \rho(M)$. Assume that $\left\{k G_{k}: k \in \mathbb{Z}\right\}$ is uniformly bounded. The following assertions are equivalent:
(i) The equation

$$
\alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+G u_{t}^{\prime}+F u_{t}+f(t), \quad t \in[0,2 \pi]
$$

is $B_{p, q}^{s}$-well posed;
(ii) $\mathbb{Z} \subset \rho_{M, N}(A, B)$ and the sets $\left\{i \alpha k^{3} M N_{k}\right\}_{\in \mathbb{Z}},\left\{k^{2} N N_{k}\right\}_{\in \mathbb{Z}},\left\{\gamma k B N_{k}\right\}_{k \in \mathbb{Z}}$ are uniformly bounded.

Observe that no additional restriction on the Banach space $X$ is necessary. Other interesting fact of our findings that contrasts with the case of Lebesgue-Bochner vector-valued spaces is that we only need three conditions of boundedness instead of four. In this way, our result
complements one of the main theorems by Cai and Bu [13, Theorem 3.3]. Note that in the case $M=N=I, \alpha=0$ and $B=I$ condition (ii) reduces to inquire that the set $\left\{k^{2} N_{k}\right\}_{k \in \mathbb{Z}}$ must be uniformly bounded, which recovers exactly [27, Theorem 4.3]. In addition, Theorem 1.3 extends the main result of $[27$, Section 4] to the case $B \neq I$. In this way, the obtained results furnish extra information on optimal conditions. Finally, we consider the following inverse problem:

$$
\begin{equation*}
\alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+f(t) z, \quad t \in[0,2 \pi] \tag{1.9}
\end{equation*}
$$

with the additional information

$$
\begin{equation*}
\Phi\left[M u^{\prime}(t)\right]=g(t) \quad \Phi\left[N u^{\prime}(t)\right]=h(t) \tag{1.10}
\end{equation*}
$$

where $z \in X, \Phi \in X^{*}$ and the unknown $(u, f)$ is to be determined. The main novelty, and third main contribution of this paper, is the treatment of the above problem combining our new results on well posedness and an original method recently introduced by Al Horani and Favini [3] which consists in reducing the inverse problem to a direct evolution equation, where perturbations $A+A_{1}$ and $B+B_{1}$ substitutes the operators $A$ and $B$, respectively. As observed in [3], the described inverse problem can be also faced in the form of optimal control problems.

## 2. Preliminaries

Let $\mathbb{T}=\mathbb{R} \backslash 2 \pi \mathbb{Z}$. Given $1 \leq p<\infty$, let $L^{p}(\mathbb{T}, X)$ be the space of all Bochner measurable vectorvalued, $p$-integrable functions on $\mathbb{T}$. The $k$-th Fourier coefficient of a function $f \in L^{1}(\mathbb{T}, X)$ is defined as

$$
\hat{f}(k):=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i k t} f(t) d t
$$

for all $k \in \mathbb{Z}$. We denote by $f \in L^{1}(\mathbb{T}, X)$, a function that can be periodically extended to the left onto the interval $(-\infty, 0]$. Then, the $k$-th Fourier coeficient in $t$ of $f_{t}(\theta):=f(t+\theta), t \in \mathbb{T}$, $\theta \leq 0$ is $\hat{f}_{t}(k)=e^{i k \theta} \hat{f}(k)$.

In what follows, we will introduce the notation $\mathcal{B}(X, Y)$ for the space of bounded linear operators from $X$ into $Y$ endowed with the uniform operator topology. We abbreviate $\mathcal{B}(X)$ whenever $X \equiv Y$.

Definition 2.1. Let $X$ and $Y$ be Banach spaces and $1 \leq p<\infty$. We say that $\left(M_{k}\right)_{k \in \mathbb{Z}} \subset$ $\mathcal{B}(X, Y)$ is an $L^{p}$-Fourier multiplier if, for each $f \in L^{p}(\mathbb{T}, X)$, there exists $u \in L^{p}(\mathbb{T}, Y)$ such that $\hat{u}(k)=M_{k} \hat{f}(k)$ for all $k \in \mathbb{Z}$.

Let $X$ be a Banach space. We define the means

$$
\left\|\left(x_{1}, \ldots, x_{n}\right)\right\|_{R}:=\frac{1}{2^{n}} \sum_{\epsilon_{j} \in\{-1,1\}^{n}}\left\|\sum_{j=1}^{n} \epsilon_{j} x_{j}\right\|
$$

for $x_{1}, \ldots, x_{n} \in X$.
Definition 2.2. Let $X$ and $Y$ be Banach spaces. A set $\mathcal{T} \subset \mathcal{B}(X, Y)$ is called $R$-bounded if there is a constant $c \geq 0$ such that

$$
\begin{equation*}
\left\|\left(T_{1} x_{1}, \ldots, T_{n} x_{n}\right)\right\|_{R} \leq c\left\|\left(x_{1}, \ldots, x_{n}\right)\right\|_{R} \tag{2.1}
\end{equation*}
$$

for all $T_{1}, \ldots, T_{n} \in \mathcal{T}, x_{1}, \ldots, x_{n} \in X, n \in \mathbb{N}$. The least $c$ such that (2.1) is satisfied is called the $R$-bound of $\mathcal{T}$ and is denoted $R(\mathcal{T})$.

Denote by $r_{j}$ the $j$-th Rademacher function, that is $r_{k}(t):=\operatorname{sign}\left(\sin \left(2^{k} \pi t\right)\right)$. For $x \in X$ we denote by $r_{j} \otimes x$ the vector-valued function $t \rightarrow r_{j}(t) x$. An equivalent definition using the Rademacher functions replaces (2.1) by

$$
\begin{equation*}
\left\|\sum_{k=1}^{n} r_{k} \otimes T_{k} x_{k}\right\|_{L^{2}((0,1) ; Y)} \leq c\left\|\sum_{k=1}^{n} r_{k} \otimes x_{k}\right\|_{L^{2}((0,1) ; X)} \tag{2.2}
\end{equation*}
$$

In the next proposition we summarize some importante properties concerning $R$-bounded sets. For a proof and related information, we refer the reader to the monograph [19] by Denk, Hieber and Prüss.

## Proposition 2.3. The following properties hold:

- Given a $R$-bounded set $\mathcal{T} \subset \mathcal{B}(X, Y)$, it follows that

$$
\sup \{\|T\|: T \in \mathcal{T}\} \leq R(\mathcal{T})
$$

- If $X$ and $Y$ are Hilbert spaces, $R$ - boundedness is equivalent to uniform boundedness.
- Given $X, Y$ Banach spaces, then if $\mathcal{T}, \mathcal{S} \subset \mathcal{B}(X, Y)$ are $R$-bounded, then

$$
\mathcal{T}+\mathcal{S}=\{T+S: T \in \mathcal{T}, S \in \mathcal{S}\}
$$

is also $R$-bounded and $R(\mathcal{T}+\mathcal{S}) \leq R(\mathcal{T})+R(\mathcal{S})$.

- Given $X, Y, Z$ Banach spaces, then if $\mathcal{T} \subset \mathcal{B}(X, Y)$ and $\mathcal{S} \subset \mathcal{B}(Y, Z)$ are $R$-bounded, then

$$
\mathcal{T S}=\{T S: T \in \mathcal{T}, S \in \mathcal{S}\}
$$

is also $R$-bounded and $R(\mathcal{T S}) \leq R(\mathcal{T}) R(\mathcal{S})$.

- A set $\mathcal{T} \in \mathcal{B}(X)$ defined by $\mathcal{T}=\{\lambda I: \lambda \in \Omega\}$ with $\Omega$ a bounded set is $R$-bounded.

Let $A, B, M, N$ be closed linear operators defined on a Banach space $X$. We now introduce the notion of $M$-resolvent of $A$ and $B$. Under the assumption that $D(A) \cap D(B) \subset D(M) \cap D(N)$, the $M$-resolvent of $A$ and $B$ is defined as

$$
\rho_{M, N}(A, B):=\left\{s \in \mathbb{R}: \alpha i s^{3} M+s^{2} N+\beta A+\gamma i s B+i s G_{s}+F_{s}:[D(A) \cap D(B)] \rightarrow X\right.
$$

$$
\begin{equation*}
\text { is invertible and } \left.\left[\alpha i s^{3} M+s^{2} N+\beta A+\gamma i s B+i s G_{s}+F_{s}\right]^{-1} \in \mathcal{B}(X)\right\} . \tag{2.3}
\end{equation*}
$$

Here $[D(A) \cap D(B)]$ denotes a Banach space under the norm $\|x\|_{[D(A) \cap D(B)]}:=\|x\|+\|A x\|+$ $\|B x\|$.

Let $\left\{T_{k}\right\}_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Y)$ be a sequence of operators. We set

$$
\Delta^{0} T_{k}=T_{k}, \quad \Delta T_{k}=\Delta^{1} T_{k}=T_{k+1}-T_{k}
$$

and for $n \in \mathbb{N}$ with $n \geq 2$ we have

$$
\Delta^{n} T_{k}=\Delta\left(\Delta^{n-1} T_{k}\right)
$$

Definition 2.4. [33] We say that a sequence $\left\{T_{k}\right\}_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Y)$ is $M$-bounded of order $n$ ( $n \in \mathbb{N} \cup\{0\}$ ), if

$$
\begin{equation*}
\sup _{0 \leq l \leq n} \sup _{k \in \mathbb{Z}}\left\|k^{l} \Delta^{l} T_{k}\right\|<\infty \tag{2.4}
\end{equation*}
$$

To be more explicit when $n=0, M$-boundedness of order $n$ for $\left\{T_{k}\right\}$ simply means that $\left\{T_{k}\right\}$ is bounded. For $n=1$ this is equivalent to

$$
\begin{equation*}
\sup _{k \in \mathbb{Z}}\left\|T_{k}\right\|<\infty \text { and } \sup _{k \in \mathbb{Z}}\left\|k\left(T_{k+1}-T_{k}\right)\right\|<\infty . \tag{2.5}
\end{equation*}
$$

When $n=2$ we require in addition to (2.5) that

$$
\begin{equation*}
\sup _{k \in \mathbb{Z}}\left\|k^{2}\left(T_{k+2}-2 T_{k+1}+T_{k}\right)\right\|<\infty \tag{2.6}
\end{equation*}
$$

Remark 2.5. (i) Analogously, we define $M$ - boundedness of order $n$ in case of sequences $\left\{a_{k}\right\}_{k \in \mathbb{Z}}$ of real or complex numbers (this amounts to taking $M_{k}=a_{k} I$ in $\mathcal{B}(X)$ ).
(ii) Note that if $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{N_{k}\right\}_{k \in \mathbb{Z}}$ are $M$-bounded of order $n$ then $\left\{M_{k} \pm N_{k}\right\}_{k \in \mathbb{Z}}$ is $M$-bounded of order $n$. In fact, the set of $n$-bounded sequences is a vector space. This is obvious from the definition.
(iii) If $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{N_{k}\right\}_{k \in \mathbb{Z}}$ are sequences in $\mathcal{B}(Y, Z)$ and $\mathcal{B}(X, Y)$ that are $M$-bounded of order $n$, then $\left\{M_{k} N_{k}\right\}_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Z)$ is also $M$-bounded of the same order.

Remark 2.6. A simple but very useful rule for the $\Delta$ operator acting on the product of two sequences $\left\{a_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{T_{k}\right\}_{k \in \mathbb{Z}}$ is the following:

$$
\begin{equation*}
\Delta\left(a_{k} T_{k}\right)=\Delta\left(a_{k}\right) T_{k}+a_{k+1} \Delta T_{k}, \quad k \in \mathbb{Z} . \tag{2.7}
\end{equation*}
$$

In particular, applying this rule to the identity $\frac{1}{a_{k}} a_{k}=1$ we get

$$
\begin{equation*}
\Delta\left(\frac{1}{a_{k}}\right)=-\frac{\Delta\left(a_{k}\right)}{a_{k} a_{k+1}} . \tag{2.8}
\end{equation*}
$$

The following definition was first considered in [33].
Definition 2.7. A sequence $\left\{c_{k}\right\}_{k \in \mathbb{Z}} \subset \mathbb{C}$ is called $n$-regular if the sequences $\left\{k^{p} \frac{\Delta^{p} c_{k}}{c_{k}}\right\}_{k \in \mathbb{Z}}$ are bounded for all $p=1, \ldots, n$.

We prove the following lemma that will be needed later.
Lemma 2.8. Let $\left(c_{k}\right)_{k \in \mathbb{Z}} \subset \mathbb{C}$ be a 2-regular sequence. If we denote by $d_{k}=\frac{\Delta c_{k}}{c_{k}}$, then the sequence $\left(k^{2} \Delta d_{k}\right)_{k \in \mathbb{Z}}$ is bounded.
Proof. A simple computation using (2.7) and (2.8) shows that

$$
\Delta d_{k}=\Delta\left(\frac{1}{c_{k}}\right) \Delta c_{k}+\frac{1}{c_{k+1}} \Delta^{2} c_{k}=-\frac{\Delta c_{k}}{c_{k}} \frac{\Delta c_{k}}{c_{k+1}}+\frac{\Delta^{2} c_{k}}{c_{k+1}},
$$

then $k^{2} \Delta d_{k}=-\frac{k \Delta c_{k}}{c_{k}} \frac{k \Delta c_{k}}{c_{k+1}}+\frac{k^{2} \Delta^{2} c_{k}}{c_{k}}$ is bounded from the 2-regularity of $\left(c_{k}\right)_{k \in \mathbb{Z}}$.
We recall the following definition.
Definition 2.9. We say that a sequence $\left\{M_{k}\right\}_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Y)$ is $M R$-bounded of order $n$, if for each $0 \leq l \leq n$ the set

$$
\begin{equation*}
\left\{k^{l} \Delta^{l} M_{k}: k \in \mathbb{Z}\right\} \tag{2.9}
\end{equation*}
$$

is $R$-bounded.

Remark 2.10. A sequence $\left\{M_{k}\right\}_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Y)$ is $M R$-bounded of order 1 if the sets

$$
\begin{equation*}
\left\{M_{k}: k \in \mathbb{Z}\right\} \text { and }\left\{k\left(M_{k+1}-M_{k}\right): k \in \mathbb{Z}\right\} \tag{2.10}
\end{equation*}
$$

are $R$-bounded.
If in addition we have that the set

$$
\begin{equation*}
\left\{k^{2}\left(M_{k+1}-2 M_{k}+M_{k-1}\right): k \in \mathbb{Z}\right\} \tag{2.11}
\end{equation*}
$$

is $R$-bounded then $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ is $M R$-bounded of order 2.
Remark 2.11. In Hilbert spaces $M R$-bounded and $M$-bounded are identical concepts. In general, MR-bounded implies $R$-bounded which in turn implies boundedness. Moreover, note that $M R$-boundedness implies $M$-boundedness.

## 3. Well-posedness in $L^{p}$-SPACES

Let $1 \leq p<\infty$ and $X$ be a Banach space. In this section, we want to give optimal conditions that can describe the well-posedness of the problem

$$
\begin{equation*}
\alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+G u_{t}^{\prime}+F u_{t}+f(t), \quad t \in \mathbb{T}:=[0,2 \pi], \tag{3.12}
\end{equation*}
$$

in $2 \pi$-periodic vector valued $L^{p}$-spaces. In other words, we want to obtain a complete characterization on the existence, uniqueness and well posedness of the problem only in terms of the data of the problem. Here $A, B, N$ and $M$ are closed linear operators such that $D(A) \cap D(B) \subset$ $D(N) \cap D(M)$ and $\left.F, G \in \mathcal{B}\left(L^{p}(-2 \pi, 0) ; X\right), X\right)$. We first recall some definitions and results that will be needed to prove the main theorem of this section. We define the vector-valued function spaces:

$$
W_{p e r}^{n, p}(\mathbb{T}, X):=\left\{u \in L^{p}(\mathbb{T}, X): \text { there exists } v \in L^{p}(\mathbb{T}, X), \hat{v}(k)=(i k)^{n} \hat{u}(k) \text { for all } k \in \mathbb{Z}\right\}
$$

We define the following space of maximal regularity.

$$
\begin{aligned}
& S_{p}(A, B, M, N):= \\
& \left\{u \in W_{p e r}^{1, p}(\mathbb{T},[D(A) \cap D(B)]) \cap L^{p}(\mathbb{T},[D(A) \cap D(B)]):\right. \\
& \left.u^{\prime} \in L^{p}(\mathbb{T},[D(A) \cap D(B)]), M u^{\prime} \in W_{p e r}^{2, p}(\mathbb{T}, X), N u^{\prime} \in W_{p e r}^{1, p}(\mathbb{T}, X)\right\} .
\end{aligned}
$$

The space $S_{p}(A, B, M, N)$ is a Banach space with the norm

$$
\begin{aligned}
\|u\|_{S_{p}(A, B, M, N)}:= & \|u\|_{p}+\left\|u^{\prime}\right\|_{p}+\left\|B u^{\prime}\right\|_{p}+\|A u\|_{p}+\left\|\left(N u^{\prime}\right)^{\prime}\right\|_{p} \\
& +\left\|\left(M u^{\prime}\right)^{\prime \prime}\right\|_{p}+\left\|N u^{\prime}\right\|_{p}+\left\|M u^{\prime}\right\|_{p} .
\end{aligned}
$$

Denote $e_{\lambda}(\theta)=e^{i \lambda \theta}$ for all $\lambda \in \mathbb{R}$ and $\theta \leq 0$, and define $\left(e_{\lambda} \otimes x\right)(t):=e_{\lambda}(t) x, x \in X, t \in \mathbb{R}$. Clearly $\left.e_{\lambda} \otimes x \in L^{p}(-2 \pi, 0), X\right)$ for each $x \in X$ and $\lambda \in \mathbb{R}$. We define the one-parameter families of operators $\left\{F_{\lambda}\right\}_{\lambda \in \mathbb{R}}$ and $\left\{G_{\lambda}\right\}_{\lambda \in \mathbb{R}}$ by

$$
\begin{equation*}
F_{\lambda}(x)=F\left(e_{\lambda} \otimes x\right) \quad \text { and } \quad G_{\lambda}(x)=G\left(e_{\lambda} \otimes x\right), \quad \lambda \in \mathbb{R}, \quad x \in X . \tag{3.13}
\end{equation*}
$$

Remark 3.12. From (3.13) we have that $F_{k} x:=F\left(e_{k} \otimes x\right), G_{k} x:=G\left(e_{k} \otimes x\right), x \in X$ are bounded and linear operators for each $k \in \mathbb{Z}$. Moreover, when $u \in L^{p}(\mathbb{T}, X)$ we have

$$
\begin{equation*}
\widehat{F u} .(k)=F_{k} \hat{u}(k), \quad \widehat{G u} .(k)=G_{k} \hat{u}(k) \tag{3.14}
\end{equation*}
$$

This implies that $\left\{F_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{G_{k}\right\}_{k \in \mathbb{Z}}$ are $L^{p}$-Fourier multipliers (cf. Definition 2.1), and

$$
\left\|F u_{t}\right\| \leq\|F\|\|u \cdot\|_{p}=\|F\|\|u\|_{p}
$$

and thus $F u ., G u . \in L^{p}(\mathbb{T}, X)$. This justifies why we do not consider this property in the definition of the space of maximal regularity.

We include the following useful and stronger result that is contained in the proof of Lemma 3.2 in [27].

Lemma 3.13. The sets $\left\{F_{k}: k \in \mathbb{Z}\right\}$ and $\left\{G_{k}: k \in \mathbb{Z}\right\}$ are $R$-bounded.
The following two theorems establish the equivalence between $R$-boundedness and the fact of being an $L^{p}$-multiplier. They can be found in [6].

Theorem 3.14. Let $X, Y$ be $U M D$ spaces. If a sequence $\left\{M_{k}\right\}_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Y)$ is MR-bounded of order 1 , then $\left(M_{k}\right)_{k \in \mathbb{Z}}$ defines an $L^{p}$-Fourier multiplier whenever $1<p<\infty$.
Theorem 3.15. Let $X, Y$ be Banach spaces, $1 \leq p<\infty$ and let $\left(M_{k}\right)_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Y)$ be an $L^{p}$-Fourier multiplier. Then the set $\left\{M_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded.

We next introduce the following definition.
Definition 3.16. Let $1 \leq p<\infty$ and $f \in L^{p}(\mathbb{T}, X)$. We call $u \in S_{p}(A, B, M, N)$ a strong $L^{p}$-solution of equation (3.12) if it satisfies (3.12) for all $t \in \mathbb{T}$. We say that equation (3.12) is $L^{p}$-well-posed if for each $f \in L^{p}(\mathbb{T}, X)$, there exists a unique strong $L^{p}$-solution of equation (3.12).

As a consequence of the Closed Graph Theorem we get the following estimate:
Remark 3.17. If equation (3.12) is $L^{p}$-well-posed, then there exists a constant $C>0$ such that for each $f \in L^{p}(\mathbb{T}, X)$, we have

$$
\|u\|_{S_{p}(A, B, M, N)} \leq C\|f\|_{L^{p}}
$$

The following is the first main result in this paper. It provides an important criterion for $M R$-boundedness in the context of maximal regularity for abstract evolution equations.

Theorem 3.18. Let $T: D(T) \subset X \rightarrow X$ be a closed linear operator defined in a Banach space $X$. For each $k \in \mathbb{Z}$ let $H_{k}: X \rightarrow D(T)$ be a sequence of bounded and linear operators such that $0 \in \rho\left(H_{k}\right)$ for all $k \in \mathbb{Z}$. Suppose that $\left(c_{k}\right)_{k \in \mathbb{Z}} \subset \mathbb{C}$ is a 1 -regular sequence and denote

$$
\begin{equation*}
M_{k}:=c_{k} T H_{k} \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{k}:=\left(H_{k}^{-1}-H_{k+1}^{-1}\right) H_{k} . \tag{3.16}
\end{equation*}
$$

If $\left\{M_{k}: k \in \mathbb{Z}\right\}$ and $\left\{k L_{k}: k \in \mathbb{Z}\right\}$ are $R$-bounded sets, then $\left\{M_{k}: k \in \mathbb{Z}\right\}$ is $M R$-bounded of order 1. If, in addition, $\left(c_{k}\right)_{k \in \mathbb{Z}}$ is 2-regular and the set $\left\{k^{2} \Delta L_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded, then $\left\{M_{k}: k \in \mathbb{Z}\right\}$ is $M R$-bounded of order 2.
Proof. A computation shows that

$$
\begin{align*}
\Delta M_{k} & =\left(\Delta c_{k}\right) T H_{k}+c_{k+1} T \Delta H_{k}=\frac{\Delta c_{k}}{c_{k}} M_{k}+c_{k+1} T\left(H_{k+1}-H_{k}\right) \\
& =\frac{\Delta c_{k}}{c_{k}} M_{k}+c_{k+1} T H_{k+1}\left(I-H_{k+1}^{-1} H_{k}\right) \\
& =\frac{\Delta c_{k}}{c_{k}} M_{k}+M_{k+1} L_{k} \tag{3.17}
\end{align*}
$$

Then $k \Delta M_{k}=\frac{k \Delta c_{k}}{c_{k}} M_{k}+M_{k+1} k L_{k}$. Since $\left(c_{k}\right)_{k \in \mathbb{Z}}$ is 1-regular and $k L_{k}$ is $R$-bounded, it follows that $\left\{k \Delta M_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded. It shows that $\left\{M_{k}: k \in \mathbb{Z}\right\}$ is $M R$-bounded of order 1 .

Let denote $d_{k}=\frac{\Delta c_{k}}{c_{k}}$, then from (3.17) we obtain

$$
\Delta^{2} M_{k}=\left(\Delta d_{k}\right) M_{k}+\frac{\Delta c_{k+1}}{c_{k+1}}\left(\Delta M_{k}\right)+\left(\Delta M_{k+1}\right)\left(L_{k}\right)+M_{k+2}\left(\Delta L_{k}\right)
$$

Therefore, we have

$$
k^{2} \Delta^{2} M_{k}=\left(k^{2} \Delta d_{k}\right) M_{k}+\frac{k \Delta c_{k+1}}{c_{k+1}}\left(k \Delta M_{k}\right)+\left(k \Delta M_{k+1}\right)\left(k L_{k}\right)+M_{k+2}\left(k^{2} \Delta L_{k}\right)
$$

Since $\left(c_{k}\right)_{k \in \mathbb{Z}}$ is 2-regular, $\left(k^{2} \Delta d_{k}\right)_{k \in \mathbb{Z}}$ is bounded from Lemma 2.8 and $\left\{k^{2} \Delta L_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded by hypothesis. It follows by Proposition 2.3 that $\left\{k^{2} \Delta^{2} M_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded. Therefore, $\left\{M_{k}: k \in \mathbb{Z}\right\}$ is $M R$-bounded of order 2 .

Let $A, B$ and $M, N$ be closed linear operators such that $D(A) \cap D(B) \subset D(M) \cap D(N)$. Assume $\mathbb{Z} \subset \rho_{M, N}(A, B)$. We denote

$$
\begin{equation*}
N_{k}:=-\left[b_{k} M+a_{k} N+\beta A+i k \gamma B+i k G_{k}+F_{k}\right]^{-1}, \quad a_{k}=k^{2}, \quad b_{k}=i \alpha k^{3}, \quad k \in \mathbb{Z} \tag{3.18}
\end{equation*}
$$

where $\alpha, \beta, \gamma \in \mathbb{R}$ are fixed constants.
The following proposition is the key technical tool for the proof of our second main result.
Proposition 3.19. Let $A, B$ and $M$ be closed linear operators defined on a $U M D$ space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$ and $\alpha, \beta, \gamma \in \mathbb{R}$. If $\mathbb{Z} \subset \rho_{M, N}(A, B)$ and $\left\{i k^{3} M N_{k}: k \in \mathbb{Z}\right\}$, $\left\{k^{2} N N_{k}: k \in \mathbb{Z}\right\},\left\{k B N_{k}: k \in \mathbb{Z}\right\},\left\{k N_{k}: k \in \mathbb{Z}\right\}$ and $\left\{k G_{k}: k \in \mathbb{Z}\right\}$ are $R$-bounded sets, then the sets $\left\{k\left(N_{k}^{-1}-N_{k+1}^{-1}\right) N_{k}\right\}_{k \in \mathbb{Z}},\left\{k \Delta\left(k^{3} M N_{k}\right)\right\}_{k \in \mathbb{Z}},\left\{k \Delta\left(k^{2} N N_{k}\right)\right\}_{k \in \mathbb{Z}},\left\{k \Delta\left(k B N_{k}\right)\right\}_{k \in \mathbb{Z}}$ and $\left\{k \Delta\left(k N_{k}\right)\right\}_{k \in \mathbb{Z}}$ are $R$-bounded sets.

Proof. Let $M_{k}=i k^{3} M N_{k}$. In order to show that $M_{k}$ is an $L^{p}$-multiplier it is sufficient to show that $\left\{k \Delta M_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded. We apply Theorem 3.18 with $c_{k}=i k^{3}$, which is clearly a 1-regular sequence, $H_{k}=N_{k}$ and $T=M$. By hypothesis $\left\{M_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded, then it only remains to show that $\left\{k L_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded. Indeed,

$$
\begin{aligned}
k L_{k} & =k\left(N_{k}^{-1}-N_{k+1}^{-1}\right) N_{k} \\
& =k\left[\Delta b_{k} M+\Delta a_{k} N+i \gamma B+i(k+1) G_{k+1}-i k G_{k}+\left(F_{k+1}-F_{k}\right)\right] N_{k} \\
& =k\left[\Delta b_{k} M+(2 k+1) N+i \gamma B+i(k+1) G_{k+1}-i k G_{k}+\left(F_{k}-F_{k+1}\right)\right] N_{k} \\
& =\alpha \frac{k \Delta b_{k}}{b_{k}} M_{k}+\frac{2 k+1}{k}\left(k^{2} N N_{k}\right)+i \gamma\left(k B N_{k}\right)+i(k+1) G_{k+1}\left(k N_{k}\right)-i\left(k G_{k}\right)\left(k N_{k}\right) \\
& +\left(F_{k}-F_{k+1}\right)\left(k N_{k}\right) .
\end{aligned}
$$

Note that the set $\left\{F_{k}\right\}_{k \in \mathbb{Z}}$ is bounded by Lemma 3.13. By hypothesis and Proposition 2.3 it follows that $\left\{k L_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded. The $R$-boundedness of $\left\{k \Delta\left(k B N_{k}\right): k \in \mathbb{Z}\right\}$, $\left\{k \Delta\left(k N_{k}\right): k \in \mathbb{Z}\right\}$ and $\left\{k \Delta\left(k^{2} N N_{k}\right): k \in \mathbb{Z}\right\}$ follows similarly applying Theorem 3.18 with $c_{k}=k, T=B$ and $H_{k}=N_{k}$ in the first case, $c_{k}=k, T=I$ and $H_{k}=N_{k}$ in the second case and $c_{k}=k^{2}, T=N$ and $H_{k}=N_{k}$ in the third case.

Remark 3.20. From the proof, we observe that theorem 3.18 and proposition 3.19 also holds if " $R$-bounded" is replaced by "uniformly bounded".

As a consequence, we obtain immediately the following corollary.
Corollary 3.21. Let $A, B$ and $M$ be closed linear operators defined on a $U M D$ space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$ and $\alpha, \beta, \gamma \in \mathbb{R}$. If $\mathbb{Z} \subset \rho_{M, N}(A, B)$ and $\left\{i k^{3} M N_{k}: k \in \mathbb{Z}\right\}$, $\left\{k B N_{k}: k \in \mathbb{Z}\right\},\left\{k^{2} N N_{k}: k \in \mathbb{Z}\right\},\left\{k N_{k}: k \in \mathbb{Z}\right\}$ and $\left\{k G_{k}: k \in \mathbb{Z}\right\}$ are $R$-bounded sets, then $\left(i k^{3} M N_{k}\right)_{k \in \mathbb{Z}},\left(k^{2} N N_{k}\right)_{k \in \mathbb{Z}},\left(k B N_{k}\right)_{k \in \mathbb{Z}}$ and $\left(k N_{k}\right)_{k \in \mathbb{Z}}$ are $L^{p}$-Fourier multipliers.

We now show the second main result of this section that provides a computable criterion to characterize the well-posedness of equation (3.12).

Theorem 3.22. Let $1<p<\infty$ and $\alpha, \beta, \gamma \in \mathbb{R}$. Assume $A, B$ and $M, N$ are closed linear operators defined on a $U M D$ space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$. Assume that $\left\{k G_{k}: k \in \mathbb{Z}\right\}$ is $R$-bounded. The following assertions are equivalent:
(i) Equation (3.12) is $L^{p}$-well posed;
(ii) $\mathbb{Z} \subset \rho_{M, N}(A, B)$ and the sets $\left\{i k^{3} \alpha M N_{k}: k \in \mathbb{Z}\right\},\left\{k^{2} N N_{k}: k \in \mathbb{Z}\right\},\left\{k \gamma B N_{k}: k \in \mathbb{Z}\right\}$ $\left\{k N_{k}: k \in \mathbb{Z}\right\}$ are $R$-bounded.
Proof. We first prove $(i) \Longrightarrow(i i)$. Assume that equation (3.12) is $L^{p}$-well posed. Let $k \in \mathbb{Z}$ and $y \in X$ be given. Then we define $f \in L^{p}(\mathbb{T}, X)$ as $f(t)=e^{i k t} y$. It is clear that $\hat{f}(k)=y$ and $\hat{f}(n)=0$ for $n \neq k$. By hypothesis, there exists a unique $u \in S_{p}(A, B, M, N)$ that satisfies:

$$
\begin{equation*}
\alpha(M u)^{\prime \prime \prime}(t)+(N u)^{\prime \prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+G u_{t}^{\prime}+F u_{t}+f(t), \quad t \in[0,2 \pi] . \tag{3.19}
\end{equation*}
$$

Observe that by the linearity of $F$ and $G$ we get that

$$
\widehat{G u_{t}^{\prime}}(k)=G\left(e^{i k \theta} \hat{u}^{\prime}(k)\right)=G\left(e^{i k \theta} i k \hat{u}(k)\right)=i k G_{k} \hat{u}_{k}
$$

and

$$
\widehat{F u_{t}}(k)=F\left(e^{i k \theta} \hat{u}(k)\right)=F_{k} \hat{u}_{k} \quad k \in \mathbb{Z} .
$$

Taking Fourier transform in both sides of (3.19) we get:

$$
\begin{equation*}
-\left[b_{k} M+a_{k} N+\beta A+i k \gamma B+i k G_{k}+F_{k}\right] \hat{u}(k)=y \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
-\left[b_{n} M+a_{n} N+\beta A+\gamma(i n) B+(i n) G_{n}+F_{n}\right] \hat{u}(n)=0, \quad n \neq k . \tag{3.21}
\end{equation*}
$$

This shows that $-\left[b_{k} M+a_{k} N+\beta A+\gamma(i k) B+(i k) G_{k}+F_{k}\right]$ is surjective. In order to show injectivity, let $x \in D(A) \cap D(B)$ be such that

$$
-\left[b_{k} M+a_{k} N+\beta A+\gamma(i k) B+(i k) G_{k}+F_{k}\right] x=0
$$

Let $u(t)=e^{i k t} x$ for $t \in \mathbb{T}$. It is clear that $u \in S_{p}(A, B, M, N)$ and $u$ solves (3.12) for $f=0$. Then by uniqueness, $x=0$ and injectivity follows directly. Therefore, $-\left[b_{k} M+a_{k} N+\beta A+\right.$ $\left.\gamma(i k) B+(i k) G_{k}+F_{k}\right]$ is bijective from $D(A) \cap D(B)$ onto $X$. Moreover, $-\left[b_{k} M+a_{k} N+\beta A+\right.$ $\left.\gamma(i k) B+(i k) G_{k}+F_{k}\right]^{-1} \in \mathcal{B}(X)$. Indeed, given $y \in X$ and $k \in \mathbb{Z}$ let $f(t)=e^{i k t} y$ and let $u$ be the corresponding solution of (3.12) for $f$. Then

$$
\hat{u}(n)=\left\{\begin{aligned}
0, & \text { if } n \neq k ; \\
-\left[b_{k} M+a_{k} N+\beta A+\gamma(i k) B+(i k) G_{k}+F_{k}\right]^{-1} y, & \text { if } n=k .
\end{aligned}\right.
$$

This implies $u(t)=-e^{-i k t}\left[b_{k} M+a_{k} N+\beta A+\gamma(i k) B+(i k) G_{k}+F_{k}\right]^{-1} y$ by uniqueness. By remark 3.17 there exists $C>0$ independent of $y$ and $k$ such that

$$
\|u\|_{S_{p}(A, B, M, N)} \leq C\|f\|_{L^{p}} .
$$

As a consequence,

$$
\left\|\left[b_{k} M+a_{k} N+\beta A+\gamma(i k) B+(i k) G_{k}+F_{k}\right]^{-1}\right\| \leq C,
$$

for all $k \in \mathbb{Z}$. This proves the claim. We have shown that $\mathbb{Z} \subset \rho_{M, N}(A, B)$. Let $M_{k}=i k^{3} M N_{k}$, $S_{k}=k^{2} N N_{k}, H_{k}=k B N_{k}$ and $R_{k}=k N_{k}$ with $k \in \mathbb{Z}$, where $N_{k}$ is defined in (3.18). Let show that $\left(M_{k}\right)_{k \in \mathbb{Z}},\left(S_{k}\right)_{k \in \mathbb{Z}},\left(H_{k}\right)_{k \in \mathbb{Z}}$ and $\left(R_{k}\right)_{k \in \mathbb{Z}}$ are $L^{p}$-Fourier multipliers. Given $f \in L^{p}(\mathbb{T}, X)$, there exists $u \in S_{p}(A, B, M, N)$ which is a solution of equation (3.19) by assumption. Taking Fourier transforms on both sides of (3.19), we get that $\hat{u}(k) \in D(A) \cap D(B)$ and

$$
-\left[b_{k} M+a_{k} N+\beta A+\gamma(i k) B+(i k) G_{k}+F_{k}\right] \hat{u}(k)=\hat{f}(k), \quad k \in \mathbb{Z}
$$

Since $-\left[b_{k} M+a_{k} N+\beta A+\gamma(i k) B+(i k) G_{k}+F_{k}\right]$ is invertible it follows that $\hat{u}(k)=-N_{k} \hat{f}(k), k \in$ $\mathbb{Z}$. As $u \in S_{p}(A, B, M, N)$ we get that

$$
\begin{gather*}
{\left[\widehat{M u)^{\prime \prime \prime}}\right](k)=-i k^{3} M \hat{u}(k)=i k^{3} M N_{k} \hat{f}(k)=M_{k} \hat{f}(k)}  \tag{3.22}\\
{\left[\widehat{(N u)^{\prime \prime}}\right](k)=-k^{2} N \hat{u}(k)=k^{2} N N_{k} \hat{f}(k)=S_{k} \hat{f}(k)}  \tag{3.23}\\
\widehat{u^{\prime}}(k)=i k \hat{u}(k)=i k N_{k} \hat{f}(k)=-i R_{k} \hat{f}(k) \quad \text { and }  \tag{3.24}\\
\widehat{B u^{\prime}}(k)=i k B \hat{u}(k)=i k B N_{k} \hat{f}(k)=-i H_{k} \hat{f}(k) . \tag{3.25}
\end{gather*}
$$

Finally, since $(M u)^{\prime \prime \prime},(N u)^{\prime \prime}, u^{\prime}$ and $B u^{\prime} \in L^{p}(\mathbb{T}, X)$ we get that $\left(M_{k}\right)_{k \in \mathbb{Z}},\left(S_{k}\right)_{k \in \mathbb{Z}},\left(H_{k}\right)_{k \in \mathbb{Z}}$ and $\left(R_{k}\right)_{k \in \mathbb{Z}}$ are $L^{p}$-Fourier multipliers, proving the claim. Then, by Theorem 3.15, we conclude that the sets $\left\{M_{k}: k \in \mathbb{Z}\right\},\left\{S_{k}: k \in \mathbb{Z}\right\},\left\{H_{k}: k \in \mathbb{Z}\right\}$ and $\left\{R_{k}: k \in \mathbb{Z}\right\}$ are $R$-bounded, proving (ii).

Let now show $(i i) \Longrightarrow(i)$. We assume that $\mathbb{Z} \subset \rho_{M, N}(A, B)$ and the sets $\left\{i k^{3} M N_{k}: k \in \mathbb{Z}\right\}$, $\left\{k^{2} N N_{k}: k \in \mathbb{Z}\right\},\left\{k B N_{k}: k \in \mathbb{Z}\right\}$ and $\left\{k N_{k}: k \in \mathbb{Z}\right\}$ are $R$-bounded. Let $M_{k}=i k^{3} M N_{k}$, $S_{k}=k^{2} N N_{k}, H_{k}=k B N_{k}$ and $R_{k}=k N_{k}$ with $k \in \mathbb{Z}$. It follows from Corollary 3.21 that $\left(M_{k}\right)_{k \in \mathbb{Z}},\left(S_{k}\right)_{k \in \mathbb{Z}},\left(H_{k}\right)_{k \in \mathbb{Z}}$ and $\left(R_{k}\right)_{k \in \mathbb{Z}}$ are $L^{p}$-Fourier multipliers.

Note that:

$$
\begin{equation*}
-I_{X}=\alpha M_{k}+S_{k}+\beta A N_{k}+\gamma i H_{k}+i k G_{k} N_{k}+F_{k} N_{k} \tag{3.26}
\end{equation*}
$$

Next, observe that the $R$-boundedness of the set $\left\{k N_{k}\right\}_{k \in \mathbb{Z}}$ implies that the set $\left\{k\left(N_{k+1}-N_{k}\right)\right\}$ is also $R$-bounded. It follows from Theorem 3.14 that $\left\{N_{k}\right\}_{k \in \mathbb{Z}}$ is an $L^{p}$-Fourier multiplier. In particular, $N_{k} \in \mathcal{B}(X,[D(A) \cap D(B)])$.

From (3.26) we deduce that $\left\{A N_{k}\right\}_{k \in \mathbb{Z}}$ is also an $L^{p}$-Fourier multiplier since the sum and product of $L^{p}$-Fourier multipliers is still an $L^{p}$-Fourier multiplier.

Then for all $f \in L^{p}(\mathbb{T}, X)$ there exist $w, u_{2} \in L^{p}(\mathbb{T},[D(A) \cap D(B)])$ and $u_{1} \in L^{p}(\mathbb{T}, X)$ satisfying

$$
\begin{equation*}
\hat{w}(k)=N_{k} \hat{f}(k), \quad \hat{u}_{1}(k)=A N_{k} \hat{f}(k), \quad \hat{u}_{2}(k)=i k N_{k} \hat{f}(k) . \tag{3.27}
\end{equation*}
$$

Consequently, $\hat{u}_{2}(k)=i k \hat{w}(k)$ when $k \in \mathbb{Z}$. This implies that $w \in W_{p e r}^{1, p}(\mathbb{T} ;[D(A) \cap D(B)])[6$, Lemma 2.1] and $w^{\prime}(t)=u_{2}(t)$ a.e. [6, Lemma 3.1]. In particular, $w^{\prime} \in L^{p}(\mathbb{T},[D(A) \cap D(B)])$.

Since $\left\{i k B N_{k}\right\}_{k \in Z}$ is an $L^{p}$-Fourier multiplier, we have that there exists $v \in L^{p}(\mathbb{T}, X)$ such that

$$
\begin{equation*}
\hat{v}(k)=B\left(i k N_{k}\right) \hat{f}(k)=B \hat{u}_{2}(k)=B \widehat{w^{\prime}}(k), \quad k \in \mathbb{Z} . \tag{3.28}
\end{equation*}
$$

It follows from [6, Lemma 3.1] that $w^{\prime}(t) \in D(B)$ and $B w^{\prime}(t)=v(t)$ a.e. In addition, $B w^{\prime} \in$ $L^{p}(\mathbb{T}, X)$.

Since the set $\left\{k^{2} N N_{k}\right\}_{k \in \mathbb{Z}}$ is an $L^{p}$-Fourier multiplier by hypothesis, we deduce that there exists $u \in L^{p}(\mathbb{T}, X)$ such that

$$
\begin{equation*}
\hat{u}(k)=-k^{2} N N_{k} \hat{f}(k)=i k N \hat{u}_{2}(k)=i k N \widehat{w^{\prime}}(k)=i k \widehat{N w^{\prime}}(k), \tag{3.29}
\end{equation*}
$$

where we have used that $N$ is closed. It implies that $N w^{\prime} \in W_{p e r}^{1, p}(\mathbb{T} ; X)$ and $u(t)=\left(N w^{\prime}\right)^{\prime}(t)$ a.e. In particular. $\left(N w^{\prime}\right)^{\prime} \in L^{p}(\mathbb{T}, X)$.

Analogously, since the set $\left\{k^{3} M N_{k}\right\}_{k \in \mathbb{Z}}$ is an $L^{p}$-Fourier multiplier, there exists $r \in L^{p}(\mathbb{T}, X)$ such that

$$
\begin{equation*}
\hat{r}(k)=-i k^{3} M N_{k} \hat{f}(k)=-k^{2} M \hat{u}_{2}(k)=(i k)^{2} \widehat{M w^{\prime}}(k), \tag{3.30}
\end{equation*}
$$

because $M$ is closed. We deduce that $M w^{\prime} \in W_{p e r}^{2, p}(\mathbb{T}, X)$ and $\left(M w^{\prime}\right)^{\prime \prime}(t)=r(t)$ a.e. Moreover, $\left(M w^{\prime}\right)^{\prime \prime} \in L^{p}(\mathbb{T}, X)$.

We note that the sets $\left\{G_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{F_{k}\right\}_{k \in \mathbb{Z}}$ are $L^{p}$-Fourier multipliers by Remark 3.12. Thus $\left\{i k G_{k} N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{F_{k} N_{k}\right\}_{k \in \mathbb{Z}}$ are $L^{p}$-Fourier multipliers as the product of $L^{p}$-Fourier multipliers is still an $L^{p}$-Fourier multiplier. Therefore, exists $s_{1} \in L^{p}(\mathbb{T}, X)$ such that

$$
\hat{s}_{1}(k)=i k G_{k} N_{k} \hat{f}(k)=G_{k} \hat{u}_{2}(k)=G_{k} \widehat{w^{\prime}}(k)=\widehat{G w^{\prime}}(k), \quad k \in \mathbb{Z} .
$$

We conclude that $G w^{\prime} \in L^{p}(\mathbb{T}, X)$. Analogously, we have that there exists $s_{2} \in L^{p}(\mathbb{T}, X)$ such that

$$
\hat{s}_{2}(k)=F_{k} N_{k} \hat{f}(k)=F_{k} \hat{w}(k)=\widehat{F w} \cdot(k),
$$

and hence $F w . \in L^{p}(\mathbb{T}, X)$. We have shown that $w \in S_{p}(A, B, M, N)$. Finally, from the identity (3.26) we obtain

$$
\begin{aligned}
\alpha\left(\widehat{\left.M w^{\prime}\right)^{\prime \prime}}(k)+\widehat{\left(N w^{\prime}\right)^{\prime}}(k)\right. & =\alpha \hat{r}(k)+\hat{u}(k)=\left(-\alpha i k^{3} M N_{k}-k^{2} N N_{k}\right) \hat{f}(k)=-\left(\alpha M_{k}+S_{k}\right) \hat{f}(k) \\
& =\left(I_{X}+\beta A N_{k}+i \gamma H_{k}+i k G_{k} N_{k}+F_{k} N_{k}\right) \hat{f}(k) \\
& =\hat{f}(k)+\beta A \hat{w}(k)+\gamma B \widehat{w^{\prime}}(k)+\widehat{G w^{\prime}}(k)+\widehat{F w} \cdot(k) .
\end{aligned}
$$

This implies that

$$
\alpha\left(M w^{\prime}\right)^{\prime \prime}(t)+\left(N w^{\prime}\right)^{\prime}(t)=f(t)+\beta A w(t)+\gamma B w^{\prime}(t)+G w_{t}^{\prime}+F w_{t},
$$

by the uniqueness theorem (see [6, Pag. 314]).
It only remains to prove uniqueness. Indeed, let $w \in S_{p}(A, B, M, N)$ satisfying

$$
\begin{equation*}
\alpha\left(M w^{\prime}\right)^{\prime \prime}(t)+\left(N w^{\prime}\right)^{\prime}(t)=\beta A w(t)+\gamma B w^{\prime}(t)+G w_{t}^{\prime}+F w_{t}, t \in \mathbb{T} . \tag{3.31}
\end{equation*}
$$

Taking Fourier transform in (3.31), we get that $-\left[b_{k} M+a_{k} N+\beta A+\gamma(i k) B+(i k) G_{k}+F_{k}\right] \hat{w}(k)=$ 0 for all $k \in \mathbb{Z}$. Hence $w=0$ as $\mathbb{Z} \subset \rho_{M, N}(A, B)$ by hypothesis. Thus, (3.12) is $L^{p}$-well-posed. This completes the proof.

Remark 3.23. We point out the following
(i) Our result avoids the coercivity condition on the pair $(A, B)$ assumed in [27, Section 3] where the case $M=0, N=I$ is studied. In contrast, we have to assume extra conditions on $R$-boundedness.
(ii) The hypothesis of $R$-boundedness of the set $\left\{k G_{k}: k \in \mathbb{Z}\right\}$ is natural as it is required in Theorem 4.7 of [27] when showing maximal regularity in Triebel-Lizorkin spaces.
(iii) $L^{p}$-well posedness does not depend on the parameter $p$, that is, if equation (3.12) is $L^{p}$-well posed for some $1<p<\infty$ then it is $L^{p}$-well posed for all $1<p<\infty$.

## 4. Well-posedness in Besov and Triebel-Lizorkin spaces

In this section, we show the well-posedness of problem (3.12) in periodic Besov spaces $B_{p, q}^{s}(\mathbb{T}, X)$ and periodic Triebel-Lizorkin spaces $F_{p, q}^{s}(\mathbb{T}, X)$. We first introduce the notion of vector-valued periodic Besov spaces (see [7]).

Let $\mathbb{S}(\mathbb{R})$ be the space of all rapidly decreasing smooth functions on $\mathbb{R}$ and $\mathcal{D}(\mathbb{T})$ the space of infinitely differentiable functions defined on $\mathbb{T}$ endowed with the locally convex topology defined by the seminorms

$$
\|f\|_{n}=\sup _{x \in \mathbb{T}}\left|f^{(n)}(x)\right| \quad \text { for } \quad n \in \mathbb{N}
$$

Let $\mathcal{D}^{\prime}(\mathbb{T}, X):=\mathcal{B}(\mathcal{D}(\mathbb{T}), X)$, we consider the dyadic-like sets of $\mathbb{R}$ :

$$
I_{0}=\{t \in \mathbb{R}:|t| \leq 2\}, \quad I_{k}=\left\{t \in \mathbb{R}: 2^{k-1} \leq|t| \leq 2^{k+1}\right\}, \quad k \in \mathbb{N}
$$

Let $\phi(\mathbb{R})$ be the set of systems $\phi=\left(\phi_{k}\right)_{k \in \mathbb{N}} \subset \mathbb{S}(\mathbb{R})$ such that $\sup \left(\phi_{k}\right) \subset \overline{I_{k}}$ for each $k \in \mathbb{N}$, $\sum_{k \in \mathbb{N}} \phi_{k}(x)=1$ for $x \in \mathbb{R}$ and for each $\alpha \in \mathbb{N}, \sup _{x \in \mathbb{R}, k \in \mathbb{N}} 2^{k \alpha}\left|\phi_{k}^{(\alpha)}(x)\right|<\infty$. Let $\phi=\left(\phi_{k}\right)_{k \in \mathbb{N}} \subset$ $\phi(\mathbb{R})$ be fixed, for all $1 \leq p, q \leq \infty, s \in \mathbb{R}$, the $X$-valued periodic Besov space is defined by

$$
B_{p, q}^{s}(\mathbb{T}, X)=\left\{f \in \mathcal{D}^{\prime}(\mathbb{T}, X):\|f\|_{B_{p, q}^{s}}:=\left(\sum_{j \geq 0} 2^{s j q}\left\|\sum_{k \in \mathbb{Z}} e_{k} \otimes \phi_{j}(k) \hat{f}(k)\right\|_{p}^{q}\right)^{1 / q}<\infty\right\}
$$

The space $B_{p, q}^{s}(\mathbb{T}, X)$ endowed with the norm $\|.\|_{B_{p, q}^{s}}$ is a Banach space.
Remark 4.24. We note the following
(i) The space $B_{p, q}^{s}(\mathbb{T}, X)$ is independent of the choice of $\phi$.
(ii) If $s_{1} \leq s_{2}$ then $B_{p, q}^{s_{1}}(\mathbb{T}, X) \subset B_{p, q}^{s_{2}}(\mathbb{T}, X)$ and the embedding is continuous.
(iii) If $s>0$, then $B_{p, q}^{s}(\mathbb{T}, X) \subset L^{p}(\mathbb{T}, X)$, and $f \in B_{p, q}^{s+1}(\mathbb{T}, X)$ if and only if $f$ is differentiable a.e. on $\mathbb{T}$ and $f^{\prime} \in B_{p, q}^{s}(\mathbb{T}, X)$.

In particular, (iii) implies that if $u \in B_{p, q}^{s}(\mathbb{T}, X)$ is such that there exists $v \in B_{p, q}^{s}(\mathbb{T}, X)$ satisfying $\hat{v}(k)=i k \hat{u}(k)$ when $k \in Z$, then $u \in B_{p, q}^{s+1}(\mathbb{T}, X)$ and $u^{\prime}=v$ [6, Lemma 2.1].
In this section we consider the equation

$$
\begin{equation*}
\alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+G u_{t}^{\prime}+F u_{t}+f(t), \quad t \in \mathbb{T}:=[0,2 \pi] \tag{4.32}
\end{equation*}
$$

in $2 \pi$-periodic vector valued $B_{p, q}^{s}$-spaces. Once again $A, B, N$ and $M$ are closed linear operators such that $D(A) \cap D(B) \subset D(N) \cap D(M)$ and $\left.F, G \in \mathcal{B}\left(B_{p, q}^{s}(-2 \pi, 0) ; X\right), X\right)$.
Remark 4.25. As observed in [14, Section 3], $F_{k}, G_{k} \in \mathcal{B}(X)$ and there exists a constant $C>0$ such that

$$
\left\|F_{k}\right\| \leq C\|F\|, \quad\left\|G_{k}\right\| \leq C\|G\|, \quad k \in \mathbb{Z}
$$

Moreover, when $u \in B_{p, q}^{s}(\mathbb{T}, X)$ then

$$
\widehat{F u}(k)=F_{k} \hat{u}(k), \quad \widehat{G u} .(k)=G_{k} \hat{u}(k), \quad k \in \mathbb{Z}
$$

However, in contrast with vector-valued Lebesgue spaces, the functions $F u$. and $G u$. are not necessarily in $B_{p, q}^{s}(\mathbb{T}, X)$ for $1 \leq p, q \leq \infty, s>0$. This particularity, will require the use of new tools in the proof of the main result in this section.

Let $1 \leq p, q \leq \infty, s>0$. We define the maximal regularity space that describe the $B_{p, q}^{s}$-well posedness of the equation (4.32) by

$$
\begin{aligned}
& S_{p, q, s}(A, B, M, N):=\left\{u \in B_{p, q}^{s+1}(\mathbb{T},[D(A) \cap D(B)]) \cap B_{p, q}^{s}(\mathbb{T},[D(A) \cap D(B)]):\right. \\
& \left.M u^{\prime} \in B_{p, q}^{s+2}(\mathbb{T}, X), N u^{\prime} \in B_{p, q}^{s+1}(\mathbb{T}, X), A u, B u^{\prime}, F u ., G u^{\prime} \in B_{p, q}^{s}(\mathbb{T}, X)\right\}
\end{aligned}
$$

The vectorial space $S_{p, q, s}(A, B, M, N)$ is a Banach space with the norm

$$
\begin{aligned}
\|u\|_{S_{p, q, s}(A, B, M, N)}:= & \|u\|_{B_{p, q}^{s}}+\left\|u^{\prime}\right\|_{B_{p, q}^{s}}+\|A u\|_{B_{p, q}^{s}}+\left\|N u^{\prime}\right\|_{B_{p, q}^{s}}+\left\|\left(N u^{\prime}\right)^{\prime}\right\|_{B_{p, q}^{s}}+\left\|\left(M u^{\prime}\right)^{\prime \prime}\right\|_{B_{p, q}^{s}} \\
& +\left\|B u^{\prime}\right\|_{B_{p, q}^{s}}+\left\|M u^{\prime}\right\|_{B_{p, q}^{s}}+\|F u .\|_{B_{p, q}^{s}}+\left\|G u^{\prime}\right\|_{B_{p, q}^{s}} .
\end{aligned}
$$

We now provide the formal definition of $B_{p, q^{-}}^{s}$ well posedness of equation (4.32).
Definition 4.26. Let $1 \leq p, q<\infty, s>0$ and $f \in B_{p, q}^{s}(\mathbb{T}, X)$. We call $u \in S_{p, q, s}(A, B, M, N)$ a strong $B_{p, q^{-}}$solution of (4.32) if it satisfies (4.32) for all $t \in \mathbb{T}$. We say that (4.32) is $B_{p, q^{-}}^{s}$ well-posed if for each $f \in B_{p, q}^{s}(\mathbb{T}, X)$, there exists a unique strong $B_{p, q}^{s}$-solution of (4.32).

Remark 4.27. If (4.32) is $B_{p, q}^{s}$-well-posed, by the Closed Graph Theorem, there exists a constant $C>0$ such that for each $f \in B_{p, q}^{s}(\mathbb{T}, X)$, we have

$$
\|u\|_{S_{p, q, s}(A, B, M, N)} \leq C\|f\|_{B_{p, q}^{s}} .
$$

We now introduce the notion of $B_{p, q^{-}}^{s}$ Fourier multiplier introduced in that will be needed for our characterization of well-posedness of equation (4.32) in Besov spaces (see [6]).
Definition 4.28. Let $X, Y$ be Banach spaces, $1 \leq p, q<\infty, s \in \mathbb{R}$ and let $\left(M_{k}\right)_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Y)$, we say that $\left(M_{k}\right)_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-Fourier multiplier if, for each $f \in B_{p, q}^{s}(\mathbb{T}, X)$ there exists $u \in$ $B_{p, q}^{s}(\mathbb{T}, Y)$ such that

$$
\hat{u}(k)=M_{k} \hat{f}(k)
$$

for all $k \in \mathbb{Z}$.
The following important result, which was proved in [7], provides a sufficient condition for an operator valued symbol to be a $B_{p, q^{-}}^{s}$ Fourier multiplier.
Theorem 4.29. Let $X, Y$ be Banach spaces. If $\left(M_{k}\right)_{k \in \mathbb{Z}} \subset \mathcal{B}(X, Y)$ is $M$-bounded of order 2 , then for $1 \leq p, q \leq \infty, s \in \mathbb{R}$ the set $\left(M_{k}\right)_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-Fourier multiplier.

Some important properties of $B_{p, q^{-}}^{s}$ Fourier multipliers can be found in [7]. Some of them are the following:

Remark 4.30. We point out that:
(i) The sum and product of $B_{p, q^{s}}^{s}$-Fourier multipliers is a $B_{p, q^{-}}^{s}$ - Fourier multiplier too.
(ii) If $\left(M_{k}\right)_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-Fourier multiplier then it is uniformly bounded.

The following result shows necessary conditions for certain sets to be $B_{p, q}^{s}$-Fourier multipliers and will be needed in the proof of the main theorem of this section.
Proposition 4.31. Let $A, B$ and $M$ be closed linear operators defined on a $U M D$ space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$ and $\alpha, \beta, \gamma \in \mathbb{R}$. If $\mathbb{Z} \subset \rho_{M, N}(A, B), 0 \in \rho(M)$ and $\left\{i k^{3} M N_{k}: k \in \mathbb{Z}\right\},\left\{k^{2} N N_{k}: k \in \mathbb{Z}\right\},\left\{k B N_{k}: k \in \mathbb{Z}\right\},\left\{k N_{k}: k \in \mathbb{Z}\right\}$ and $\left\{k G_{k}: k \in \mathbb{Z}\right\}$ are uniformly bounded, then $\left(i k^{3} M N_{k}\right)_{k \in \mathbb{Z}},\left(k^{2} N N_{k}\right)_{k \in \mathbb{Z}},\left(k B N_{k}\right)_{k \in \mathbb{Z}}$ and $\left(k N_{k}\right)_{k \in \mathbb{Z}}$ are $B_{p, q}^{s}$-Fourier multipliers.

Proof. Let $M_{k}=i \alpha k^{3} M N_{k}$. In order to show that $M_{k}$ is a $B_{p, q}^{s}$-Fourier multiplier and according Theorem 4.29 we need to prove that $\sup _{k \in \mathbb{Z}}\left(\left\|M_{k}\right\|+\left\|k \Delta M_{k}\right\|\right)<\infty$ and $\sup _{k \in \mathbb{Z}}\left\|k^{2} \Delta^{2} M_{k}\right\|<\infty$. The first assertion is a consequence of the hypothesis and Proposition 3.19 (cf. Remark 3.17). In order to show the second one we apply Theorem 3.18 with $c_{k}=i \alpha k^{3}$, which is clearly a 2 -regular sequence, $H_{k}=N_{k}$ and $T=M$. By hypothesis $\sup _{k \in \mathbb{Z}}\left\|M_{k}\right\|<\infty$. Moreover, by Proposition 3.19 it follows that $\sup _{k \in \mathbb{Z}}\left\|k L_{k}\right\|<\infty$, then it only remains to show that $\sup _{k \in \mathbb{Z}}\left\|k^{2} \Delta L_{k}\right\|<\infty$. Indeed, we have
$L_{k}=\left(N_{k}^{-1}-N_{k+1}^{-1}\right) N_{k}=\left[-\Delta b_{k} M-\Delta a_{k} N-i \gamma B+i k G_{k}-i(k+1) G_{k+1}+\left(F_{k}-F_{k+1}\right)\right] N_{k}$.
Then,

$$
\begin{aligned}
k^{2} \Delta L_{k} & =k^{2}\left[\left(b_{k+1}-b_{k+2}\right) M N_{k+1}-\left(b_{k}-b_{k+1}\right) M N_{k}\right] \\
& +k^{2}\left[\left(a_{k+1}-a_{k+2}\right) N N_{k+1}-\left(a_{k}-a_{k+1}\right) N N_{k}\right] \\
& -i \gamma k^{2} B \Delta N_{k} \\
& +\left[i(k+1) G_{k+1} k^{2} N_{k+1}-i(k+2) G_{k+2} k^{2} N_{k+2}-i k G_{k} k^{2} N_{k}+i(k+1) G_{k+1} k^{2} N_{k}\right] \\
& +\left[\left(F_{k+1}-F_{k+2}\right) k^{2} N_{k+1}-\left(F_{k}-F_{k+1}\right) k^{2} N_{k}\right],
\end{aligned}
$$

where $a_{k}=k^{2}$ and $b_{k}=i \alpha k^{3}$. It remains to prove that each summand in the right hand side is bounded. In fact, a calculation shows the identity

$$
\left(b_{k+1}-b_{k+2}\right) N_{k+1}-\left(b_{k}-b_{k+1}\right) N_{k}=-\left(\Delta^{2} b_{k}\right) N_{k+1}+\frac{\Delta b_{k}}{b_{k}}\left[\left(b_{k} N_{k}-b_{k+1} N_{k+1}\right)+N_{k+1}\left(\Delta b_{k}\right)\right] .
$$

Therefore

$$
\begin{aligned}
k^{2}\left[\left(b_{k+1}-b_{k+2}\right) M N_{k+1}-\left(b_{k}-b_{k+1}\right) M N_{k}\right] & =-k^{2} \frac{\left(\Delta^{2} b_{k}\right)}{b_{k}} \frac{b_{k}}{b_{k+1}}\left(b_{k+1} M N_{k+1}\right) \\
& +k \frac{\Delta b_{k}}{b_{k}}\left[k\left(b_{k} M N_{k}-b_{k+1} M N_{k+1}\right)\right. \\
& \left.+b_{k+1} M N_{k+1} \frac{b_{k}}{b_{k+1}}\left\{\frac{k\left(\Delta b_{k}\right)}{b_{k}}\right\}^{2}\right] .
\end{aligned}
$$

Since the sequence $b_{k}$ is 2-regular, $M_{k}=b_{k} M N_{k}$ and $k \Delta M_{k}$ are bounded, the above identity shows that

$$
\sup _{k \in \mathbb{Z}}\left\|k^{2}\left[\left(b_{k+1}-b_{k+2}\right) M N_{k+1}-\left(b_{k}-b_{k+1}\right) M N_{k}\right]\right\|<\infty
$$

Analogously and following the same procedure since $a_{k}$ is also 2-regular, $S_{k}=a_{k} N N_{k}$ and $k \Delta S_{k}$ are bounded, we obtain that

$$
\sup _{k \in \mathbb{Z}}\left\|k^{2}\left[\left(a_{k+1}-a_{k+2}\right) N N_{k+1}-\left(a_{k}-a_{k+1}\right) N N_{k}\right]\right\|<\infty
$$

Next, note that in Proposition 3.19 it was shown that $\sup _{k \in \mathbb{Z}}\left\|k \Delta\left(k B N_{k}\right)\right\|<\infty$. Since

$$
k \Delta\left(k B N_{k}\right)=k\left[B N_{k}+(k+1) B \Delta N_{k}\right],
$$

and $\sup _{k \in \mathbb{Z}}\left\|k B N_{k}\right\|<\infty$ by hypothesis, we deduce that $\sup _{k \in \mathbb{Z}}\left\|k^{2} B \Delta N_{k}\right\|<\infty$.
For the following two terms, observe that $0 \in \rho(M)$ and the identity $k^{2} N_{k}=\frac{1}{k} M^{-1} M_{k}$ for $k \neq 0$, implies

$$
\sup _{k \in \mathbb{Z}}\left\|k^{2} N_{k}\right\|<\infty
$$

This fact together with the hypothesis on the boundedness of the sets $\left\{k G_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{F_{k}\right\}_{k \in \mathbb{Z}}$ proves the claim. Consequently, $\left(i k^{3} M N_{k}\right)_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-Fourier multiplier.

Let now $M_{k}=k^{2} N N_{k}$. It is clear by Proposition 3.19 that $\sup _{k \in \mathbb{Z}}\left(\left\|M_{k}\right\|+\left\|k \Delta M_{k}\right\|\right)<\infty$. To prove that $\sup _{k \in \mathbb{Z}}\left\|k^{2} \Delta^{2} M_{k}\right\|<\infty$ we apply the second part of Theorem 3.18 with $c_{k}=$ $k^{2}, H_{k}=N_{k}$ and $T=N$. By hypothesis and Proposition 3.19 it follows that $\sup _{k \in \mathbb{Z}}\left\|M_{k}\right\|<\infty$ and $\sup _{k \in \mathbb{Z}}\left\|k L_{k}\right\|<\infty$, respectively. It remains to show that $\sup _{k \in \mathbb{Z}}\left\|k^{2} \Delta L_{k}\right\|<\infty$, where $L_{k}$ is exactly the same that in the above computation. Therefore, $\left(k^{2} N N_{k}\right)_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-Fourier multiplier.

Let now $M_{k}=k B N_{k}$. It is clear by Proposition 3.19 that $\sup _{k \in \mathbb{Z}}\left(\left\|M_{k}\right\|+\left\|k \Delta M_{k}\right\|\right)<\infty$. To prove that $\sup _{k \in \mathbb{Z}}\left\|k^{2} \Delta^{2} M_{k}\right\|<\infty$ we apply the second part of Theorem 3.18 with $c_{k}=$ $k, H_{k}=N_{k}$ and $T=B$. By hypothesis and Proposition 3.19 it follows that $\sup _{k \in \mathbb{Z}}\left\|M_{k}\right\|<\infty$ and $\sup _{k \in \mathbb{Z}}\left\|k L_{k}\right\|<\infty$, respectively. It remains to show that $\sup _{k \in \mathbb{Z}}\left\|k^{2} \Delta L_{k}\right\|<\infty$, where $L_{k}$ is exactly the same that in the above computation. Therefore, $\left(k B N_{k}\right)_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-Fourier multiplier.

Finally, we set $M_{k}=k N_{k}$. Again Proposition 3.19 shows that $\sup _{k \in \mathbb{Z}}\left(\left\|M_{k}\right\|+\left\|k \Delta M_{k}\right\|\right)<$ $\infty$. We apply Theorem 3.18 with $c_{k}=k, H_{k}=N_{k}$ and $T=I$. We have $\sup _{k \in \mathbb{Z}}\left\|M_{k}\right\|<\infty$ and $\sup _{k \in \mathbb{Z}}\left\|k L_{k}\right\|<\infty$ by hypothesis and Proposition 3.19, respectively. Then the fact that $\sup _{k \in \mathbb{Z}}\left\|k^{2} \Delta L_{k}\right\|<\infty$ was just proved. Consequently, $\left(k N_{k}\right)_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-Fourier multiplier.

We shall enunciate the main result of this section. The proof follows essentially the same steps than the proof of Theorem 3.22. However, we include here the proof in order to make clear to the reader the essential changes that have to be done in order to treat with the delay terms and how to assume less hypothesis than in Theorem 3.22.

Theorem 4.32. Let $1 \leq p, q \leq \infty, s>0$ and $\alpha, \beta, \gamma \in \mathbb{R}$. Assume $A, B$ and $M, N$ are closed linear operators defined on a Banach space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$ and $0 \in \rho(M)$. Assume that $\left\{k G_{k}: k \in \mathbb{Z}\right\}$ is uniformly bounded. The following assertions are equivalent:
(i) The equation

$$
\alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+G u_{t}^{\prime}+F u_{t}+f(t), \quad t \in[0,2 \pi]
$$

is $B_{p, q}^{s}$-well posed;
(ii) $\mathbb{Z} \subset \rho_{M}(A, B)$ and the sets $\left\{i \alpha k^{3} M N_{k}: k \in \mathbb{Z}\right\},\left\{k^{2} N N_{k}: k \in \mathbb{Z}\right\}$ and $\left\{\gamma k B N_{k}: k \in \mathbb{Z}\right\}$ are uniformly bounded.

Proof. $(i) \Longrightarrow(i i)$ follows the same lines of Theorem 3.22 and therefore is omitted. We prove $(i i) \Longrightarrow(i)$. We assume that $\mathbb{Z} \subset \rho_{M, N}(A, B)$ and the sets $\left\{i k^{3} M N_{k}: k \in \mathbb{Z}\right\},\left\{k^{2} N N_{k}: k \in \mathbb{Z}\right\}$ and $\left\{k B N_{k}: k \in \mathbb{Z}\right\}$ are uniformly bounded.

Since $0 \in \rho(M)$, the identities $k N_{k}=\frac{1}{k^{2}} M^{-1}\left(k^{3} M N_{k}\right)$ and $k^{2} N_{k}=\frac{1}{k} M^{-1}\left(k^{3} M N_{k}\right)$ show that the sets $\left\{k N_{k}: k \in \mathbb{Z}\right\}$ and $\left\{k^{2} N_{k}: k \in \mathbb{Z}\right\}$ are also uniformly bounded. Therefore the sets $\left\{k\left(N_{k+1}-N_{k}\right)\right\}_{k \in \mathbb{Z}}$ and $\left\{k^{2}\left(N_{k+2}-2 N_{k+1}+N_{k}\right)\right\}_{k \in \mathbb{Z}}$ are uniformly bounded and hence by Theorem 4.29 the set $\left\{N_{k}\right\}_{k \in \mathbb{Z}}$ is a $B_{p, q}^{s}$-Fourier multiplier. Let $M_{k}=i k^{3} M N_{k}$, $S_{k}=k^{2} N N_{k}, H_{k}=k B N_{k}$ and $R_{k}=k N_{k}$ with $k \in \mathbb{Z}$. It follows from Proposition 4.31 that $\left(M_{k}\right)_{k \in \mathbb{Z}},\left(S_{k}\right)_{k \in \mathbb{Z}},\left(H_{k}\right)_{k \in \mathbb{Z}}$ and $\left(R_{k}\right)_{k \in \mathbb{Z}}$ are $B_{p, q}^{s}$-Fourier multipliers.

Let $f \in B_{p, q}^{s}(\mathbb{T}, X)$ be given. Since $\left\{N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{R_{k}\right\}_{k \in \mathbb{Z}}$ are $B_{p, q}^{s}$-Fourier multipliers, there exists $w, u_{2} \in B_{p, q}^{s}(\mathbb{T},[D(A) \cap D(B)])$ such that

$$
\begin{equation*}
\hat{w}(k)=N_{k} \hat{f}(k), \quad \hat{u}_{2}(k)=i k N_{k} \hat{f}(k) . \tag{4.33}
\end{equation*}
$$

Consequently, $\hat{u}_{2}(k)=i k \hat{w}(k)$ for $k \in \mathbb{Z}$ and we obtain $w \in B_{p, q}^{s+1}(\mathbb{T} ;[D(A) \cap D(B)])$ and $w^{\prime}(t)=u_{2}(t)$ a.e. (cf. Remark 4.24).

Moreover, there exist $r, u \in B_{p, q}^{s}(\mathbb{T}, X)$ satisfying that

$$
\begin{equation*}
\hat{r}(k)=-M_{k} \hat{f}(k)=-i k^{3} M N_{k} \hat{f}(k)=(i k)^{2} M \hat{u}_{2}(k)=(i k)^{2} \widehat{M w^{\prime}}(k), \tag{4.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{u}(k)=-S_{k} \hat{f}(k)=-k^{2} N N_{k} \hat{f}(k)=i k N \hat{u}_{2}(k)=i k N \widehat{w^{\prime}}(k)=i k \widehat{N w^{\prime}}(k), \tag{4.35}
\end{equation*}
$$

where we have used that $M$ and $N$ are closed linear operators. We deduce that $\left(M w^{\prime}\right)^{\prime \prime}=$ $r, M w^{\prime} \in B_{p, q}^{s+2}(\mathbb{T}, X)$ and $\left(N w^{\prime}\right)^{\prime}=u, N w^{\prime} \in B_{p, q}^{s+1}(\mathbb{T}, X)$.

Now, we claim that $\left(F_{k} N_{k}\right)_{k \in \mathbb{Z}}$ and $\left(i k G_{k} N_{k}\right)_{k \in \mathbb{Z}}$ are $B_{p, q}^{s}$-Fourier multipliers. Indeed, we first show that the sets $\left\{k \Delta\left(F_{k} N_{k}\right)\right\}_{k \in \mathbb{Z}}$ and $\left\{k \Delta\left(k G_{k} N_{k}\right)\right\}_{k \in \mathbb{Z}}$ are uniformly bounded. In fact, from the identity $N_{k}=\frac{1}{k}\left(k N_{k}\right)$ we deduce that $\left\{N_{k}\right\}_{k \in \mathbb{Z}}$ is uniformly bounded. It follows from Remark 4.25 that $\left\{F_{k} N_{k}: k \in \mathbb{Z}\right\}$ and $\left\{i k G_{k} N_{k}: k \in \mathbb{Z}\right\}$ are uniformly bounded. On the other hand, the identities

$$
k\left(F_{k+1} N_{k+1}-F_{k} N_{k}\right)=F_{k+1}\left(\frac{k}{k+1} R_{k+1}\right)-F_{k}\left(k N_{k}\right)
$$

and

$$
k\left[i(k+1) G_{k+1} N_{k+1}-i k G_{k} N_{k}\right]=i \frac{k^{2}}{(k+1)^{2}}(k+1) G_{k+1} R_{k+1}-i k G_{k}\left(R_{k}\right)+i \frac{k}{k+1} G_{k+1} R_{k+1},
$$

show that the sets $\left\{k \Delta\left(F_{k} N_{k}\right)\right\}_{k \in \mathbb{Z}}$ and $\left\{k \Delta\left(k G_{k} N_{k}\right)\right\}_{k \in \mathbb{Z}}$ are uniformly bounded. This proves the claim.

It only remains to show that the sets $\left\{k^{2} \Delta\left(F_{k} N_{k}\right)\right\}_{k \in \mathbb{Z}}$ and $\left\{k^{2} \Delta\left(k G_{k} N_{k}\right)\right\}_{k \in \mathbb{Z}}$ are uniformly bounded. In fact, since $0 \in \rho(M)$ and the identity $k^{2} N_{k}=\frac{1}{k} M^{-1} M_{k}$ for $k \neq 0$, we obtain that the set $\left\{k^{2} N_{k}\right\}_{k \in \mathbb{Z}}$ is uniformly bounded. Therefore, the identities

$$
k^{2}\left(F_{k+1} N_{k+1}-F_{k} N_{k}\right)=F_{k+1}\left(\frac{k^{2}}{(k+1)^{2}}(k+1)^{2} N_{k+1}\right)-F_{k}\left(k^{2} N_{k}\right)
$$

and

$$
k^{2}\left[i(k+1) G_{k+1} N_{k+1}-i k G_{k} N_{k}\right]=i \frac{k^{2}}{(k+1)^{2}}(k+1) G_{k+1}(k+1)^{2} N_{k+1}-i k G_{k}\left(k^{2} N_{k}\right),
$$

show that the sets $\left\{k^{2} \Delta\left(F_{k} N_{k}\right)\right\}_{k \in \mathbb{Z}}$ and $\left\{k^{2} \Delta\left(k G_{k} N_{k}\right)\right\}_{k \in \mathbb{Z}}$ are uniformly bounded since they are sum and product of uniformly bounded sets. Then, by Theorem 4.29, our claim follows i.e. $\left(F_{k} N_{k}\right)_{k \in \mathbb{Z}}$ and $\left(i k G_{k} N_{k}\right)_{k \in \mathbb{Z}}$ are $B_{p, q}^{s}$-Fourier multipliers. From this and (4.33) it follows that there exist $s_{1}, s_{2} \in B_{p, q}^{s}(\mathbb{T}, X)$ such that

$$
\begin{equation*}
\hat{s}_{1}(k)=i k G_{k} N_{k} \hat{f}(k)=G_{k} \hat{u}_{2}(k)=G_{k} \widehat{w^{\prime}}(k)=\widehat{G w^{\prime}}(k), \tag{4.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{s}_{2}(k)=F_{k} N_{k} \hat{f}(k)=F_{k} \hat{w}(k)=\widehat{F w} \cdot(k) . \tag{4.37}
\end{equation*}
$$

Therefore, $G w^{\prime}=s_{1} \in B_{p, q}^{s}(\mathbb{T}, X)$ and $F w .=s_{2} \in B_{p, q}^{s}(\mathbb{T}, X)$.

From (3.26) we deduce that $\left(A N_{k}\right)_{k \in \mathbb{Z}}$ is also an $B_{p, q}^{s}$-Fourier multiplier since it can be expressed as the sum and product of $B_{p, q}^{s}$-Fourier multipliers. Therefore, there exists $u_{1} \in$ $B_{p, q}^{s}(\mathbb{T}, X)$, such that

$$
\begin{equation*}
\hat{u}_{1}(k)=A N_{k} \hat{f}(k)=A \hat{w}(k) \tag{4.38}
\end{equation*}
$$

where we have used (4.33) in the last equality. By [6, Lemma 3.1] we obtain $w(t) \in D(A)$ and $A w=u_{1} \in B_{p, q}^{s}(\mathbb{T}, X)$. Finally, since $\left\{H_{k}\right\}_{k \in \mathbb{Z}}$ is $B_{p, q}^{s}$-Fourier multiplier, we obtain that there exists $v \in B_{p, q}^{s}(\mathbb{T}, X)$ such that

$$
\begin{equation*}
\hat{v}(k)=i H_{k} \hat{f}(k)=B\left(i k N_{k}\right) \hat{f}(k)=B \hat{u}_{2}(k)=B \widehat{w^{\prime}}(k) . \tag{4.39}
\end{equation*}
$$

It follows from [6, Lemma 3.1] that $w^{\prime}(t) \in D(B)$ and $B w^{\prime}=v \in B_{p, q}^{s}(\mathbb{T}, X)$. From (3.26) note that:

$$
\begin{equation*}
\hat{f}(k)=-\alpha M_{k} \hat{f}(k)-S_{k} \hat{f}(k)-\beta A N_{k} \hat{f}(k)-\gamma i H_{k} \hat{f}(k)-i k G_{k} N_{k} \hat{f}(k)-F_{k} N_{k} \hat{f}(k) \tag{4.40}
\end{equation*}
$$

Replacing (4.34) - (4.39) in (4.40) we obtain by the uniqueness of the Fourier coefficients that

$$
\alpha\left(M w^{\prime}\right)^{\prime \prime}(t)+\left(N w^{\prime}\right)^{\prime}(t)=\beta A w(t)+\gamma B w^{\prime}(t)+G w_{t}^{\prime}+F w_{t}+f(t), \quad t \in \mathbb{T}
$$

This shows the existence. It only remains to prove uniqueness. Indeed, let $w \in S_{p, q, s}(A, B, M, N)$ satisfying

$$
\begin{equation*}
\alpha\left(M w^{\prime}\right)^{\prime \prime}(t)+\left(N w^{\prime}\right)^{\prime}(t)=\beta A w(t)+\gamma B w^{\prime}(t)+G w_{t}^{\prime}+F w_{t}, \quad t \in \mathbb{T} \tag{4.41}
\end{equation*}
$$

Taking Fourier transform in (4.41), we get that $-\left[b_{k} M+a_{k} N+\beta A+\gamma(i k) B+(i k) G_{k}+F_{k}\right] \hat{w}(k)=$ 0 , for all $k \in \mathbb{Z}$. Hence $w=0$ as $\mathbb{Z} \subset \rho_{M, N}(A, B)$ by hypothesis. Thus, equation (4.32) is $B_{p, q^{-}}^{s}$ well-posed.

Since the second statement of Theorem 4.32 does not depend on the parameters $p, q$ and $s$, the following result follows immediately.

Corollary 4.33. Let $X$ be a Banach space and let $A, B$ and $M$ be closed linear operators defined on a Banach space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$ and $\alpha, \beta, \gamma \in \mathbb{R}$. Then equation (4.32) is $B_{p, q}^{s}$-well-posed for some $1 \leq p, q \leq \infty, s>0$ if and only if it is $B_{p, q}^{s}$-well-posed for all $1 \leq p, q \leq \infty, s>0$.

To finish this section, we consider well-posedness in periodic Triebel-Lizorkin spaces $F_{p, q}^{s}$ with $1 \leq p<\infty, 1 \leq q \leq \infty, s \in \mathbb{R}$. We omit the definition and properties of these spaces but we refer the reader to [16] for the details.

We consider the problem:

$$
\begin{equation*}
\alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+G u_{t}^{\prime}+F u_{t}+f(t), \quad t \in \mathbb{T}:=[0,2 \pi] \tag{4.42}
\end{equation*}
$$

in $2 \pi$-periodic vector valued $F_{p, q}^{s}$-spaces. Here $A, B, N$ and $M$ are closed linear operators such that $D(A) \cap D(B) \subset D(N) \cap D(M)$ and $\left.F, G \in \mathcal{B}\left(F_{p, q}^{s}(-2 \pi, 0) ; X\right), X\right)$.

We define the solution space of the $F_{p, q^{-}}^{s}$ well-posedness of (4.42) by

$$
\begin{aligned}
& F_{p, q, s}(A, B, M, N):=\left\{u \in F_{p, q}^{s+1}(\mathbb{T},[D(A) \cap D(B)]) \cap F_{p, q}^{s}(\mathbb{T},[D(A) \cap D(B)]):\right. \\
& \left.M u^{\prime} \in F_{p, q}^{s+2}(\mathbb{T}, X), N u^{\prime} \in F_{p, q}^{s+1}(\mathbb{T}, X), A u, B u^{\prime}, F u ., G u^{\prime} \in F_{p, q}^{s}(\mathbb{T}, X)\right\} .
\end{aligned}
$$

The definition of $F_{p, q^{-}}^{s}$ well posedness of equation (4.42) is as follows.

Definition 4.34. Let $1 \leq p<\infty, 1 \leq q \leq \infty, s>0$ and $f \in F_{p, q}^{s}(\mathbb{T}, X)$. We call $u \in$ $F_{p, q, s}(A, B, M)$ a strong $F_{p, q^{-}}$solution of (4.32) if it satisfies (4.32) for all $t \in \mathbb{T}$. We say that (4.32) is $F_{p, q}^{s}$-well-posed if for each $f \in F_{p, q}^{s}(\mathbb{T}, X)$, there exists a unique strong $F_{p, q}^{s}$-solution of (4.32).

Using a similar argument as the one in the proof of Theorem 4.32, we obtain the following characterization of the $F_{p, q^{-}}^{s}$ well posedness of equation (4.32). In order to prove this result we use the operator-valued Fourier multiplier theorem proved in [16]. We omit the details.

Theorem 4.35. Let $1 \leq p<\infty, 1 \leq q \leq \infty, s>0$ and $\alpha, \beta, \gamma \in \mathbb{R}$. Assume $A, B$ and $M$ are closed linear operators defined on a Banach space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$ and $0 \in \rho(M)$. Assume that $\left\{k G_{k}: k \in \mathbb{Z}\right\}$ is uniformly bounded. The following assertions are equivalent:
(i) The equation

$$
\alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+G u_{t}^{\prime}+F u_{t}+f(t), \quad t \in[0,2 \pi]
$$

is $F_{p, q}^{s}$-well posed;
(ii) $\mathbb{Z} \subset \rho_{M}(A, B)$ and the sets $\left\{i \alpha k^{3} M N_{k}: k \in \mathbb{Z}\right\},\left\{k^{2} N N_{k}: k \in \mathbb{Z}\right\},\left\{\gamma k B N_{k}: k \in \mathbb{Z}\right\}$ are uniformly bounded.

Similarly to Corollary 4.33 we obtain the following result.
Corollary 4.36. Let $X$ be a Banach space and let $A, B$ and $M, N$ be closed linear operators defined on a Banach space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$ and $\alpha, \beta, \gamma \in \mathbb{R}$. Then equation (4.32) is $F_{p, q}^{s}$-well-posed for some $1 \leq p<\infty, 1 \leq q \leq \infty$, $s>0$ if and only if it is $F_{p, q}^{s}$-well-posed for all $1 \leq p<\infty, 1 \leq q \leq \infty, s>0$.

## 5. Applications

We first consider the following inverse problem:

$$
\begin{equation*}
\alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t)=\beta A u(t)+\gamma B u^{\prime}(t)+f(t) z, \quad t \in[0,2 \pi] \tag{5.43}
\end{equation*}
$$

with the additional information

$$
\begin{equation*}
\Phi\left[M u^{\prime}(t)\right]=g(t) \quad \Phi\left[N u^{\prime}(t)\right]=h(t) \tag{5.44}
\end{equation*}
$$

where $z \in X, \Phi \in X^{*}$ and the unknown $(u, f)$ is to be determined.
This kind of inverse problems was recently studied by Al Horani and Favini [3] when $A$ is the generator of a semigroup in $X$ in case $B=I, M=N=0$ [3, Theorem 2.1] and under the assumption that $B$ is dissipative defined on a Hilbert space in case $M=0, N=I[3$, Theorem 4.1]. In this section, we consider existence and uniqueness of solutions for the general case (5.43)-(5.44) under new hypotheses, as the ones given in our main results in the previous sections. Observe that we can considerably relax the hypotheses on $A, B, M$ and $N$ thanks to the remarkable fact that in our main theorems we do not require any assumptions on generation of semigroups or even cosine operator functions.

Our identification result in case of vector-valued Lebesgue spaces read as follows.

Theorem 5.37. Suppose that $A, B, M$ and $N$ are closed linear operators defined on a $U M D$ space $X$ such that $D(A) \cap D(B) \subset D(M) \cap D(N)$. Suppose that $z \in X, \Phi \in X^{*}, \Phi[z] \neq 0, g \in$ $W_{\text {per }}^{2, p}(\mathbb{T}, \mathbb{C}), h \in W_{\text {per }}^{1, p}(\mathbb{T}, \mathbb{C})$. We define the following operators

$$
A_{1} u=-\frac{\Phi[A u]}{\Phi[z]} z, \quad u \in D\left(A_{1}\right)=D(A)
$$

and

$$
B_{1} v=-\frac{\Phi[B v]}{\Phi[z]} z, \quad v \in D\left(B_{1}\right)=D(B)
$$

and assume that for each $k \in \mathbb{Z}$ the operator

$$
N_{k}:=\left[i \alpha k^{3} M+k^{2} N+\beta\left(A+A_{1}\right)+i k \gamma\left(B+B_{1}\right)\right]^{-1}
$$

exists as a bounded linear operator in $X$ and the sets $\left\{i \alpha k^{3} M N_{k}\right\}_{k \in \mathbb{Z}},\left\{k^{2} M N_{k}\right\}_{k \in \mathbb{Z}},\left\{\gamma k B N_{k}\right\}_{k \in \mathbb{Z}}$ and $\left\{k N_{k}\right\}_{k \in \mathbb{Z}}$ are $R$-bounded. Then, (5.43)-(5.44) admits a unique strong solution

$$
(u, f) \in W_{p e r}^{1, p}(\mathbb{T},[D(A) \cap D(B)]) \cap L_{p e r}^{p}(\mathbb{T},[D(A) \cap D(B)]) \times L^{p}(\mathbb{T}, \mathbb{C})
$$

Proof. Applying $\Phi$ to (5.43) and taking into account (5.44), we obtain

$$
\begin{equation*}
f(t)=\frac{1}{\Phi[z]}\left[\alpha g^{\prime \prime}(t)+h^{\prime}(t)-\beta \Phi[A u(t)]-\gamma \Phi\left[B u^{\prime}(t)\right]\right] \tag{5.45}
\end{equation*}
$$

Therefore, the given inverse problem (5.43)-(5.44) translates into the following direct problem:

$$
\begin{align*}
\alpha\left(M u^{\prime}\right)^{\prime \prime}(t)+\left(N u^{\prime}\right)^{\prime}(t) & =\beta A u(t)+\gamma B u^{\prime}(t)+\left[\alpha g^{\prime \prime}(t)+h^{\prime}(t)\right] \frac{z}{\Phi[z]}-\beta \frac{\Phi[A u(t)]}{\Phi[z]} z-\gamma \frac{\Phi\left[B u^{\prime}(t)\right]}{\Phi[z]} z \\
& =\beta\left(A+A_{1}\right) u(t)+\gamma\left(B+B_{1}\right) u^{\prime}(t)+\left[\alpha g^{\prime \prime}(t)+h^{\prime}(t)\right] \frac{z}{\Phi[z]} \tag{5.46}
\end{align*}
$$

Since $\alpha g^{\prime \prime}+h^{\prime} \in L^{p}(\mathbb{T})$, it follows from the hypothesis and Theorem 3.22 that the inverse problem (5.43)-(5.44) admits a unique strong solution $u \in S_{p, q, s}(A, B, M, N)$. Hence, the pair $(u, f)$, where $f$ is given by (5.45), solves the identification problem with regularity $u \in W_{p e r}^{1, p}(\mathbb{T},[D(A) \cap$ $D(B)]) \cap L_{p e r}^{p}(\mathbb{T},[D(A) \cap D(B)])$ with $u^{\prime} \in L^{p}(\mathbb{T},[D(A) \cap D(B)])$ and $f \in L^{p}(\mathbb{T}, \mathbb{C})$.

We remark that analogous results can be established using theorems 4.32 and 4.35. Finally, we provide the following simple example to illustrate the treatment of equations with delay.

Example 5.38. We consider the following integro-differential equation with delay

$$
\begin{equation*}
\alpha \frac{\partial^{3}(q(x) u(t, x))}{\partial t^{3}}+\frac{\partial^{2}(q(x) u(t, x))}{\partial t^{2}}=\beta \frac{\partial^{2} u}{\partial x^{2}}(t, x)+u(t-\tau, x)+f(t, x), \quad t, x \in \mathbb{T}:=[0,2 \pi], \tag{5.47}
\end{equation*}
$$

where $\alpha, \beta \in \mathbb{R}, \tau \in(0,2 \pi), f$ is a given function on $\mathbb{T} \times \mathbb{T}$ and $q$ is a measurable function such that the multiplication operator

$$
(M f)(t)=q(t) f(t)
$$

with domain $D(M):=\left\{f \in L^{2}(\mathbb{T}) \mid q \cdot m \in L^{2}(\mathbb{T})\right\}$ has a bounded inverse. This last property holds if and only if $0 \notin q_{\text {ess }}(\mathbb{T})$, the essential range of $q$ [21, Chapter I, Proposition 4.10]; In such case, we know that $\left\|M^{-1}\right\|=\left\|q^{-1}\right\|_{\infty}:=\sup \left\{|\lambda|: \lambda \in q_{\text {ess }}^{-1}(\mathbb{T})\right\}$ [21, Proposition 4.10].

We define the operator $(A, D(A))$ on $L^{2}(\mathbb{T})$ as

$$
A f=f^{\prime \prime}, \quad D(A)=\left\{f \in L^{2}(\mathbb{T}) \mid \quad f^{\prime}, f^{\prime \prime} \in L^{2}(\mathbb{T}), \quad f(0)=f(2 \pi)=0\right\}
$$

It is known that $\sigma(A)=\sigma_{p}(A)=\left\{-n^{2}: n \in \mathbb{N}\right\}$. We define the operator $F: L^{p}\left((-2 \pi, 0), L^{2}(\mathbb{T})\right) \rightarrow$ $L^{2}(\mathbb{T})$ by $F(\varphi)=\varphi(-\tau)$. It is clear that $F$ is linear and $\|F(\varphi)\| \leq\|\varphi\|_{p}$. Then equation (5.47) labels into the scheme of (3.12) with $A=\Delta=\frac{\partial^{2}}{\partial x^{2}}$ the one-dimensional Dirichlet Laplacian on $L^{2}(\mathbb{T}), M=N$ the multiplication operator by $q$ on $L^{2}(\mathbb{T}), \gamma=0$ and $G=0$.

By [24] (see also the introduction) it is known that there exists a constant $c>0$ such that

$$
\begin{equation*}
\left\|M(z M-\Delta)^{-1}\right\| \leq \frac{c}{1+|z|} \tag{5.48}
\end{equation*}
$$

for all $z$ such that $\Re(z) \geq-c(1+|\mathfrak{I m} z|)$. We will show that for all $\alpha, \beta$ such that

$$
\begin{equation*}
|\alpha| \geq \frac{1}{c} \quad \text { and } \quad \beta>c\left\|q^{-1}\right\|_{\infty} \tag{5.49}
\end{equation*}
$$

equation (5.47) is $L^{p}\left(\mathbb{T}, L^{2}(\mathbb{T})\right)$-well posed.
Indeed, let $z_{k}=-\frac{k^{2}}{\beta}-i \frac{\alpha k^{3}}{\beta}$. From (5.49) it follows that $\Re\left(z_{k}\right) \geq-c\left(1+\left|\mathfrak{I m} z_{k}\right|\right)$ for all $k \in \mathbb{Z}$. Then we get from estimate (5.48) that

$$
\left\|M\left(\left(k^{2}+i \alpha k^{3}\right) M+\beta \Delta\right)^{-1}\right\| \leq \frac{c}{\beta+\left|k^{2}+i \alpha k^{3}\right|} .
$$

On the other hand, since the multiplication operator $M$ is invertible on $L^{2}(\mathbb{T})$ we have

$$
\begin{gathered}
\left\|\left(\left(k^{2}+i \alpha k^{3}\right) M+\beta \Delta\right)^{-1} F_{k}\right\| \leq\left\|M^{-1}\right\|\left\|M\left(\left(k^{2}+i \alpha k^{3}\right) M+\beta \Delta\right)^{-1}\right\|\|F\| \\
\leq\left\|M^{-1}\right\| \frac{c}{\beta+\left|k^{2}+i \alpha k^{3}\right|} \leq \frac{c}{\beta}\left\|q^{-1}\right\|_{\infty}<1 .
\end{gathered}
$$

We also get using the Neumann's series that

$$
\left\|\left(I+F_{k}\left(\left(k^{2}+i \alpha k^{3}\right) M+\beta \Delta\right)^{-1}\right)^{-1}\right\|<\frac{1}{1-\frac{c}{\beta}\left\|M^{-1}\right\|} .
$$

We conclude that $N_{k}=\left[\left(k^{2}+i \alpha k^{3}\right) M+\beta \Delta\right]^{-1}\left[I+F_{k}\left(\left(k^{2}+i \alpha k^{3}\right) M+\beta \Delta\right)^{-1}\right]^{-1}$ is well defined, $\mathbb{Z} \subset \rho_{M}(\Delta)$ and

$$
\left\|k N_{k}\right\| \leq\left\|M^{-1}\right\| \frac{c|k|}{\beta+\left|k^{2}+i \alpha k^{3}\right|} \frac{1}{1-\frac{c}{\beta}\left\|M^{-1}\right\|} .
$$

It follows that $\sup _{k}\left\|k N_{k}\right\|<\infty$ and analogously it can be checked that $\sup _{k}\left\|k^{3} M N_{k}\right\|<\infty$. From part (ii) of Theorems 3.22 it follows that equation (5.47) is $L^{p}$-well posed for all $1<p<\infty$. Moreover, from theorems 4.32 and 4.35 it is also $B_{p, q}^{s}$ and $F_{p, q}^{s}$-well posed for all $1 \leq p<\infty, 1 \leq$ $q \leq \infty, s>0$.
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