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Abstract

Demand response has emerged as a solution to shape the load curve and balance
the grid. Particularly, indirect demand response management refers to programs based
on the load modification of consumer behavior through price signals or incentive pay-
ments. In this dissertation, models are proposed to analyze and integrate DR systems
in smart grids. The work is addressed in four parts. First of all, a rational behavior of
a consumer under uncertainty is quantified in Peak Time Rebate programs. A multi-
stage stochastic optimization problem is proposed from the demand side in order to
understand the rational decisions. It is found that an optimal consumer alters the con-
sumption patterns in order to increase the profit when there is an economic incentive.
Therefore, this kind of programs is vulnerable for gaming. Second, a novel demand
response contract between a user and an aggregator is proposed to face gaming con-
cerns. This contract is based on the probability of call, which is the chance of a con-
sumer to be selected by the aggregator to serve as demand response resource at a given
period. In this approach, a consumer self-reports his baseline and reduction capacity,
given a payment scheme with penalties. A two-stage stochastic programming prob-
lem is developed from the demand side to understand the consumer rational decisions
under this contract. As results, this solution induces individual rationality (voluntary
participation) and asymptotic incentive-compatibility (truthfulness) through the prob-
ability of call. Next, another contract for electric vehicles is presented as a solution in
the indirect demand response management. A price-based model is proposed to sched-
ule the charging process. A game theoretical model based on Stackelberg structure or
bilevel formulation is developed taking into account the interaction between a fleet op-
erator and electric vehicle owners. EV aggregator has the capability to buy energy in
the wholesale electricity market and sell it to its customers. The fleet operator objec-
tive is to design dynamic prices to consumers that delivering its maximum profit. The
proposed price-based scheme presents important results in achieving load shifting and
maximizing aggregator profit. Finally, at the market level, a competition between gen-
erators with the presence of demand response is proposed. Thermal and hydropower
generation are considered in competition within the model. A smooth inverse demand
function is designed using a sigmoid and two linear functions for modeling the con-
sumer preferences under incentive-based demand response program. Generators com-
pete to sell energy bilaterally to consumers and system operator provides transmission
and arbitrage services. A Nash-Cournot equilibrium is found when the system operates
normally and at peak demand times when DR is required. As results, this model shows
the effects to employ demand response at the market level, in terms of consumer and
producer surplus, and market prices.
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Chapter 1

Introduction

Planet Earth is becoming warmer by human actions. Today’s society depends largely
on fossil fuels for energy, which results in the release of greenhouse gases into the at-
mosphere producing what is known as global climate change. Electricity contributes
significantly to the emission of pollutant gases and also, the energy demand is expected
to have a continuous increase in the coming years. Therefore, a significant reduction in
the use of fossil fuels must be accompanied by substantial contributions in the electric
sector (Varaiya, Wu, and Bialek, 2011). In this sense, new energy models have emerged
to face the problem of global climate change. Such models include renewable ener-
gies integration, efficient energy conversion, control of emissions, increasing consumer
participation (demand response), new energy storage options, deployment of electric
vehicles, distributed power sources, etc. The inclusion of these models poses important
challenges in the operation of electric grid. Accordingly, smart management systems are
required to integrate new paradigms and implement control services and mechanisms
to properly handle the supply and demand in the grid.
An important module of the future electric grid, also referred to as smart grid, is the
demand side management. Demand response could be employed to induce modified
behaviors from consumers to regulate their energy consumption patterns to improve
electricity usage. Therefore, an active participation of consumers not only represents a
contribution to the carbon emissions reduction but also optimization utilization. There
are different ways to active DR in the power systems. Broadly defined, direct control
(Diaz, Ruiz, and Patino, 2017; Zhou et al., 2017) and indirect methods (Mohagheghi
and Raji, 2015) are found as DR solutions, which are required by the system operator
to maintain a fine balance of electricity supply and demand by means of load modifica-
tion. In particular, indirect control is performed by changing energy prices or giving an
incentive payment to participant consumers. For instance, a concrete application of DR
can be applied to plug-in electric vehicles in smart charging.
In this dissertation, models are developed to analyze and integrate DR systems in smart
grids. This work is addressed in four parts: a model is designed to quantify consumer’s
rational decisions in a classical incentive-based DR indirect control program called Peak
Time Rebate; a contract between consumers and an aggregator is formulated to face
gaming and truthfulness concerns associated with this kind of DR service; an aggrega-
tor based on the interaction between a fleet operator and EVs under dynamic pricing
program is proposed as a price-based DR solution; and finally, a model is developed
to analyze competition between generators when incentive-based demand response is
employed in electricity markets. Mathematical proofs, numerical studies, and exten-
sive simulations are provided to demonstrate the properties, advantages, and scopes of
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these models as solutions and tools in smart grids.
This Chapter reviews some basic aspects of DR systems. First, incentive-based DR is
explained by defining the associated features of this programs as well as the disadvan-
tages and challenges in this field. Next, a literature review related to optimal contracts
are presented as solutions to the incentive-based DR problems. Furthermore, an intro-
duction to indirect DR methods for EV is described as part of demand-side manage-
ment. Afterward, an overview of competition in electricity markets with the presence
of DR is presented. Finally, thesis contributions and organization are drawn.

1.1 Demand response

In the smart grid concept, DR is a program implemented by SO to equilibrate the load
with power generation by modifying consumption. The main purpose of this kind of
programs is to curtail load at the peak demand times for maintaining the security of the
transmission assets, avoiding to exceed the limit capacity of generators and prevent-
ing power outages. Therefore, DR is one of the most crucial parts of the future smart
grid (Zhu, Sauer, and Basar, 2013; Bloustein, 2005; Su and Kirschen, 2009) due to the
main objectives of DR are to cut the peak, to fill the valley and to shift the load on the
power profile. An important question in DR program design is how to improve the de-
mand profile, namely, to control the noncritical loads at the residential, commercial and
industrial levels for matching supply and demand. For instance, DR programs might
motivate changes in electricity usage by changing consumption patterns, energy price
or giving an incentive payment.
There are several DR programs implemented as part of strategies to reduce peak power
(because the demand trend is growing). (Vardakas, Zorba, and Verikoukis, 2015; Deng
et al., 2015; Siano, 2014; Albadi and El-Saadany, 2008; Madaeni and Sioshansi, 2013;
Aghaei and Alizadeh, 2013; Khajavi, Abniki, and Arani, 2011; Palensky and Dietrich,
2011) are surveys that show a complete summary regarding mathematical models, pric-
ing methods, optimization formulation and future extensions. The common approach
is TVP, which charges more money for energy usage during peak periods. In TVP pro-
gram, the consumer does not have a significant incentive to curtail the consumption,
just the energy is more expensive at certain hours. Others programs have been imple-
mented where the user behavior is modified through economic incentives, therefore,
many utilities have employed a change in the residential electricity rate structure (New-
sham and Bowker, 2010). For instance, TOU (Datchanamoorthy et al., 2011; Goudarzi,
Hatami, and Pedram, 2011; Hatami and Pedram, 2010; Mohagheghi and Raji, 2015) pro-
gram, where the day is divided into adjoining blocks of hours. The price of energy
varies between blocks, but not within blocks; CPP (Herter, 2007), is related to TOU,
unlike that, it is only applied to a small number of event days; RTP (Bloustein, 2005;
Allcott, 2012), the price varies hourly according to the real-time market cost of deliv-
ering electricity; Direct load method (Ericson, 2009), remote control of flexible loads;
Emergency demand reduction (Tyagi and Black, 2010), users receive incentive for di-
minishing energy consumption during emergency events; PTR (Mohajeryami, Doostan,
and Schwarz, 2016; Severin Borenstein, 2014), where customers receive electricity bill
rebates by not consuming (relative to a baseline) during peak periods and many other
programs. Particularly, PTR belongs to the so-called incentive-based DR programs and
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this subject is addressed in this work since PTR solutions exhibit some gaming concerns.
This kind of programs is explained below.

1.1.1 Incentive-based demand response

In incentive-based DR, participating agents are paid for diminishing their energy con-
sumption from an established baseline (e.g. PTR, Interruptible Capacity Program and
Emergency DR). There are three key components of an incentive-based DR program:
1) A baseline, 2) A payment scheme and 3) Terms and conditions (such as penalties)
(Muthirayan et al., 2016). The baseline is defined as an estimation of the energy usage
that would have been consumed by demand in the absence of DR (Deng et al., 2015)
(see Fig. 1.1). This quantity is often based on the historical consumption of a consumer
or a customer group on days that are similar to the forthcoming DR event. Therefore, a
counter-factual model is developed to estimate the customer baseline.
The current methods for establishing the baseline are averaging techniques or regres-

baseline

Hours of day

N
et

co
n
su
m
p
ti
o
n
p
er

h
o
u
r

Peak event

Actual
consumption

Reduction

FIGURE 1.1: Baseline definition.

sion approaches. In (Mohajeryami, Doostan, and Schwarz, 2016), some methods are
presented to estimate the customer baseline. The performance of DR baselines are stud-
ied and new methods are proposed to obtain a reasonable compensation for consumers
in (Faria, Vale, and Antunes, 2013; Wijaya, Vasirani, and Aberer, 2014; Antunes, Faria,
and Vale, 2013). Baseline model error associated with DR parameter estimates are stud-
ied in (Mathieu, Callaway, and Kiliccote, 2011). In addition, in (Chao, 2011), the critical
facts on the selection of customer baseline are highlighted, showing that counter-factual
forecasts are vulnerable for gaming and could result in illusory demand reduction, then
author proposes a baseline focusing on administrative and contractual approaches in
order to get an efficient DR. Accordingly, the practice (Severin Borenstein, 2014) has ex-
hibited that consumers have incentives to alter their consumption patterns (gaming be-
haviors) and baseline setting in order to increase their profit, see e.g. (Zhou, Dahleh, and
Tomlin, 2017; Muthirayan et al., 2016). Consequently, inaccurate baselines can derive in
over-payment, compromising the cost-effectiveness of the DR program, or in under-
payment, negatively affecting the participation of consumers in DR program. Thus one
fundamental problem for incentive-based DR programs is how to establish correctly the
baseline.
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1.1.2 Mechanism design for an incentive-based demand response

Given the fact that the traditional incentive-based DR programs presents gaming con-
cerns when baseline estimation is employed as part of the computation, a mechanism
design or a contract could be employed to address these problems in order to guar-
antee that any participant agent reveals his truthful baseline and private information.
Some solutions for DR are found in the literature by designing agreements between
consumers and aggregators. In (Ma, Parkes, and Robu, 2017), a truth-telling contract
is designed that uses a reward-bidding approach where the mechanism adopts a fixed
penalty for non-response for all selected agents, and consumers are selected in increas-
ing order of their minimum acceptable rewards given the penalty. A model of consumer
behavior in response to incentives is proposed in a mechanism design framework in
(Zhou, Dahleh, and Tomlin, 2017), where aggregator collects the price elasticities of the
demand as bids and then it selects the users most susceptible to incentives such that an
aggregate reduction is obtained. In (Fahrioglu and Alvarado, 2001), truthful contracts
are designed for DR, which maximize the utility benefit function subject to individual
rationality and incentive-compatible constraints. A VCG mechanism applied in DR is
presented in (Samadi et al., 2012), where the authors verify some properties such as ef-
ficiency, user truthfulness, and nonnegative transfer. However, there are several major
obstacles implementing VCG mechanisms, see e.g. (Roughgarden, 2016). Other work of
VCG approach is found in (Meir, Ma, and Robu, 2017). In (Chen et al., 2012), a game the-
oretic DR strategy is developed, which consists of a distributed load prediction system
by the participation of users that guarantee cheat-proof (truth-telling) behavior. Fur-
thermore, in (Dobakhshari and Gupta, 2016; Dobakshari and Gupta, 2016), a contract
between a customer and an aggregator for incentive-based DR is proposed. This mech-
anism is composed of two parts: a share of aggregator profit and a compensation paid
to customer due to load reduction. The above literature overview does not contemplate
a self-reported baseline model. Nevertheless, in (Muthirayan et al., 2016; Muthirayan
et al., 2017), an incentive-based DR mechanism is proposed, where each consumer re-
ports his baseline consumption and his marginal utility to the aggregator by assuming
a linear utility function for each user. Furthermore, individual rationality is demon-
strated. However, some concerns raise regarding to the model and implementation.
In economics, utility curve is usually modeled as strictly concave function (Vega Re-
dondo, 2003) to depicts consumer’s preference. In addition, from the implementation
viewpoint, marginal utility information could be a difficult parameter to bid by a user
because it is an abstract concept and it could not be easy to estimate by a regular con-
sumer.

1.1.3 Price-based solutions for electric vehicle operators

Electric vehicles represent new issues for the approach of DR programs. EVs have be-
come integral parts of the current grid. For instance, taxi services and urban delivery
companies have introduced EVs in their fleet (Bizzarri et al., 2016). However, on the
distribution level, the additional loads created by the growing number of EV may have
negative impacts on the grid due to undesirable conditions during the charging process
(Gruosso, 2017a; Gruosso, 2017b). This fact poses new challenges to the power system
operation in terms of smart charging management by fleet operators. The aim of the
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aggregator is to address two different problems. The former is the price determination
in order to satisfy both "user" and "aggregator" needs, the latter is to induce in the EV
user a charging behavior useful to take into account the need of the grid in term of pro-
duction cost and overload. In order to do this it is important to schedule the charging
of EVs.
Broadly speaking, there are two ways to schedule the charging process: direct con-
trol and indirect methods. The first one means that aggregator schedules directly the
charging profile of each EV. In this model, better results are obtained since by being
a centralized solution since power system security is guaranteed. However, the fleet
operator needs bidirectional communication and smart devices with EVs, thus, an im-
portant investment is required to deploy a proper infrastructure. On the other hand,
indirect methods are based on price/incentive signals or market solutions in order to
influence the consumer behavior (EV owners). The main advantage of this approach is
that the infrastructure cost can be reduced. Nevertheless, the solution is not necessarily
optimal since depends on the used method and the quality of demand model (Hu et al.,
2016).
For case of indirect control, electricity price can be properly formed to diminish load
at the peak time periods while increasing EV penetration level in the electricity market
(Shao et al., 2010; Faruqui et al., 2011; Yu, Yang, and Rahardja, 2012; Huang et al., 2015).
A decentralized charging approach based on TOU tariffs is proposed in (Vaya and An-
dersson, 2012), where each driver seeks to minimize their costs respecting battery size,
charging power level and the driver needs constraints. Similarly, a decentralized com-
putational algorithm is proposed in (Ma, Callaway, and Hiskens, 2013) by focusing on
studying Nash equilibrium of the charging problems of EV large population. Further-
more, dynamic price signal is proposed to avoid transformer overload in (Yu, Yang,
and Rahardja, 2012). In (Shao et al., 2010), TOU tariffs are studied in the context of EV
charging profile. That work claims the importance of designing appropriate rates to
motivate demand response. As well, TOU pricing is proposed in (Faruqui et al., 2011),
where a social experiment is suggested to estimate the price response of EV charging.
Additionally, distribution locational marginal pricing is developed to manage network
congestion in (Huang et al., 2015). Nevertheless, more research in price response model
is needed to achieve the required performance in the grid ((Hu et al., 2016)).
Related to bilevel approaches or Stackelberg structures, some solutions are found for
direct methods of EV charging management. In (Wu et al., 2016), an MPEC formulation
is developed for optimal bidding strategies of EV aggregators in day-ahead energy and
ancillary services markets with variable wind energy, in which the upper-level prob-
lem is the aggregators’ Conditional value at risk maximization, while the lower-level
problem represents the system operation cost minimization. Additionally, in (Gonzalez
Vaya and Andersson, 2015), an MPEC approach of a price-maker aggregator for bid-
ding into the day-ahead electricity market with the aim of minimizing charging costs
while satisfying the EV flexible demand is proposed. In that approach, The upper-level
problem corresponds to the charging cost minimization of the aggregator, whereas the
lower-level problem represents the market clearing. Furthermore, a stochastic robust
optimization formulation is presented in (Baringo and Sánchez Amaro, 2017). The bid-
ding strategy of an EV aggregator that participates in the day-ahead energy market is
developed. The model output is bidding curves that are submitted to SO. Additionally,
a bilevel programming approach or MPEC between a parking lot and SO is developed
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in (Aghajani and Kalantar, 2017). In that model, the upper-level problem represents
the operation cost minimization from SO while the lower-level problem corresponds to
the scheduling energy and reserve with the aim of minimizing the parking cost. More-
over, a profit-maximizing EV aggregator is developed in (Sarker, Dvorkin, and Ortega-
Vazquez, 2016) that participates into day-ahead energy and reserve markets as a price-
taker agent which includes compensation for battery degradation.

1.1.4 Competition in electricity markets with demand response

The co-existence of a variety of generation technologies is an interesting problem from a
gaming viewpoint and even more with the integration of DR into the electricity market.
In (Genc and Thille, 2008), the competition between hydro and thermal electricity gen-
erators under uncertainty over demand and water flows is presented. The authors in
(Garcia, Campos-Nañez, and Reitzes, 2005) analyze the price-formation in an oligopoly
model where hydroelectric generators are involved in dynamic Bertrand competition.
Furthermore, in (Villar and Rudnick, 2003), a model to understand a hydrothermal elec-
tric power market is built based on simple bids to the SO. Moreover, in (Zhu, Sauer,
and Basar, 2013), by means of Stackelberg game is illustrated what is the value that DR
management can bring to generation companies and consumers in a smart grid. Previ-
ous works are models of competition between generators, however, they do not include
explicitly the DR problem. In addition, (Yao, Oren, and Adler, 2007; Yao, Adler, and
Oren, 2008) introduce models of two-settlement electricity market, which accounts for
flow congestion, demand uncertainty, system contingencies, and market power. In (Su
and Kirschen, 2009), a method is devised for quantifying the effect of the demand re-
sponse for the market as a central planner. in this last paper, the demand curve has two
parts: perfect inelastic behavior and price responsive consumers. The inconvenience
of (Su and Kirschen, 2009) is that demand does no have perfect inelastic role since the
consumers have a limited willingness to pay. Therefore, another interesting context is
to delve into the effect of DR under competition in electricity markets.

1.2 Organization and thesis contributions

The dissertation is organized in chapters and each one can be read independently. The
four main contributions of this dissertation are depicted in Fig. 1.2, numbered by the
respective chapters and an abstraction of their roles in smart grids.
In previous Section was explained a kind of DR program which is based on incentives.
Literature review and practice describe qualitatively the issues and gaming concerns
associated to this DR solutions. The first contribution, identified in Chapter 2, is the
quantification of these problems through the study of consumer’s strategic behavior
that participates in a PTR agreement motivated by the concerns in (Severin Borenstein,
2014). In particular, rational consumer decisions are modeled in this part to measure the
deviation of baseline formation. In the economic sense, rational behavior means that
the users maximize their profits given the mechanism of demand energy reduction. The
optimal decision problem is posed as a stochastic optimization algorithm taking into
account several previous periods of setting-time in a PTR program. This formulation
is solved backward in time to find the optimal choice for consumers where consumer
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uncertainty is modeled as a random variable. A closed form solution of a PTR program
is derived for two periods. As result, aforementioned inefficiencies are demonstrated;
these results are reporters in papers (Vuelvas and Ruiz, 2015; Vuelvas and Ruiz, 2017).

Utility

users

DR aggregator

users

Probability of call
(Incentive-based)

Dynamic pricing 
(price-based)

EVs

gaming concerns

a solution

Chapter 2

Chapter 3 Chapter 4

Chapter 5

SO

Generator Generator

market
(Equilibrium price)

competition with DR

market level

user-aggregator level

FIGURE 1.2: Contributions.

Given the problems in DR programs associated by employing counter-factual mod-
els (Chao, 2011), then new schemes of contracts are required. An implementable so-
lution for the problem described in Chapter 2 is presented through the DR contract of
Chapter 3. A new concept is proposed, called the probability of call, to limit the base-
line alteration. This contract between a user and an aggregator is developed to induce
individual rationality (voluntary participation) and asymptotic incentive-compatibility
(truthfulness) through the probability of call, which is the chance of a consumer to be
selected by the aggregator to serve as demand response resource at a given period. In
this approach, a consumer self-reports his baseline and reduction capacity, given a pay-
ment scheme that includes cost of electricity, incentive price, and penalty caused by any
deviation between self-reported and actual energy consumption. Therefore, aggregator
does no require to estimate/forecast the customer baseline, then it only randomly calls
participant consumers with a probability of call close to zero in order to obtain truthful
behavior by demand side. Another important feature of this approach, different from
the classic solutions described in previous Section, is that a participant agent does not
require reporting marginal utility (energy preference), and only announces information
in terms of energy, making it easier to implement. In addition, the reduction capacity
information gives valuable data to the aggregator in order to plan its aggregated DR ca-
pacity for participating in the wholesale electricity market or in bilateral contracts with
SO or other agents. The results of this Chapter were derived in the publications (Vuel-
vas, Ruiz, and Gruosso, 2018a; Vuelvas, Ruiz, and Gruosso, 2018b).
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Continuing with agreements at the user-aggregator level, Chapter 4 proposes an aggre-
gator based on the model of the interaction between a fleet operator and electric vehicles
under dynamic pricing program. A bilevel optimization problem is formulated to de-
pict the game between the involved agents. At the upper-level, aggregator maximizes
its profit whereas the lower-level represents the behavior of rational EV-owners as a
fleet. The electric vehicle group is modeled as a virtual battery with forecasted energy
demand. Furthermore, the uncertainties are modeled in a scenario-probability frame-
work in the formulation. An advantage of this approach is that EV fleet optimization
problem is incorporated in the model avoiding solutions that arbitrarily choose demand
elasticities or consumer benefit functions. As results, this approach can be used as price
planner for fleet operators in indirect methods of charging management of electric vehi-
cles by sending price-incentive to shift EV demand to periods where the aggregator can
obtain better benefits than a fixed price contracts.
Finally, at the market level, Chapter 5 presents a model to analyze of competition be-
tween generators when incentive-based demand response is employed in an electricity
market. This part considers the same assumptions described in Chapters 2 and 3. Ther-
mal and hydropower generation are considered in the model. A smooth inverse de-
mand function is designed using a sigmoid and two linear functions for modeling the
aggregated preferences under incentive-based demand response program. Generators
compete to sell energy bilaterally to consumers and system operator provides trans-
mission and arbitrage services. A Nash–Cournot equilibrium is found when the system
operates normally and at peak demand times when DR is required. These findings have
been published in (Vuelvas and Ruiz, 2018).

The main results can be summarized as follows.

• A model is developed that quantifies rigorously the gaming behavior of con-
sumers that participate in current incentive-based DR programs (Chapter 2). As
results, whether the incentive is lower than the retail price, the user shifts his load
requirement to the baseline setting period. On the other hand, if the incentive is
greater than the regular energy price, the optimal decision is that the user spends
the maximum possible energy in the baseline setting period and reduces the con-
sumption at the PTR time. This consumer behavior produces more energy con-
sumption in total considering all periods. In addition, the user with high un-
certainty level in his energy pattern should spend less power than a predictable
consumer when the incentive is lower than the retail price.

• This part is aimed at the price-based contracts/agreements to incentive DR pro-
cess. Related to incentive-based DR contract (Chapter 3), the aggregator decides
randomly what users are called to perform the energy reduction in order to man-
age the truth-telling behavior of each agent through the probability of call. This
contract induces voluntary participation and asymptotic truthful properties based
on the probability criterion. In addition, this approach is susceptible to be imple-
mented since this contract uses information in terms of energy which can be ob-
tained by power monitors. In particular, if an aggregator keeps the probability
of call close to zero then consumers reveal their truth information about energy
preferences. In addition, regarding to price-based solution for EVs (Chapter 4),
an agreement designed from the aggregator viewpoint in order to derive optimal
prices that maximize its profit whereas driver-owners are minimizing costs as EV



1.2. Organization and thesis contributions 9

fleet. This relation between agents has hierarchical structure pertaining to the so-
called Stackelberg games. The formulation allowed linking the EV fleet decisions
and the aggregator objectives to determine the price signal and the optimal load
pattern. Subsequently, in the proposed case, the EV fleet operator, while maximiz-
ing its profits, sends EV owners a price-incentive to shift their electric charging
demand to periods where the aggregator can obtain better benefits than a fixed
price contract.

• Finally, this item is concerned with the analysis of DR at the market level (Chapter
5). An analysis of Cournot competition in an incentive-based DR program is in-
vestigated. A new demand curve is proposed for modeling consumer preferences
in order to include DR in the electricity market. The demand model was devised
as a composition of two linear functions and a sigmoid, which represents an en-
ergy threshold for analyzing the load reduction in this kind of DR programs. It
was found that the incentive-based DR is a cost-effective solution to reduce en-
ergy consumption during peak times. However, this program affects negatively
the generator surplus under competition environment.
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Chapter 2

Rational consumer decisions in a
peak time rebate program

In this Chapter, a rational behavior of a consumer is analyzed when an user is enrolled
in an incetive-based DR program subject to a baseline or a counter-factual model called
PTR. In this DR program, customers receive electricity bill rebates by not consuming
during peak periods. In the economic sense, rational behavior means that the users
maximize their profits given a contract of demand energy reduction. This rebate is cal-
culated using a baseline for each user which is estimated from past energy consumption.
In (Chao, 2011), the critical facts on the selection of customer baseline are highlighted,
claiming that counter-factual forecasts are vulnerable for gaming and could result in il-
lusory demand reduction. In real life, the PTR program has shown to be an inefficient
DR contract to improve the demand profile because it allows that some users deliber-
ately increase consumption during baseline-setting times (Wolak, 2006; Severin Boren-
stein, 2014; LLP, 2013). More details about this problem were presented in Subsection
1.1.1. Such consumer behavior of altering the baseline is formulated as a stochastic op-
timization problem to understand how the users take their decisions of consumption
when they are participating in PTR program. While the user intuitively makes deci-
sions according to the operation of the contract, in this Chapter, a mathematical model
of consumer choice is proposed in order to quantify the aforementioned inefficiency of
the PTR program. These results are reporters in papers (Vuelvas and Ruiz, 2015; Vuelvas
and Ruiz, 2017). The key points are described as follows:

• The optimal decision problem is posed in general form taking into account sev-
eral previous periods of setting-time in a PTR program. The purposed solution
is solved backward in time to find the optimal choice for consumers where con-
sumer uncertainty is modeled as a random variable. In addition, the choice of the
SO is modeled as a binary random variable, namely, for indicating whether the
user is called for participating in PTR mechanism.

• A closed form solution of a PTR program is derived for two periods. The previous
consumption is assumed as the baseline and the user is always called to participate
in the PTR program. The results show that the consumer alters the baseline when
the incentive exists in the DR program. Some numerical examples are presented.

This Chapter is organized as follows. Section 2.1 describes the preliminary setting.
In Section 2.2, the general problem formulation of the PTR program is developed. Sec-
tion 2.3, the mathematical solution for two periods given the optimization problem is
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explained. Section 2.4, the simulation results are shown. Final comments are drawn in
Section 2.5. Lastly, mathematical proofs are presented in Section 2.6.

2.1 Setting

This Section presents the notation and assumptions for developing the model. An in-
dividual consumer or aggregated demand (a group of users with the same or similar
preferences) is considered for this DR model. the decision maker’s preferences are spec-
ified by giving utility function G(qt; θt), where qt is the consumption at time t and θt is
a particular realization of random variable Θ. The randomness Θ are external factors
that influence the energy requirements of the consumer. The randomness in the util-
ity function is modeled as an additive load requirement, that is, G(qt; θt) = G(qt − θt).
Θ is assumed to have a probability density function fΘ(θt) with limited support

[
θ, θ
]

and mean zero. The motivation to choose such additive randomness is that an external
event, such an as a cold wave, will drive the user to increase his energy consumption
until he obtains the same comfort than without the event. Then, given a price, the effect
of the random event is to shift the equilibrium point to the left in this situation.

The consumer is assumed with risk-averse behavior. Individuals will usually choose
with lower risk, therefore, G(· ) is concave (Vega Redondo, 2003). This behavior reflects
the assumption that marginal utility diminishes as wealth increases. Also, G(· ) is con-
sidered smooth, positive and nondecreasing.

A competitive electricity market (consumers are price-takers) is assumed. Thus, the
energy price p is given and constant since the utility company set an invariable price to
the users during the certain period. Then, the following definitions are stated.

Definition 1. The energy total cost is π(qt) = pqt.

Definition 2. The payoff function is defined as Ut (qt, θt) = G(qt − θt)− π(qt), which indi-
cates the user benefit of consuming q energy during the interval t.

Definition 3. Given G(· ), θt and p, the rational behavior of the consumer that maximizes the
payoff function Ut (qt, θt) is

q∗t (θt) = q + θt (2.1)

this result is found by solving the optimization problem

q∗t = max
qt∈[0,qmax ]

Ut (qt, θt) = G (qt − θt)− π (qt)

where qmax is the maximum allowable consumption value, q is the optimal solution to the
previous condition when θt = 0.

2.1.1 Utility function and rebate description

Under assumption that G(· ) is a smooth and concave function, the utility function can
be approximated by a second order polynomial around q. Therefore, a quadratic func-
tion is considered, where the user utility is zero whether his consumption is zero and
saturates after achieving the maximum of the quadratic form, i.,e.,
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G (qt) =

{
−γ

2 (qt − q)2 + p (qt − q) + k 0 ≤ qt ≤ q + p
γ

− p2

2γ + p2

γ + k qt > q + p
γ

The saturated part is motivated due to the fact that the agent has a limited well-being
with respect to his energy consumption.

Definition 4. Under additive uncertainty and using the previous consideration (2.1), The util-
ity function can be rewritten as follow:

G (qt − θt) =

{
−γ

2 (qt − q∗t )
2 + p (qt − q∗t ) + k 0 ≤ qt ≤ q∗t +

p
γ

− p2

2γ + p2

γ + k qt > q∗t +
p
γ

(2.2)

where γ and k are constant. In particular, γ depicts consumer private preferences
and k is settled when G (qt − θt) = 0 if qt− θt = 0. A similar approach to model a utility
function is found in (Samadi et al., 2012). A further discussion about γ can be reviewed
in (Fahrioglu and Alvarado, 2001)

Note that γ is in dollar or any other currency divided by energy units squared, there-
fore, this parameter could be interpreted as the marginal utility that the consumer has
as decision-maker into the electricity market. The first order approximation of ∂G(qt−θt)

∂qt

when 0 ≤ qt ≤ q∗t +
p
γ around q∗t is

∂G(qt − θt)

qt
= p− γ (qt − q∗t )

where −γ is the second derivative of G(· ) when 0 ≤ qt ≤ q∗t +
p
γ .

2.1.2 Rebate definition

Basically, DR programs request customers to curtail demand in response to a price signal
or economic incentive. Typically the invitation to reduce demand is made for a specific
time period. There are three main concepts:

Definition 5. Baseline: The amount of energy the user would have consumed in the absence
of a request to reduce (counterfactual model) (Deng et al., 2015). This quantity can not be
measured, then it is estimated from the previous consumption of the agent, i.e., the baseline takes
into account qt−1, ..., qt−n. Where n defines the historical consumer behavior, i.e., n corresponds
to the periods taken into account within the baseline function.

Baseline = b(qt−1, ..., qt−n) (2.3)

Definition 6. Actual Use (qt): The amount of energy the customer actually consumes during
the event period.

Definition 7. Load Reduction (4t (b(· ), qt)): The difference between the baseline and the ac-
tual use.

b− qt = 4t (b(qt−1, ..., qt−n), qt)

In PTR programs, the rebate is only received if there is an energy reduction. Other-
wise, the user does not get any incentive or penalty (see Fig. 2.1). Mathematically,



14 Chapter 2. Rational consumer decisions in a peak time rebate program

Baseline = b(qt−1, ..., qt−n)
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FIGURE 2.1: Baseline and rebate definition

Definition 8. Let p2 the rebate price received by the user due to energy reduction in peak periods.
The PTR incentive π2 is

π2 (b (qt−1, ..., qt−n) , qt) =

{
p2 (4t (b(qt−1..., qt−n), qt)) = p2(b(qt−1, ..., qt−n)− qt) qt < b

0 qt ≥ b

The consumer payoff function when he is enrolled in a PTR program is

Ut (qt, θt, b(qt−1, ..., qt−n)) = G(qt − θt)− π(qt) + rπ2(b(qt−1, ..., qt−n), qt) (2.4)

where r is a particular realization of a binary random variable R representing whether
the consumer is called to participate in the program according to what the SO decides.

2.2 General problem formulation

The theories of Von-Neumann and Morgenstern are employed here to model decision-
making under uncertainty. That is, the agent is assumed to behave as if he maximizes
the expected value of the payoff function according to his actions and possible conse-
quences. The reader can found more information in (Von Neumann and Morgenstern,
1944; Vega Redondo, 2003; Osborne, 1995). Subsequently, the consumer problem is to
find the optimal decision when he is going to participate in a PTR program in order
to increase his personal well-being and economic profit. In addition, the optimization
formulae must include all the possible stochastic scenarios given the uncertainty of the
variable θ.

The general problem formulation from the demand side is:

max
qt,...,qt−n∈[0,qmax ]

E [Ut−n (qt−n, θt−n) + ... + Ut−1 (qt−1, θt−1) + Ut (qt, θt, b(qt−1, ..., qt−n))]

(2.5)
where E [·] is the expectation operator. The optimization problem takes n− 1 previ-

ous decisions to determine the best choice for all periods including the choice at the time
t. Notice that the rebate price is only received at the period t (present time), namely, the
payoff function at the time t is given by (2.4).
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It is important to claim that the baseline could be estimated using several techniques
according to the energy policies of each country or state. In (Mohajeryami, Doostan, and
Schwarz, 2016) some methods for baseline calculation are found. The proposed solution
for (2.5) is to formulate n-stages optimization problems solved backward in time. At
stage i, the realization of θi is known. The stochastic programming algorithm,

1. qo
t (qt−1, ..., qt−n; θt) = argmaxqt∈[0,qmax ] Ut (qt, θt, b(qt−1, ..., qt−n))

2. qo
t−1 (qt−2, ..., qt−n; θt−1) = argmaxqt−1∈[0,qmax ] Ut−1 (qt−1, θt−1)

+E [Ut (qo
t , θt, b(qt−1, ..., qt−n))]

...
n. qo

t−n(θt−n) = argmaxqt−n∈[0,qmax ] Ut−n (qt−n, θt−n) +

E
[
Ut−(n−1)

(
qo

t−n, θt−n
)
+ ... + Ut−1

(
qo

t−1, θt−1
)
+ Ut

(
qo

t , θt, b(qo
t−1, qo

t−2..., qt−n)
)]

It is vital to highlight that each period considered in this algorithm has similar fea-
tures of consumption, i.e., consumer preferences and energy costs are the same in each
period. For instance, the period between 7 and 8 pm for a week.

This Chapter focuses on the way to solve (2.5) for finding a closed form result for
the consumer decision. In the next subsection, The stochastic optimization problem is
solved for two periods. Furthermore, it is assumed that the user is always called to
participate in PTR program, henceforth r = 1 is considered.

2.3 Problem formulation for two periods

A single previous period t− 1 is assumed to estimate the baseline in eq. (2.3). Then, the
baseline is b(qt−1) = qt−1. In this regard, the problem formulation is:

max
qt,qt−1∈[0,qmax ]

E [Ut−1 (qt−1, θt−1) + Ut (qt, θt, b(qt−1))] (2.6)

First, the agent maximizes the energy consumption at the present time t, given that
the realization of θt and the value of qt−1 are known.

qo
t (qt−1; θt) = argmaxqt∈[0,qmax ]

Ut (qt, θt, b(qt−1))

Second, the decision-maker determines the best consumption for the baseline setting
period, knowing the rational choice qo

t for the future. The realization of θt−1 is given and
the user faces uncertainty in θt only, i.e.,

qo
t−1(θt−1) = argmaxqt−1∈[0,qmax ]

Ut−1 (qt−1, θt−1) + E [Ut (qo
t , θt, b(qt−1))]

2.3.1 First-stage stochastic programming

The following result presents the solution qo
t to the first-stage stochastic optimization at

the time t.

Theorem 1. The optimal consumption qo
t of a user participating in a PTR program (i.e. the

solution of the first-stage stochastic programming), given G(· ) in (2.2) and Ut(· ) in (2.4), is:
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qo
t (qt−1; θt) =





q∗t r = 1 and qt−1 − q + p2
2γ < θt ≤ θ strategy A

q∗t −
p2
γ r = 1 and p2

γ − q < θt ≤ qt−1 − q + p2
2γ strategy B

0 r = 1 and θ ≤ θt ≤ p2
γ − q strategy C

q∗t r = 0 strategy D

Note that when the SO or DR aggregator calls the user (r = 1), strategy A means that
the user decides rationally to spend q∗ of energy (That is, he does not reduce power con-
sumption), strategy B depicts whether the consumer chooses to diminish the demand
to q∗t − p2

γ and finally, strategy C is when the best decision is to consume zero energy.
According to Theorem 1, note that the best decision depends on the realization of θt.

Then, the user chooses a strategy at the time t given his actual demand. The proof is
shown in Subsection 2.6.1.

Collorary 1. The expected value of the load qo
t is:

E [qo
t (qt−1; θt)] =





q r = 1 and p2 ≤ 2γ (q− qt−1) strategy A
q− p2

γ r = 1 and 2γ (q− qt−1) < p2 ≤ qγ strategy B
0 r = 1 and qγ < p2 strategy C
q r = 0 strategy D

The expected value of consumer payoff E [Ut (qo
t , θt, b(qt−1))] is found assuming a

continuous uniform distribution function fΘ(θt). Since r = 1, from Theorem 1, the
consumer has three available strategies according to the realization of uncertainty θt. In
addition, the random variable is symmetric with respect to zero. Whether strategies A,
B and C are feasible according to the parameters θ, θ, p2, γ, q and the variable qt−1 then
these strategies is within the probability density function of θt which it is shown in Fig.
2.2.

Looking in detail the intervals of θt that define strategy C, these depend of constant
values, whereas the intervals for strategies A and B depend on the optimization variable
qt−1. Therefore, the probabilistic events change with qt−1. For instance, strategy A has
zero probability when qt−1 > θ + q− p2

2γ .

fΘ(θt)

θ θ
p2

γ − q qt−1 − q + p2

2γ

ABC

θt

FIGURE 2.2: User optimal strategies within θt probability density func-
tion.

Collorary 2. The expected value of the payoff in t, E [Ut (qo
t , θt, b(qt−1))], depends on the

probabilities of available strategies. Therefore, a construction by cases is employed to solve
E [Ut (qo

t , θt, b(qt−1))]. There are three main cases:
case 1: θ > p2

γ − q, strategy C does not exist. Then, E [Ut (qo
t , θt, b(qt−1))] depends on the

value of qt−1. Therefore,
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E
[
Ut (qo

t , θt, b(qt−1)) ; θ > p2
γ − q

]
=





EA =
´ θ

θ Ut (q∗t ) fΘ(θt)dθt qt−1 ∈
[
0, q + θ − p2

2γ

]

EAB =
´ θ

qt−1−q+ p2
2γ

Ut (q∗t ) fΘ(θt)dθt+

´ qt−1−q+ p2
2γ

θ Ut

(
q∗t − p2

fl

)
fΘ(θt)dθt

qt−1 ∈
[
q + θ − p2

2γ , q + θ − p2
2γ

]

EB =
´ θ

θ Ut

(
q∗t − p2

γ

)
fΘ(θt)dθt qt−1 ∈

[
q + θ − p2

2γ , qmax

]

case 2: θ ≤ p2
γ − q < θ, strategy C has positive probability. Therefore, E [Ut (qo

t , θt, b(qt−1))]
is given by:

E
[
Ut (qo

t , θt, b(qt−1)) ; θ ≤ p2
γ − q < θ

]
=




EA =
´ θ

θ Ut (q∗t ) fΘ(θt)dθt qt−1 ∈
[
0, q + θ − p2

2γ

]

EAC =
´ θ

qt−1−q+ p2
2γ

Ut (q∗t ) fΘ(θt)dθt+

´ qt−1−q+ p2
2γ

θ Ut (0) fΘ(θt)dθt

qt−1 ∈
[
q + θ − p2

2γ , p2
2γ

]

EABC =
´ θ

qt−1−q+ p2
2γ

Ut (q∗t ) fΘ(θt)dθt+

´ qt−1−q+ p2
2γ

p2
γ −q

Ut

(
q∗t − p2

fl

)
fΘ(θt)dθt+

´ p2
γ −q

θ Ut (0) fΘ(θt)dθt

qt−1 ∈
[

p2
2γ , q + θ − p2

2γ

]

EBC =
´ θ

p2
γ −q Ut

(
q∗t − p2

γ

)
fΘ(θt)dθt+

´ p2
γ −q

θ Ut (0) fΘ(θt)dθt

qt−1 ∈
[
q + θ − p2

2γ , qmax

]

case 3: p2
γ − q ≥ θ, a priori, strategy C has probability one. However, the main point is

qt−1− q+ p2
γ then it could be exist other strategies different from C. Thus, E [Ut (qo

t , θt, b(qt−1))]
is given by:

E
[
Ut (qo

t , θt, b(qt−1)) ; p2
γ − q ≥ θ

]
=





EA =
´ θ

θ Ut (q∗t ) fΘ(θt)dθt qt−1 ∈
[
0, q + θ − p2

2γ

]

EAC′ =
´ θ

qt−1−q+ p2
2γ

Ut (q∗t ) fΘ(θt)dθt+

´ qt−1−q+ p2
2γ

θ Ut (0) fΘ(θt)dθt

qt−1 ∈
[
q + θ − p2

2γ , q + θ − p2
2γ

]

EC ==
´ θ

θ Ut (0) fΘ(θt)dθt qt−1 ∈
[
q + θ − p2

2γ , qmax

]

Note that the expected value E [Ut (qo
t , `t, qt−1)] is a piecewise function that depends

on the value of qt−1.

2.3.2 Second-stage stochastic programming

For the second-stage, the rational choice for qo
t is known and the realization of θt−1 is

given. Then qo
t−1 is found by using the result of Theorem 1. The optimization problem

is:

qo
t−1(θt−1) = argmaxqt−1≥0 G (qt−1 − θt−1)− pqt−1 + E [G (qo

t − θt)− pqo
t + rπ2 (qt−1, qo

t )] (2.7)
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The mathematical solution of (2.7) is developed in the following three theorems for
each case mentioned in the corollary 2 and the proofs are found in Subsections 2.6.2,
2.6.3 and 2.6.4.

Theorem 2. Given θ > p2
γ − q (case 1) and q + p

γ > q + θ − p2
2γ , then the optimal solution

qo
t−1 for (2.7) is:

E [qo
t−1(θt−1)] =





q− p2
2γ + 2p2θ

2θγ−p2
0 ≤ p2 < 2

3 θγ

q + p2
γ

2
3 θγ ≤ p2 < p

qmax p ≤ p2 < γ (θ + q)

Theorem 3. Given θ ≤ p2
γ − q < θ (case 2) and q + p

γ > q + θ− p2
2γ , then the optimal solution

qo
t−1 for (2.7) is:

E [qo
t−1(θt−1)] =





q− p2
2γ + 2p2θ

2θγ−p2
γ (θ + q) ≤ p2 < 2

3 θγ

q + p2
γ

2
3 θγ ≤ p2 < p

qmax p < p2 ≤ γ
(
θ + q

)

Theorem 4. Given p2
γ − q ≥ θ (case 3) and q + p

γ > q + θ − p2
2γ , then the optimal solution

qo
t−1 for (2.7) is:

E [qo
t−1(θt−1)] =

{
q + p2

γ γ
(
θ + q

)
≤ p2 < p

qmax p2 > p

Theorems 2, 3 and 4 present the optimal consumption qt−1 given the solutions of
Theorem 1. For Theorem 2, the result is rightful for incentives less than γ (θ + q), which
means that strategy C does not exist. In addition, the saturation part of the consumer is
q + θ − p2

2γ < q + p
γ < qmax, namely, when E

[
Ut (qo

t , θt, b(qt−1)) ; θ > p2
γ − q

]
is strategy

B, specifically, qt−1 ∈
[
q + θ − p2

2γ , qmax

]
. Whether the user has low uncertainty, the

Theorem 2 is employed for estimating optimal decision at the time t − 1. Note that if
0 ≤ p2 < 2

3 θγ the solutions is decreasing with respect to p2, therefore, the situation when
the incentive is too small, it is risky to increase the energy consumption at the baseline
setting period. Nonetheless, this event is not common owing to the incentive is equal
or greater than retail price. Next, whether 2

3 θγ ≤ p2 < p then the optimal strategies
is to increase q + p2

γ . Finally, if the incentive is greater than p then the optimal choice
is to increase the energy consumption as much as possible. Moreover, The meaning
of Theorem 2 is the same than the Theorem 3. However, the consumer uncertainty is
larger and the incentive limit is given by γ (θ + q) < p2 < γ

(
θ + q

)
. Finally, Theorem 4

is valid for p2 ≥ γ
(
θ + q

)
and p > γθ − p2

2 . Note that there are only two solutions that
depend on incentive p2. The uncertainty is greater than the previous two Theorems. In
general, The saturation of consumer preferences causes that the user wastes energy.

2.4 Numerical examples

In this subsection, simulation results are presented to illustrate the optimal behavior of
a user when he is participating in a PTR program. The utility function for this example
is
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G (qt − θt) =

{
−γ

2 (qt − q∗t )
2 + p (qt − q∗t ) +

γ
2 q2 + pq 0 ≤ qt ≤ q + p

γ + θt

pq + p2

2γ + γq2

2 qt > q + p
γ + θt

The retail price is p = $0.26/kWh (based on peak summer rate in 10/1/16 by Pa-
cific Gas and Electric Company in San Francisco, California), deterministic baseline
q = 8kWh and the curvature γ = 0.05. Randomness θt for each period has been created
as a uniform random variable with zero mean and with symmetric support. A Monte
Carlo simulation is performed with 10000 realizations of θt for each value of qt−1.

Start

r = 1

θ > p2

γ − q qt−1 − q + p2

2γ < θ qt−1 − q + p2

2γ < θqt−1 = 0

Strategy A Strategies A and B

Strategy B

qt−1 ≤ qmaxqt−1 = qt−1 +∆q

p2

γ − q < θ qt−1 = 0 qt−1 − q + p2

2γ < θ qt−1 − q + p2

2γ < p2

γ − q qt−1 − q + p2

2γ < θ

Strategy A Strategies A, B and CStrategies A and C

Strategies B and C

qt−1 ≤ qmax
qt−1 = qt−1 +∆q

qt−1 = 0 qt−1 − q + p2

2γ < θ

Strategy A

qt−1 − q + p2

2γ < θ

Strategies A and C

Strategy C

qt−1 ≤ qmaxqt−1 = qt−1 +∆q End

End

End

Strategy D
No

Y es

No

No

No No

No

No No No

No

No No

No

Y es

Y es

Y es Y es

Y es

Y es

Y es Y es Y es

Y es Y es

Y es

FIGURE 2.3: Flowchart to calculate the expected value of Ut(· )

The flowchart in Fig. 2.3. shows the conditions to determine the case that the user
faces for choosing his decision according to the value of qt−1, in order to solve the ex-
pected value in (2.7). This flowchart is derived from Fig. 2.2 and corollary 2 by analyzing
when strategies have positive probability.

2.4.1 Incentives analysis

In this subsection, the effect of the incentive p2 on the load and user utility at time t
given the baseline qt−1 is studied by changing the reward p2. For this analysis, θt ∼
unif [−0.25q, 0.25q] and qmax = 20kWh are assumed. In Fig. 2.4 are shown three dif-
ferent situations that depend on the incentive value. The first column, the reward p2 is
presented for each situation. The second one, the plot of energy consumptions at the
time t versus the consumption at the time t − 1 are shown according to the incentive.
Third column, the expected value of profit function based on the decisions at time t− 1.
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p2 qt E [Ut−1 + Ut]
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FIGURE 2.4: Incentives analysis.

First, the event when the incentive is lower than retail price, i.e., p2 < p is evaluated.
For p2 = $0.15/kWh, the optimal solution is to increase energy consumption at the
period t − 1, close to qt−1 = q + θt−1 +

p2
γ = 11kWh and reduce energy consumption

at t to qo
t = q + θt − p2

γ = 5kWh. Next, when the incentive and the retail price are the
same p2 = p. The rational user consumes at the past time whatever value comprising in
qt−1 = [11kWh, 20kWh], then, taking into account the worst event, the user consumes
qt−1 = 20kWh, therefore, the optimal consumption at the time t, it is qo

t = q + θt − p2
γ =

2.79kWh. Finally, the situation when the incentive is greater than retail price, namely,
p2 > p is assessed. For p2 = $0.45/kWh, the optimal behavior is to consume as much
energy as possible, qt−1 = qmax, irrespective of parameters γ, q, θ and θ. If the maximum
value is qt−1 = 20kWh then, he would consume zero energy qt = 0kWh at the time t in
order to get the maximum profit. These behaviors are predicted by corollary 1 and
Theorem 2.
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p2 ($/kWh) Expected profit ($) qo
t−1 (kWh) qo

t (kWh) qo
t−1 + qo

t (kWh)
0 3.2 8 8 16

0.15 3.65 11 5 16
0.26 4.55 20 2.79 22.79
0.45 8.13 20 0 20

TABLE 2.1: Comparison of optimal user strategies under different incen-
tives.
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FIGURE 2.5: Optimal consumption and profit with 25% of uncertainty.

The previous results are summarized in table 2.1. Whether the user is not called
or the incentive is zero then the trivial solution is not to alter his behavior. On the
other hand, when the price incentive is higher than zero but lower than the retail price
(p2 = 0.15), the user is induced to raise his consumption to alter the baseline and get
the highest economic benefits by reducing the consumption at time t, getting a profit
of $3.65. Likewise, whether the agent gets an incentive equal or greater than the retail
price then he alters his consumption up to the maximum possible load to maximize the
profit to $4.55 or $8.13 according to the incentive, consuming much more energy than
in the previous situations.This alteration of the baseline causes economic inefficiency to
the SO or DR aggregator. A mechanism design should be designed in order to manage
properly the signal r to face this problem when the DR program is based on baseline
method.

Lastly, in Fig. 2.5 are shown the optimal consumption at the time t − 1 and t, the
net consumption (qt + qt−1) and the expected value of consumer profit versus the in-
centive payment p2. The optimal decision at the setting time is to increase the con-
sumption as the incentive is raising, namely, the user alters the baseline in order to
improve his profit. Note that whether p2 > $0.26/kWh the energy expenditure is sat-
urated to qmax = 20kWh. In addition, the rational choice at the period t is to diminish
the energy consumption to receive the benefits of participating in the PTR program. For
p2 > $0.4/kWh, the consumed energy goes to zero. Besides, whether p2 ∈ [0, 0.26)
$/kWh, the net consumption is less or equal to 16kWh, that is, the user shifts his energy
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consumption. On the other hand, for p2 > $0.26/kWh, the user spends more energy
that he needs, taking into account all periods. Finally, the expected value of consumer
profit is an increasing function, thus, the incentive payment improve the consumer ben-
efits. However, the PTR contract is favorable for the SO or DR aggregator as long as
p2 < p because the consumer is shifting his energy consumption. In other situations,
the incentive goes against with the objectives of a DR program.

2.4.2 Uncertainty variation

In this part, user behaviors for different uncertainty levels are analyzed. The realization
of uniform random variable θt is settled with four different supports in order to assess
the uncertainty. These supports are proposed as percentages of the deterministic base-
line q. For this survey are considered the following percentages: 10%, 30%, 50% and
90%. In fig 2.6 is compared the optimal decision qt for all the stated uncertainties. Note
that the optimal choice at time t does not depend on the uncertainty level owing to in
this period. Moreover, in fig 2.8 is shown the rational choices at the period t − 1. For
p2 ∈ [0, 0.26), the user with high uncertainty (e.g. with 50%) should spend less energy
than a predictable consumer (e.g. with 10%) since his consumption is unknown then he
reduces his consumption for facing this variation and pursuing the benefits of the PTR
program.Whether the incentive is greater than the retail price, hence, all decisions are
saturated. Furthermore, A similar behavior is found whether the net consumption is
analyzed (see Fig. 2.7). It is vital to restate that the consumption variation is perceived
when the incentive is lower than the retail price. Lastly, In Fig. 2.9 is presented the
expected value of consumer profit. The expected profits are the same for all percent-
ages because each situation has the same preferences. In brief, the uncertainty affects
low payments of incentive, therefore, the user does not have certainty related to his
consumption pattern under this conditions, then, his best strategy is to be cautious and
spend less energy than a predictable consumer.
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FIGURE 2.6: Optimal decision for qt with uncertainty of 10%, 30%, 50%
and 90% according to the incentive.
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FIGURE 2.7: Net consumption with uncertainty of 10%, 30%, 50% and
90% according to the incentive.
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FIGURE 2.8: Optimal decision for qt−1 with uncertainty of 10%, 30%, 50%
and 90% according to the incentive.
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FIGURE 2.10: Thermal graph of optimal decisions given the incentive and
uncertainty variation.

Finally, in fig 2.10 is shown a thermal graph of the net optimal consumption accord-
ing to the incentive price p2 and uncertainty variation θt as a plot summary. An impor-
tant threshold is when the incentive is equal to the retail price, i.e., p2 = $0.26/kWh.
Even more, the maximum consumption is detected when p2 is just slightly higher than
p2, rising around 22 kWh represented by a yellow color. In this situation, the optimal
consumption does not change with the uncertainty level. In addition, the rational con-
sumption decreases for incentives between $0.26/kWh to $0.4/kWh. For higher incen-
tives, the net consumption remains constant in 20kWh. On the other hand, when the in-
centive is lower than the retail price, the optimal consumption depends on uncertainty
variation. If a user is not sure of his demand then the optimal choice is to consume less
energy than a predictable consumer. In particular, this non-linear pattern is depicted by
variations in blue tones of Fig. 2.10. Furthermore, the maximum energy consumption
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is 16 kWh for p2 lower than p, therefore, a rational consumer shifts or reduces his load
requirement under this incentive conditions.

2.5 Findings

In this Chapter was analyzed the rational behavior of a consumer that participates in a
PTR program within an electricity market. The problem was addressed using a stochas-
tic programming algorithm. A closed-form solution was found for a two-periods frame-
work. The previous consumption was taken as the baseline and it was assumed that
the user is always called to participate in the PTR program. The formulation allowed
linking the consumer decisions among different consumption periods. Furthermore,
uncertainty in load requirements was considered and coupled through conditional ex-
pectation.

It was found that a rational user changes his consumption pattern in order to alter
the baseline construction and increase his well-being. Whether the incentive is lower
than the regular energy price, the user’s best strategy is to shift the energy consump-
tion from the DR event to the baseline settling period. Otherwise, whether the incentive
is greater than the retail price then the consumer maximizes his profits consuming as
much energy as possible during the baseline setting period, harming the system reli-
ability. In addition, the effect of uncertainty in the consumer energy requirement was
analyzed. It was found that the best decision for a consumer with high uncertainty is to
spend less energy than a predictable user.

PTR programs aim to induce users to reduce their energy consumption during a
peak event. However, the analysis of the proposed model showed that in most cases,
users shift or increase their demand in order to maximize their profits. Only those con-
sumers with high levels of uncertainty reduce their consumption when the incentive is
lower than the retail price. Therefore, it was found that a PTR program is not suitable if
the SO is seeking a net reduction of energy consumption on the demand side.

2.6 Mathematical proofs

2.6.1 Proof of the Theorem 1

Proof. The optimization problem is analyzed by intervals according to the established
setting. Then the global maximum is found.

Strategy A1: r = 1 (Called), qo
t ≥ qt−1 (Non-participant) and 0 5o

t≤ q∗t +
p
γ (G non-

saturated)

[qo
t ] = argmaxqt∈[0,q∗t +

p
γ ]
− γ

2
(qt − q∗t )

2 + p (qt − q∗t ) + k− pqt

The first-order optimality condition yields to

q0
t = q∗t = q + θt (2.8)

Strategy A2: r = 1 (Called), qo
t ≥ qt−1(Non-participant) and qo

t > q∗t +
p
γ (G satu-

rated).



26 Chapter 2. Rational consumer decisions in a peak time rebate program

[qo
t ] = argmaxqt∈[q∗t +

p
γ ,qmax] −

p2

2γ
+

p2

γ
+ k− pqt

This function is unbounded below. The corner solution is

qo
t = q∗t +

p
γ

(2.9)

Comparing the optimal solutions (2.8) and (2.9), the optimal strategy is (2.8) when
the user is called but does not participate in DR.

Strategy B1: r = 1 (Called), qo
t < qt−1 (Participant), and 0 ≤ qo

t ≤ q∗t +
p
γ (G non-

saturated).

[qo
t ] = argmaxqt∈[0,q∗t +

p
γ ]
− γ

2
(qt − q∗t )

2 + p (qt − q∗t ) + k− pqt + p2 (qt−1 − qt)

The first-order optimality condition yields to

q0
t = q∗t −

p2

γ
= q + θt −

p2

γ
(2.10)

Strategy B2: r = 1 (Called), qo
t < qt−1 (Participant) and qo

t > q∗t +
p
γ (Saturated).

[qo
t ] = argmaxqt∈[q∗t +

p
γ ,qmax] −

p2

2γ
+

p2

γ
+ k− pqt + p2 (qt−1 − qt)

This function is unbounded below. The corner solution is

qo
t = q∗t +

p
γ

(2.11)

Comparing the optimal solutions (2.10) and (2.11), the optimal strategy is (2.10)
when the user is called and participates in DR.

Strategy C: Importantly, the incentive p2 can be so high to drive (2.10) negative val-
ues. As there is no sense in a negative consumption, the problem is limited to [0, qmax],
then

qo
t = 0 if θt ≤

p2

γ
− q (2.12)

Strategy D1: r = 0 (Non-called) and 0 ≤ qo
t ≤ q∗t +

p
γ (Non-saturated)

[qo
t ] = argmaxqt∈[0,q∗t +

p
γ ]
− γ

2
(qt − q∗t )

2 + p (qt − q∗t ) + k− pqt

The first-order optimality condition yields to

q0
t = q∗t = q + θt (2.13)

Strategy D2: r = 0 (Non-called) and qo
t > q∗t +

p
γ (saturated)

[qo
t ] = argmaxqt∈[q∗t +

p
γ ,qmax] −

p2

2γ
+

p2

γ
+ k− pqt
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This function is unbounded below. The corner solution is

qo
t = q∗t +

p
γ

(2.14)

Comparing (2.13) and (2.14), the optimal strategy when the user is not called is (2.13).
Note that, when called (r = 1), the user decides to participate (Strategy B) when

qo
t < qt−1, i.e., θt < qt−1 − q + p2

γ . While the user does not participate (Strategy A) when
qo

t > qt−1, i.e., θt > qt−1 − q. Then, for any realization of the additive uncertainty θt
within the interval qt−1 − q < θt < qt−1 − q + p2

γ , there are two local maxima.
In order to find the global solution, the payoff in strategies A and B are compared.

The critical value of θt that provides the same payoff in both strategies is:

U
(

q + θt −
p2

γ
, θt, qt−1

)
= U (q + θt, θt, qt−1) (2.15)

Solving for θt,

θt = qt−1 − q +
p2

2γ
(2.16)

Eq. (2.16) gives the limit of the uncertain load when the user commutes from strategy A
to strategy B.

Organizing by intervals the results (2.13), (2.8), (2.10) and (2.12), the solution is given
by Theorem 1.

2.6.2 Proof of the Theorem 2

Proof. Let r = 1, i.e., the user is always called to participate in the PTR program. Under
the assumption (see the corollary 2 or the Fig. 2.3) that θ > p2

γ − q, namely, strategy C
does not exist in the density probability function fθ (θt) (See Fig. 2.2 with zero probabil-
ity for strategy C). Also, it is assumed that θ = −θ and θ > p2

γ − q and the parameters q
and p2 are positives.

Subsequently, the net payoff function for all periods is given by figure 2.11. Notice
that the intervals are given when the conditions qt−1− q+ p2

2γ is equal to θ and θ. Besides,
the saturation part according the utility function (equation (2.2)) is assumed between q+
θ − p2

2γ ≤ q + p
γ ≤ qmax. This assumption about the saturation part is motivated due to

θ is relatively small when the user has not too much uncertainty. Thus, an optimization
problem is formulated by intervals according to strategies that are feasible. Then, the
maximum global is found comparing all the local maxima.
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FIGURE 2.11: Net payoff function when strategy C does not exist.

The first local maximum is found when strategy A is feasible.
[
qo

t−1

]
= argmaxqt−1 G (qt−1 − θt−1)− pqt−1 + EA

s.t. 0 ≤ qt−1 ≤ q + θ − p2
2γ

The Karush Kuhn Tucker conditions for the above formulations are:

∂
∂qt−1

(G (qt−1 − θt−1)− pqt−1 + EA) + µ1 − µ2 = 0
0 ≤ qt−1⊥µ1 ≥ 0

qt−1 ≤ q + θ − p2
2γ ⊥ µ2 ≥ 0

Being the E [θt−1] = 0, it is found that:

E
[

qo
t−1(θt−1) | θ >

p2
γ
− q and qt−1 ∈

[
0, q + θ − p2

2γ

]]
=





0 −q > 0
q q ≥ 0 and p2 < 2γθ

q + θ − p2
2γ p2 ≥ 2γθ

Therefore the unique feasible solution for this situation is:

E
[

qo
t−1(θt−1) | θ >

p2

γ
− q and qt−1 ∈

[
0, q + θ − p2

2γ

]]
= q + θ − p2

2γ
p2 ≥ 0 (2.17)

In addition, The sufficient condition is guaranteed, i.e., −γ < 0
Next, local maxima when strategies A and B are feasible is found solving the follow-

ing optimization problem:
[
qo

t−1

]
= argmaxqt−1

G (qt−1 − θt−1)− pqt−1 + EAB

s.t. q + θ − p2
2γ ≤ qt−1 ≤ q + θ − p2

2γ

A similar analysis using KKT conditions yields the following result:

E
[

qo
t−1(θt−1) | θ >

p2

γ
− q and qt−1 ∈

[
q + θ − p2

2γ
, q + θ − p2

2γ

]]
=
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



q + θ − p2
2γ p2 < 2θγ

q− p2
2γ +

p2(θ−3θ)
2((θ−θ)γ−p2)

2θγ ≤ p2 < 2
3 θγ

q + θ − p2
2γ p2 ≥ 2

3 θγ

Then as well, p2 is positive, resulting

E
[
qo

t−1(θt−1) | θ > p2
γ − q and qt−1 ∈

[
q + θ − p2

2γ , q + θ − p2
2γ

]]
=




q− p2
2γ +

p2(θ−3θ)
2((θ−θ)γ−p2)

0 ≤ p2 < 2
3 θγ

q + θ − p2
2γ p2 ≥ 2

3 θγ

(2.18)

However, the sufficient condition is met when p2 < γ
(
θ − θ

)
. In other circum-

stances, the solution will be a corner. Given that γ
(
θ − θ

)
> 2

3 θγ then the solution is
the same.

Finally, the local maximum when strategy B is feasible.
[
qo

t−1

]
= argmaxqt−1

G (qt−1 − θt−1)− pqt−1 + EB

s.t. q + θ − p2
2γ ≤ qt−1 ≤ qmax

which has the following solution,

E
[

qo
t−1(θt−1) | θ >

p2

γ
− q and qt−1 ∈

[
q + θ − p2

2γ
, qmax

]]
=





q + θ − p2
2γ 0 ≤ p2 < 2

3 θγ

q + p2
γ

2
3 θγ ≤ p2 < p

qmax p2 ≥ p
(2.19)

Furthermore, The minimum condition is guaranteed, i.e., −γ < 0.
Lastly, comparing the net payoff at the local maxima given by (2.17), (2.18) and (2.19).

The global solution is:

E
[

qo
t−1(θt−1) | θ >

p2

γ
− q
]
=





q− p2
2γ + 2p2θ

2θγ−p2
0 ≤ p2 < 2

3 θγ

q + p2
γ

2
3 θγ ≤ p2 < p

qmax p ≤ p2 < γ (θ + q)

2.6.3 Proof of the Theorem 3

Proof. The mathematical expression p2
γ − q is located within the limits of the probability

density function (see Fig. 2.2). Furthermore, q + p
γ > q + p

γ , i.e., the saturated point is
when strategies B and C are feasible as it is shown in Fig. 2.12. Also, let θ ≤ p2

γ − q < θ.
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FIGURE 2.12: Net payoff function when strategy C is inside of probability
density function.

It is uncomplicated to show the following statements

max
qt−1

G (qt−1 − θt−1)− pqt−1 + EAB = max
qt−1

G (qt−1 − θt−1)− pqt−1 + EABC

max
qt−1

G (qt−1 − θt−1)− pqt−1 + EB = max
qt−1

G (qt−1 − θt−1)− pqt−1 + EBC

Therefore, the last two zones (
[
qmax, q + θ − p2

2γ

]
and

[
q + θ − p2

2γ , p2
2γ

]
) from Fig.2.11

and Fig. 2.12 have some similarities. Whether the reader follows the same steps of the
proof of the Theorem 2 then the solution for this Theorem is:

E
[

qo
t−1(θt−1) | θ <

p2

γ
− q < θ

]
=





q− p2
2γ + 2p2θ

2θγ−p2
γ (θ + q) ≤ p2 < 2

3 θγ

q + p2
γ

2
3 θγ ≤ p2 < p

qmax p < p2 ≤ γ
(
θ + q

)
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2.6.4 Proof of the Theorem 4
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FIGURE 2.13: Net payoff function when strategy C is greater than θ.

This Theorem is proved using the same procedure than Theorem (2) and (3). Fig. 2.13
depicts all the zones feasible for this case.
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Chapter 3

A contract for demand response
based on probability of call

A novel contract is proposed by addressing the gaming problem quantified in the Chap-
ter 2 and described in Subsection 1.1.1, through a new concept called the probability
of call to limit the baseline alteration of each participant consumer. Literature review
about mechanism designs and contracts in DR was presented in Subsection 1.1.2, show-
ing some concerns from an implementation viewpoint. The probability of call can be
understood as the chance of agent to be chosen by the aggregator to serve as DR re-
source during peak times. In this contract, a user submits his baseline and reduction
capacity. This approach does not require marginal utility information as in traditional
mechanisms, which could be a private parameter difficult to estimate by a consumer.
Accordingly, agents bid two quantities in terms of energy, then this contract is a more
intuitive procedure and can be suitable to be implemented in practice. Therefore, the
main goal of the aggregator is to select randomly which participant agents are called to
performed DR in order to manage the truth-telling behavior of each agent through the
probability of call. The results of this Chapter were derived in the publications (Vuel-
vas, Ruiz, and Gruosso, 2018a; Vuelvas, Ruiz, and Gruosso, 2018b). The key points are
summarized as follows:

• The optimal decision problem is presented by 2-stage contract. The result is ob-
tained backward in time to find the optimal choice that user faces at each time.
Theoretical analysis and numerical studies are provided to demonstrate the ben-
efits and properties. The outcome shows that the contract is individually ra-
tional (voluntary participation), incentive compatibility (truth-telling) on the re-
ported reduction capacity and asymptotically incentive compatibility on the re-
ported baseline.

• In this contract, the aggregator does no require to estimate/forecast the customer
baseline, then it only calls randomly participant consumers with a probability of
call close to zero in order to obtain truthful behavior by demand side. In addition,
There is no need for agents to inform their full types to achieve good performance
in properties of this mechanism.

• This approach includes the reduction capacity information which is valuable data
to the aggregator in order to plan its aggregated DR capacity for participating in
the wholesale electricity market or in bilateral contracts with SO or other agents.



34 Chapter 3. A contract for demand response based on probability of call

This Chapter is organized as follows. Section 3.1 describes the preliminary setting. In
Section 3.2, the problem statement is explained. In Section 3.3, the proposed contract
is formulated. In Section 3.4, consumer’s optimal choices are developed. In Section
3.5, numerical optimization results are shown. In Section 3.6, a discussion is presented.
Final remarks are drawn in Section 3.7. Lastly, mathematical proofs are described in
Section 3.8.

3.1 Setting

This Section presents definitions, assumptions and preliminary considerations. This
part holds similar setting from previous Chapter, then, this Section is added so that
each chapter can be read independently. Incentive-based DR program is managed by an
aggregator that requests customers to curtail demand in response to an economic incen-
tive. There are I participant consumers. The set of users is denoted by I = {1, 2, ..., I}.
Some concepts and conditions are defined as follows.
The decision maker’s preferences are specified by giving a utility function G(qi; bi), that
depicts the level of satisfaction obtained by a user as a function of qi, which is the energy
consumption and bi is the baseline, which is a quantity only known by each consumer
i ∈ I . The utility function satisfies the following properties as proposed in (Chen et al.,
2012):

Property 1. G(qi; bi) is assumed as a concave function with respect to qi. This implies that the
marginal benefit of users is a nonincreasing function, i.e., d2G(qi ;bi)

dq2
i
≤ 0.

Property 2. Utility function is nondecreasing. Therefore, the marginal benefit is nonnegative
dG(qi ;bi)

dqi
≥ 0.

Property 3. G(qi; bi) is zero when the consumption level is zero, G(0) = 0.

The energy price p is given. Then, the following definition are stated.

Definition 9. The energy total cost is πi(qi) = pqi.

Definition 10. The payoff function without DR is defined as Ui(qi; bi) = G(qi; bi)− πi(qi),
which indicates the user benefit of consuming qi for a certain time.

Definition 11. The rational behavior of a consumer that maximizes the payoff function Ui(qi; bi)
is given by, q∗i = bi. This result is found by solving q∗i = arg maxqi∈{0,qmax,i} Ui(qi; bi). Where
qmax,i is the maximum allowable consumption value by user i.

Assumption 1. Under previous properties, the utility function can be approximated by a second
order polynomial. User’s utility function is assumed as,

G(qi; bi) =

{ −γi
2 q2

i + [γibi + p]qi 0 ≤ qi ≤ bi +
p
γi

p2

2γi
+

γib2
i

2 + pbi qi > bi +
p
γi

where γi is the marginal utility of consumer i.
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Therefore, given Assumption 1 and Definition 11, the optimal payoff Ui(qi; bi) for an
agent i that does not participate in DR is equal to

γib2
i

2
(3.1)

Assumption 2. Each consumer i has a maximum limit of energy consumption qmax,i. A rea-
sonable hypothesis is that the maximum limit is greater than the saturation limit established in
Assumption 1, i.e., qmax,i > bi + p/γi

3.2 Problem statement

In a wholesale electricity market, according to the available energy sources, aggregated
demand information and market prices, SO could require a demand reduction during
peak times. Therefore, SO request a DR process through an aggregator. Fig. 3.1 shows
the participant agents involved in DR. Aggregator can participate in the market by bid-
ding aggregated reduction capacity to the system. After the market clearing, SO sends
a demand reduction requirement to aggregator. Then, by means of contracts with con-
sumers, aggregator activates DR programs.

DR aggregator

SO

User 1 User 2 User Ib b b

Generators

Contracts

FIGURE 3.1: Participant agents.

In an incentive-based DR approach, aggregator encourages to each participant di-
minishing the energy pattern according to an economic signal. Mathematically,

Definition 12. Let p2 be the rebate price received by the user due to energy reduction in peak
periods. The incentive is defined as πi,2(qi; b̂i) = p2(b̂i − qi)+. Where (·)+ = max(·, 0) and
the superscript ˆmeans declared information. Therefore, b̂i is the baseline announced by user.

Assumption 3. In order to encourage the energy cutback by demand side. The incentive price
is assumed greater or equal than energy price, that is, p2 ≥ p.

In order to obtain an efficient DR service, aggregator requires that each agent reports
his true private information (or estimated data on non-altered past consumption) and
selects his energy level according to his preferences, i.e.:

qo
i = arg max

qi∈{0,qmax,i}
Ui(qi; bi)− πi(qi) + rπi,2(qi; b̂i) (3.2)
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with b̂i = bi and ri a binary variable that indicates if user i is called to participate in DR.
In other words, truth-telling behavior is desired when incentive-based DR is required
during peak times of electrical demand. Under assumption that consumers behave as
truthful agents, consumer’s optimal choice is given by the following proposition.

Proposition 1. The optimal consumption qo
i of a user that participates in an incentive-based

DR, given truthful report (b̂i = bi) is:

qo
i =

{
bi ri = 0
(bi − p2

γi
)+ ri = 1

Case ri = 0 follows from Definition 11. Case ri = 1 is derived from optimality con-
ditions of problem (3.2) at each interval of G(qi; bi), and selecting the global maximizer.

Notice that Prop. 1 is the consumer’s ideal behavior. However, in practical fashion,
a user can alter his reported baseline b̂i, in particular, he could bid b̂i = qmax,i to increase
his well-being, without offering a better service to the aggregator and without receiving
any penalty. Furthermore, in DR programs like PTR where the baseline is estimated by
the aggregator, the optimal strategy of consumers is to inflate the baseline by overcon-
suming energy during the baseline settling periods, see e.g. (Severin Borenstein, 2014).
Moreover, for the case when p2 > p, from Chapter 2, it is shown that overconsumption
grows up to qmax,i. Therefore, a contract between the aggregator and each consumer
is proposed to induce asymptotic incentive compatible (truthfulness) and individually
rational (voluntary participation) properties.

3.3 Contract based on probability of call

In this section, the proposed contract is described according to a new payment scheme
based on probability of call. Fig. 3.2 shows the timeline to hold the contract between the
aggregator and an agent. The agreement process is described below.

• First, SO informs to aggregator what net demand reduction is required at a certain
peak time or the aggregator could be participating as an energy provider (virtual
power plant) within an electricity market. Then aggregator announces energy cost
p and incentive price p2 (Also, this quantity works as penalty for deviation).

• According to given prices, at the time t− 1, participant consumers (that signed the
contract) report their baseline b̂i and their intended energy consumption q̂i if they
are called.

• Next, aggregator determines the subset of agents that are called to participate in
DR subject to SO requirement and probability of call for each participant, i.e., ag-
gregator decides the binary variable ri.

• Later, at the time t, each user receives his value of ri and chooses his actual con-
sumption level qi during the event. This consumption is observed by the aggrega-
tor.

• Finally, the incentive payment is made by the aggregator for called users and
penalties are charged for deviations.
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SO

Aggregator Consumers

announces p and p2

report q̂i and b̂i
defines ri

decide qiobserves demand

makes the payment

t− 1

t

1.

2.

3.

4.

5.

4.

FIGURE 3.2: Timeline of the contract.

The proposed payment scheme of the contract is presented as follows:

Definition 13. Let πri
i,3(b̂i, q̂i, qi) be the aggregator payment scheme under incentive-based DR:

πri
i,3(b̂i, q̂i, qi) =

{
p max(b̂i, qi) ri = 0
pqi − p2(b̂i − qi)+ + p2 |qi − q̂i| ri = 1

Note that if a consumer is not called to participate in DR, then he must pay the max-
imum between his reported baseline and actual energy consumption. This payment is
inspired by the concept of "buy the baseline" (Chao, 2011). Otherwise, if he is required
to reduce his energy requirement, then he receives an incentive of p2(b̂i − qi) if he ac-
tually reduced consumption and he must pay the energy cost and a penalty with the
same price of the incentive if his actual consumption differs from q̂i. Given the payment
scheme established in Definition 13, thus the contract is settled as a 2-stage procedure
from demand side:
Stage 1) Given the prices p and p2, each consumer reports b̂i and q̂i to aggregator.
Stage 2) Aggregator determines which users are called to participate in DR by means
of the variable ri. Each agent decides his actual energy consumption qi according to the
aggregator decision ri.
Fig. 3.3 shows the contract sequence where a user faces two decisions at different times.
First, the information declaration stage, and next, the DR event. Finally, an important
and logical rule of this contract is stated in the following hypothesis.

Assumption 4. The reported baseline must be greater or equal than reported energy consump-
tion under DR, i.e, b̂i ≥ q̂i.

In the next Section, consumer’s optimal decision under this proposed contract is
determined by mathematical proofs. These results are vital for designing the aggregator
role.

3.4 Consumer’s optimal choices

For the previous DR contract, a consumer faces the problem of deciding what to com-
municate to aggregator and how much energy qi to consume. Given p and p2, a rational
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3. Aggregator defines ri

1. Aggregator announces p and p2

2. Consumers report q̂i and b̂i

4. Consumers decide qi and the aggregator observes demand

(price and incentive)

(information declaration)

(random selection)

(demand response event)

FIGURE 3.3: Scheme of the contract.

user finds b̂i, q̂i and qi such that his profits Ji will be maximized:

[b̂i
∗
, q̂i
∗, q∗i ] = arg max

b̂i ,q̂i ,qi∈{0,qmax,i}
Ji = E(G(qi; bi)− πri

i,3(b̂i, q̂i, qi)) (3.3)

The superscript ∗ means optimal decisions.
Problem (3.3) is a two-stage stochastic programming formulation. The proposed solu-
tion is found by solving backward in time (Rajagopal et al., 2013).
At the time t (see Fig. 3.2), user maximizes profit, by his actual energy consumption qi
for each outcome of ri, that is, finds the optimal solution q∗i,ri=0 and q∗i,ri=1, given b̂i and
q̂i.

[q∗i,ri=0, q∗i,ri=1] = arg max
qi,ri∈{0,qmax,i}

G(qi,ri ; bi)− πri
i,3(b̂i, q̂i, qi) (3.4)

At the time t− 1, consumer determines the best information b̂i
∗

and q̂i
∗ to report, know-

ing the optimal choices q∗i,ri=0 and q∗i,ri=1 that he can take at consumption time t and
facing the uncertainty in ri.

[b̂i
∗
, q̂i
∗] = arg max

b̂i ,q̂i∈{0,qmax,i}
E(G(q∗i,ri

; bi)− π
ri
i,3(b̂i, q̂i, q∗i,ri

)) =

arg max
b̂i ,q̂i∈{0,qmax,i}

pri [G(q∗i,ri=1; bi)− π
ri=1
i,3 (b̂i, q̂i, q∗i,ri=1)] + [1− pri ][G(q∗i,ri=0; bi)− π

ri=0
i,3 (b̂i, q̂i, q∗i,ri=0)]

(3.5)

where pri = pri(ri = 1) is the probability of call.
The optimal decision problem is described in detail as follows.

3.4.1 Second-stage of consumer’s decision

The problem (3.4) is solved for each case of the binary variable ri. The solutions are
presented in Theorems 5 and 6. The proofs are shown in 3.8.1 and 3.8.2, respectively.
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Theorem 5. The optimal consumption q∗i,ri
for the signal ri = 0 of a participant consumer in

the proposed contract, given the problem (3.4), is:

q∗i,ri=0 =





bi 0 ≤ b̂i ≤ bi strategyA
b̂i bi < b̂i ≤ bi + p/γi strategyB
bi + p/γi bi + p/γi < b̂i ≤ qmax,i strategy C

According to Theorem 5, there are three strategies that depend on the reported base-
line. For instance, if a consumer informs a baseline above his preferences and below his
saturation limits (i.e. strategyB), then, his best choice is to consume what he reported
in the previous stage.

Theorem 6. The optimal consumption q∗i,ri
for the signal ri = 1 of a participant consumer in

the proposed contract, given the problem (3.4), is:

q∗i,ri=1 =





bi bi ≤ b̂i ≤ qmax,i, bi ≤ q̂i ≤ b̂i ≤ qmax,i strategyU
q̂i bi − p2

γi
≤ b̂i ≤ qmax,i, bi − 2p2

γi
≤ q̂i ≤ b̂i ≤ bi strategy V

q̂i α ≤ b̂i ≤ bi − p2
γi

, bi − 2p2
γi
≤ q̂i ≤ bi − p2

γi
strategyW

(bi − p2
γi
)+ bi − 2p2

γi
≤ b̂i ≤ α, bi − 2p2

γi
≤ q̂i ≤ b̂i ≤ bi − p2

γi
strategyX

(bi − p2
γi
)+ 0 ≤ b̂i ≤ bi − 3p2

2γi
, 0 ≤ q̂i ≤ b̂i ≤ bi − 2p2

γi
strategyY

(bi − 2p2
γi

)+ bi − 3p2
2γi
≤ b̂i ≤ qmax,i, 0 ≤ q̂i ≤ bi − 2p2

γi
strategyZ

with α =
γib2

i
2p2
− γibi q̂i

p2
− bi +

γi q̂i
2

2p2
+ 2q̂i +

p2
2γi

.

Similarly, Theorem 6 presents the consumer’s optimal decisions conforming to b̂i
and q̂i. In this case, notice that the strategies that enable an energy reduction are strategiesX ,
Y and Z . Next, these results are substituted in (3.5) in order to find profit-maximizing
behavior.

3.4.2 First-stage of consumer’s decision

The solution of problem (3.5) is given in Theorem 7. The proof is described in 3.8.3.

Theorem 7. Given q∗i,ri
from Theorems 5 and 6, then the optimal reports b̂i

∗
and q̂i

∗ for (3.5)
are:

b̂i
∗
=





pri p2

γi(1−pri )
+ bi 0 ≤ pri ≤ p

p2+p

qmax,i
p

p2+p ≤ pri ≤ 1

q̂i
∗ =

(
bi −

p2

γi

)

+

Theorem 7 presents the optimal reported decisions for rational consumers in this
contract. With respect to the reported baseline b̂i

∗
, if the probability of call pri is less than

threshold p/(p2 + p), then an agent informs his true baseline bi added to p2/γi which
is multiplied by the expression pri /(1− pri). For instance, if pri is close to zero then the
best choice is to announce bi. Therefore, the term pri /(1− pri) limits the misreporting.
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Note that the probability of call is limiting gaming opportunities on the baseline under
this agreement. Otherwise, when a user knows that his probability of call exceeds the
threshold thus the best strategy is to report his maximum allowed energy qmax,i. In
addition, a consumer decides to inform the energy reduction q̂i, in this affair, the truth
information is obtained independently of the probability of call according to Theorem
7.

Collorary 3. The optimal expected profit J∗ is:

J∗i =





b2
i γi
2 +

pri p2
2

2γi(1−pri )
0 ≤ pri ≤ p

p2+p
p2

2γi
+ bi p− pqmax,i +

b2
i γi
2 −

p2 pri
2γi

+
p2

2 pri
2γi

−bi pri − bi p2 pri + pqmax,i pri + p2qmax,i pri
p

p2+p ≤ pri ≤ 1

Corollary 3 is found by substituting solution of Theorem 7 in Eq. (3.3). It is easy to
prove that the optimal expected profit J∗ is an increasing function w.r.t. pri . Relevant
cases are presented when the probability of call is lower than the threshold p/(p2 + p).
Notice that when pri goes to zero, the optimal expected profit under DR is b2

i γi/2, which
is the same value for a user that does not participate in DR as indicated by (3.1).

Collorary 4. The optimal consumption q∗i,ri
, by replacing the best reports given in Theorem 7,

is:

q∗i,ri
=





pri p2

γi(1−pri )
+ bi ri = 0, 0 ≤ pri ≤ p

p2+p

bi + p/γi ri = 0, p
p2+p ≤ pri ≤ 1

(bi − p2
γi
)+ ri = 1, 0 ≤ pri ≤ 1

Lastly, the optimal decision q∗i,ri
is determined by using Theorem 7 in the second-

stage defined in Eq. 3.4. On the one hand, if an agent is not called to participate in DR
and the probability of call is below the threshold, then he decides to consume the energy
he reported in order to earn his best profit. However, if pri is above of the threshold
p/(p2 + p) when ri = 0, so a rational consumer uses energy to saturation point which is
bi + p/γi. On the other hand, if a user is called to participate ri = 1, then his best choice
is to consume what he reported in the previous stage.

3.4.3 Contract properties

Finally, contract properties are direct consequences of previous results. These features
are listed below.

Collorary 5. Individually rational (voluntary participation): a user that participates in this
approach obtains a profit at least as good as he does not signing the DR contract.

An important requirement to encourage affiliation to the contract or mechanism is
the property stated in Collorary 5. This results follows by comparing Corollary 3 and
expression (3.1). This property means that the participation profit should be equal or
greater than not signing the contract. For rational users, other income can be incorpo-
rated into their economic activities by participating in proposed settlement.
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Collorary 6. Incentive compatibility on the reported energy consumption under DR: a con-
sumer informs the truthful consumption under DR according to his preferences.

Collorary 7. Asymptotic incentive compatibility on the reported baseline: as the probability of
call tends to zero, the consumer’s optimal strategy is to declare b̂i = bi.

Corollaries 6 and 7 establish the truthful properties in this contract. Incentive com-
patibility refers to the revelation of private information when consumers inform their
energy preferences to aggregator. These features are understood by reviewing Theorem
7 and Corollary 4. Therefore, a rational user bids q̂i

∗ = q∗i,ri=1 guarantying to maximize

his profit. Additionally, if pri −→ 0 then the best choice is to announce b̂i
∗
= q∗i,ri=1, i.e.,

asymptotic truthfulness.

3.5 Illustrative example

In this section, simulation results are presented to illustrate the optimal behavior of a
user when he is participating in the proposed contract. The retail price is p = $0.26/kWh
(based on peak summer rate in 10/1/16 by Pacific Gas and Electric Company in San
Francisco, California), true baseline is bi = 8 kWh, the incentive/penalty price is p2 =
$0.3/kWh, the marginal utility is γi = $0.05 /kWh2 and the maximum allowable con-
sumption is qmax,i = 16 kWh. Randomness ri has been created to simulate consumer’s
optimal choice according to the probability of call. A Monte Carlo simulation is per-
formed with 1000 realizations of ri for different values of probability in order to check
the results.
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FIGURE 3.4: Optimal consumer’s choice.

The problem (3.3) is solved through extensive simulations for different values of
probability pri to find rational decisions. The consumer’s optimal choices are depicted
in Fig. 3.4. As regards the reported baseline, the truthfulness is being lost as the proba-
bility of call increases which is described by Theorem 7. For this example, the threshold
p/(p + p2) in the probability of call is 0.46. Above the threshold, the worst condition of
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gaming are found because a user announces his maximum allowed energy consumption
and in order to achieve the highest income, as well, he really consumes the maximum
energy that generates a benefit when he is not called to participate. Additionally, note
that the agent actually declares what he is willing to reduce according to his prefer-
ences q̂i

∗ = q∗i,ri=1 irrespective of the probability of call because he suffers a penalty for
deviations of his self-reported consumption when he is called to DR program.
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FIGURE 3.5: Percentage of gaming limitation on the reported baseline.

Furthermore, Fig. 3.5 depicts the reported baseline normalized by the true one in
order to establish the percentage of limitation on gaming opportunities. For instance,
an aggregator calls a group of agents with a probability of call equals to pri = 0.1 then
rational consumers have incentives to overreport the baseline through the increase of
11% due to the expression p2 pri /(γi(1− pri)) given by Theorem 7 which is added to his
true baseline. Accordingly, an aggregator does not know the values of γi for all agents
i, however, it can limit their gaming behavior by means of the probability of call.

The intuition behind these findings is that, on the one hand, whether the participant
user is not called then he must pay the maximum between his reported baseline and ac-
tual consumption, thus, misreporting will cause a loss of his profit. On the other hand,
if the consumer is called, hence he should reduce his energy consumption according to
what he committed at previous Stage so that the penalty does not apply. Moreover, con-
sumer’s optimal decisions are coherent with Prop. 1 given a probability of call close to
zero. Therefore, asymptotic incentive compatibility is induced by means of this contract.

Fig. 3.6 shows the optimal expected profit of a consumer according to the probabil-
ity of call. This curve is increasing with pri and two parts are distinguished as is stated
in Corollary 3. The first one, a smooth growth is exhibited for pri ∈ [0, 0.46] then a
significant rise in benefits is presented for pri > 0.46 as the second part. The point of
change between the two parts is presented in the threshold probability of call, which
is coherent with Fig. 3.4. Furthermore, the payoff when an agent does not participate
in DR is given by expression (3.1) that for this case is $1.6. In Fig. 3.6, the lowest op-
timal expected profit occurs in pri = 0 with a payoff of $1.6, hence, the user’s benefit
when he participates in this contract is at least as good as when he does not join in the
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FIGURE 3.6: Optimal expected profit of a consumer.

incentive-based DR program. Lastly, voluntary participation, also known as individual
rationality, is motivated in the proposed contract.
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FIGURE 3.7: consumer’s optimal choice and optimal profit by varying
private preference γi given the probability of call pri = 0.1.

Finally, variations in the preference γi are analyzed in this contract. In Fig. 3.7, the
marginal utility γi is changed given fixed probability of call and prices, in order to study
the effects on the fluctuation of this consumer’s private preference. For pri = 0.1, the
optimal reported baseline b̂i

∗
is equal to the actual energy consumption q∗i,ri=0 if he is not

called for DR and also, as γi increases, the reported baseline tends to the true baseline bi.
In addition, reported and actual energy consumption are the same q̂i

∗ = q∗i,1, which is
consistent to Theorem 7 and Corollary 4. In summary, as electrical energy preference γi
rises for a probability of call beneath of threshold value, overbidding in the baseline and
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reduction capacity diminish; also, the reported information and the actual consumption
values hold the same behavior.
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FIGURE 3.8: Optimal profit by varying private preference γi given the
probability of call pri = 0.1.

Lastly, Fig. 3.8 presents the optimal profit by changing γi. The curve trend is an
increasing function with respect to γi due to preliminary assumptions of the consumer
behavior. Note that the property of voluntary participation is guaranteed irrespective
of the consumer’s preferences since a rational user (profit-maximizing) obtains greater
economic profit by joining in DR rather than not participating.

3.6 Discussion

The probability of call means the chance of a consumer to be selected by the aggregator
to serve as DR resource at a given period. This work is developed from the demand
side, resulting in that every consumer submits the baseline according to the probability
of call which is managed by the aggregator. If a user is called, then he performs DR but
if he is not called then he faces a penalty if there is an over-reporting. Therefore, under
this contract, a user faces the uncertainty of the call, thus, the aggregator should call
randomly agents according to the probability of call to limit baseline alteration from the
demand side.

Traditional incentive-based DR programs rely on counter-factual models to estimate
baseline in order to make the payments to participant users. This approach is vulnerable
for gaming since consumers increase their energy consumption during baseline setting
period harming the system reliability. The proposed contract induces an asymptotic
incentive compatible property on the self-reported baseline by participant agents since
the marginal utility is not available to settle the contract. In spite of this agreement
feature, a regular consumer is not taking decisions with stochastic optimization tools,
therefore, whether the aggregator keeps the probability of call close enough to zero then
the truth-telling behavior is obtained under this novel approach.
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This contract can be compared with the PTR program. In PTR, a residential con-
sumer receives a rebate according to a forecasted baseline during peak period times.
Participant users are notified in advance that DR process is required. Therefore, a con-
sumer is certain that he is going to participate in the program. Then he can alter the
baseline setting in order to improve his economic benefits. There are some celebrated
cases, e.g., in (Severin Borenstein, 2014), and the previous Chapter quantifies the gam-
ing behavior of a consumer under PTR. In the proposed contract, a user faces the uncer-
tainty of being called or not in order to control the baseline alteration. The disadvantage
is that the truthfulness depends on the probability of call.

In practical fashion, an industrial, commercial or residential consumer is not think-
ing in terms of marginal utility when he is dealing with DR. In most solutions found
in the literature, the agreement or mechanism requires that agents reveal all their types
including the private value γi in order to settle the problem. It is most intuitively that a
user with smart metering devices can know or estimate how much energy he consumes
during a certain hour of the day, thus he could announce information to the aggregator
in terms of kWh. For instance, if an industrial consumer is willing to turn off some ma-
chines during DR event then he can determine his possible reduction of energy through
knowledge of the equipment power. Therefore, a user with the suitable technology
that analyzes the behavior of each appliance can take his decisions and participate in
incentive-based DR programs by knowing his preferences of energy consumption. One
of the advantages of the proposed contract is actually that the required information of
participants is in energy units. Although this new approach includes the analysis of
marginal utility, the contract can be implemented without this knowledge.

For the implementation, energy monitor is required for every consumer to follow
the consumption in real time. This information should be available for consumers and
aggregator. An application software can be implemented as a tool in order to exchange
information between agents. Participant users should know their energy consumption
behavior, e.g., if a consumer is aware of the energy pattern of certain equipment in
kWh and he usually uses it during the time of peak event, then, he can bid the baseline
(regular consumption without DR) and he can decide to turn off that appliance during
DR process. Therefore, that user can inform the amount of kWh that he is willing to
reduce according to his load. That information could be submitted to the software and
later, aggregator informs if that consumer was selected to perform DR (Probability of
call).

According to Corollary 6, incentive compatibility on the reported energy consump-
tion under DR is guaranteed due to the form of the penalty function which is given by
a expression with absolute value, i.e., p2 |qi − q̂i|. At first sight, it might seem that this
penalty is very strict. Although, it is possible to relax this condition through tolerance
or hysteresis band in order to incorporate some flexibility in the contract and that agents
do not feel so rigid when consuming energy at Stage 2 if they are called to participate in
DR. The final goal is to design a contract that could be implementable and elicit truthful
properties for improving part of the power management in a smart grid.

3.7 Remarks

In this Chapter was proposed a demand response contract that induces voluntary par-
ticipation and asymptotic truthful properties based on the probability of call for users.
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In addition, this approach is susceptible to be implemented since this contract uses in-
formation in terms of energy which can be obtained by power monitors. The problem
was addressed using a two-stage stochastic programming algorithm. The formulation
allowed linking the consumer’s decisions between the different stages in order to de-
termine the consumer’s optimal behavior. It was found that if an aggregator keeps the
probability of call close to zero then consumers reveal their truth information about en-
ergy preferences. Hence, the main goal of the aggregator is to call randomly a subset of
users that meets the probability criterion and satisfies the energy reduction requirement
demand by system operator.

A contract for incentive-based demand response based on probability of call enables
to limit the gaming opportunities by making that a consumer buys his self-reported
baseline or pays his actual consumption if this one is greater than his bid when he is not
called to participate in demand response. The user’s uncertainty under this agreement
motivates him to inform the truth of his preferences. In addition, the model provides
to the aggregator the limit allowed probability to maintain a bounded deviation in user
behavior. Therefore, the limitation of gaming occurs beneath of threshold and its per-
centage is controlled by the probability of call.

3.8 Mathematical proofs

3.8.1 Proof of the Theorem 5

Proof. The optimization problem is analyzed by cases due to the non-linearities in the
functions. Then several solutions are found according to the reported information given
by a user at Stage 1. Finally, results are compared and then the global solution is de-
termined. Considering the signal ri = 0, next, the optimization problem is posed as
follows:

q∗i,ri=0 = arg max
qi,ri=0∈{0,qmax,i}

Hri=0 = G(qi,ri ; bi)− p max(b̂i, qi)

Four cases are identified as results of payment function which is the maximum between
reported baseline and actual energy consumption, and the two parts of utility functions
G(.) (see Def. 1). Cases are denoted by lowercase letters. A optimization problem is
formulated for each case according to its conditions.

The case a) is assumed when reported baseline is greater than the actual consump-
tion, and the utility function is non-saturated, i.e.,

a) ri = 0, b̂i ≥ qi, 0 ≤ qi ≤ bi +
p
γi

, 0 ≤ b̂i ≤ qmax,i

q∗i,ri=0 = arg max
qi,ri=0

Hri=0 = −γi

2
q2

i + [γibi + p]qi − pb̂i

s.t. − b̂i + qi ≤ 0
qi − bi − p/γi ≤ 0
− qi ≤ 0
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The first-order optimality condition yields to

q∗i,ri=0 =

{
b̂i 0 ≤ b̂i ≤ bi + p/γi

bi + p/γi bi + p/γi ≤ b̂i ≤ qmax,i

Next, the optimal payoff for this case is given by

H∗ri=0 =




− b̂i

2
γi

2 + bi b̂iγi 0 ≤ b̂i ≤ bi + p/γi
p2

2γi
+

γib2
i

2 + p(bi − b̂i) bi + p/γi ≤ b̂i ≤ qmax,i

(3.6)

Then the same condition but the utility function is saturated.
b) ri = 0, b̂i ≥ qi, qi > bi +

p
γi

, qi ≤ qmax,i, 0 ≤ b̂i ≤ qmax,i

q∗i,ri=0 = arg max
qi,ri=0

Hri=0 =
p2

2γi
+

γib2
i

2
+ pbi − pb̂i

s.t. − b̂i + qi ≤ 0
− qi + bi + p/γi ≤ 0
qi − qmax,i ≤ 0

The first-order optimality condition yields to

q∗i,ri=0 ∈ [bi + p/γi, qmax,i], bi + p/γi ≤ b̂i ≤ qmax,i

Later, the optimal payoff for this case results to

H∗ri=0 =
p2

2γi
+

γib2
i

2
+ p(bi − b̂i), bi + p/γi ≤ b̂i ≤ qmax,i (3.7)

The case c) is assumed when reported baseline is lower than the actual consumption,
and the utility function is non-saturated part, i.e.,

c) ri = 0, b̂i ≤ qi, 0 ≤ qi ≤ bi +
p
γi

, 0 ≤ b̂i ≤ qmax,i

q∗i,ri=0 = arg max
qi,ri=0

Hri=0 = −γi

2
q2

i + [γibi + p]qi − pqi

s.t. b̂i − qi ≤ 0
qi − bi − p/γi ≤ 0
− qi ≤ 0

The first-order optimality condition yields to

q∗i,ri=0 =

{
bi 0 ≤ b̂i ≤ bi

b̂i bi ≤ b̂i ≤ bi + p/γi
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Next, the optimal payoff for this case is given by

H∗ri=0 =





γib2
i

2 0 ≤ b̂i ≤ bi

− b̂i
2
γi

2 + bi b̂iγi bi ≤ b̂i ≤ bi + p/γi

(3.8)

Finally, the last case is when reported baseline is lower than the actual consumption
and the utility function is saturated.

d) ri = 0, b̂i ≤ qi, qi > bi +
p
γi

, qi ≤ qmax,i, 0 ≤ b̂i ≤ qmax,i

q∗i,ri=0 = arg max
qi,ri=0

Hri=0 =
p2

2γi
+

γib2
i

2
+ pbi − pqi

s.t. b̂i − qi ≤ 0
− qi + bi + p/γi ≤ 0
qi − qmax,i ≤ 0

The first-order optimality condition yields to

q∗i,ri=0 = bi + p/γi, 0 ≤ b̂i ≤ bi + p/γi

And the optimal payoff results to

H∗ri=0 = − p2

2γi
+

γib2
i

2
, 0 ≤ b̂i ≤ bi + p/γi (3.9)

− b̂i
2
γi

2 + bib̂iγia)

− b̂i
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2 + bib̂iγic)c)

p2

2γi
+

γib
2
i

2 + p(bi − b̂i)a)

γib
2
i

2

p2

2γi
+

γib
2
i
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+
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FIGURE 3.9: Comparison of optimal profits at Stage 2 when ri = 0.

Fig. 3.9 shows the comparison of optimal payoff (3.6), (3.7), (3.8) and (3.9). The final
solution is found by selecting the maximum profit according to the reported baseline.
Red expressions in Fig. 3.9 corresponds to maximum values.

Finally, the optimal decision at the Stage 1 is drawn in Fig. 3.10. The result is given
by Theorem 5.
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FIGURE 3.10: Optimal solution at Stage 1 for ri = 0.

3.8.2 Proof of the Theorem 6

Proof. The procedure to solve the Stage 2 when ri = 1 is similar to Theorem 5. Although,
the results are given by the reported baseline and the reduced energy consumption un-
der DR. The optimization problem is written as follows:

q∗i,ri=1 = arg max
qi,ri=1∈{0,qmax,i}

Hri=1 = G(qi,ri ; bi)− [pqi − p2(b̂i − qi)+ + p3 |qi − q̂i|]

Since the problem is nonlinear then eight cases are identified but six of them are feasible
due to Assumption 4. Two parts of utility function G(.), two combinations for incentive
expression, and two regions in the penalty of deviation are taken into account in this
analysis. All cases and their solutions are listed below.

e) ri = 1, qi 6= q̂i, 0 ≤ qi ≤ bi + p/γi, qi ≥ b̂i, qi − q̂i > 0, 0 ≤ b̂i ≤ qmax,i,
0 ≤ q̂i ≤ qmax,i

q∗i,ri=1 =

{
(bi − p2

γi
)+ 0 ≤ b̂i ≤ bi − p2

γi
, 0 ≤ q̂i ≤ bi − p2

γi
e) 1

b̂i bi − p2
γi
≤ b̂i ≤ bi +

p
γi

, 0 ≤ q̂i ≤ b̂i e) 2

H∗ri=1 =





b2
i γi
2 − bi p2 +

p2
2

2γi
+ q̂i p2 0 ≤ b̂i ≤ bi − p2

γi
, 0 ≤ q̂i ≤ bi − p2

γi
e) 1

p2q̂i − b̂i p2 − b̂i
2
γi

2 + bi b̂iγi bi − p2
γi
≤ b̂i ≤ bi +

p
γi

, 0 ≤ q̂i ≤ b̂i e) 2
(3.10)

f) ri = 1, qi 6= q̂i, 0 ≤ qi ≤ bi + p/γi, qi ≤ b̂i, qi − q̂i > 0, 0 ≤ b̂i ≤ qmax,i, 0 ≤ q̂i ≤
qmax,i

q∗i,ri=1 =





(bi − 2p2
γi
)+ bi − 2p2

γi
≤ b̂i ≤ qmax,i, 0 ≤ q̂i ≤ bi − 2p2

γi
f ) 1

b̂i 0 ≤ b̂i ≤ bi − 2p2
γi

, 0 ≤ q̂i ≤ b̂i ≤ bi − 2p2
γi

f ) 2

q̂i 0 ≤ q̂i ≤ b̂i ≤ qmax,i, bi − 2p2
γi
≤ q̂i ≤ bi +

p
γi

f ) 3
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H∗ri=1 =





2p2
2

γi
− 2bi p2 + b̂i p2 + p2q̂i +

b2
i γi
2 bi − 2p2

γi
≤ b̂i ≤ qmax,i, 0 ≤ q̂i ≤ bi − 2p2

γi
f ) 1

p2q̂i − b̂i p2 − b̂i
2
γi

2 + bi b̂iγi 0 ≤ b̂i ≤ bi − 2p2
γi

, 0 ≤ q̂i ≤ b̂i ≤ bi − 2p2
γi

f ) 2

b̂i p2 − p2q̂i − q̂i
2γi
2 + bi q̂iγi 0 ≤ q̂i ≤ b̂i ≤ qmax,i, bi − 2p2

γi
≤ q̂i ≤ bi +

p
γi

f ) 3

(3.11)

g) ri = 1, qi 6= q̂i, qi ≥ bi + p/γi, qi ≥ b̂i, qi ≤ qmax,i, qi − q̂i > 0, 0 ≤ b̂i ≤ qmax,i,
0 ≤ q̂i ≤ qmax,i

q∗i,ri=1 = bi + p/γi 0 ≤ b̂i ≤ bi + p/γi, 0 ≤ q̂i ≤ bi + p/γi

H∗ri=1 =
γib2

i
2
− p2bi −

p2

2γi
− p2 p

γi
+ p2q̂i (3.12)

h) ri = 1, qi 6= q̂i, qi ≥ bi + p/γi, qi ≤ b̂i, qi ≤ qmax,i, qi − q̂i > 0, 0 ≤ b̂i ≤ qmax,i,
0 ≤ q̂i ≤ qmax,i

q∗i,ri=1 = bi + p/γi bi + p/γi ≤ b̂i ≤ qmax,i, 0 ≤ q̂i ≤ bi + p/γi

H∗ri=1 =
γib2

i
2
− 2p2bi −

p2

2γi
− 2p2 p

γi
+ b̂i p2 + p2q̂i (3.13)

i) ri = 1, qi 6= q̂i, 0 ≤ qi ≤ bi + p/γi, qi ≥ b̂i, qi − q̂i < 0, 0 ≤ b̂i ≤ qmax,i, 0 ≤ q̂i ≤
qmax,i. Case i) is infeasible by Assumption 4.

j) ri = 1, qi 6= q̂i, 0 ≤ qi ≤ bi + p/γi, qi ≤ b̂i, qi − q̂i < 0, 0 ≤ b̂i ≤ qmax,i, 0 ≤ q̂i ≤
qmax,i

q∗i,ri=1 =

{
bi bi ≤ b̂i ≤ qmax,i, bi ≤ q̂i ≤ qmax,i j) 1
q̂i q̂i ≤ b̂i ≤ qmax,i, 0 ≤ q̂i ≤ bi j) 2

H∗ri=1 =

{
b̂i p2 − p2q̂i +

b2
i γi
2 bi ≤ b̂i ≤ qmax,i, bi ≤ q̂i ≤ qmax,i j) 1

b̂i p2 − p2q̂i − q̂i
2γi
2 + bi q̂iγi q̂i ≤ b̂i ≤ qmax,i, 0 ≤ q̂i ≤ bi j) 2

(3.14)

k) ri = 1, qi 6= q̂i, qi ≥ bi + p/γi, qi ≥ b̂i, qi ≤ qmax,i, qi − q̂i < 0, 0 ≤ b̂i ≤ qmax,i,
0 ≤ q̂i ≤ qmax,i. As well, case k) is infeasible.

Finally, case l) is solved.
l) ri = 1, qi 6= q̂i, qi ≥ bi + p/γi, qi ≤ b̂i, qi ≤ qmax,i, qi − q̂i < 0, 0 ≤ b̂i ≤ qmax,i,

0 ≤ q̂i ≤ qmax,i.

q∗i,ri=1 = bi + p/γi bi + p/γi ≤ b̂i ≤ qmax,i, bi + p/γi ≤ q̂i ≤ qmax,i

H∗ri=1 =
γib2

i
2
− p2

2γi
+ b̂i p2 − p2q̂i (3.15)

Next, there are two local maxima when solution e) 1 and f) 1 are found in the same
feasible region. In order to find the global solution, the payoff in cases e) 1 and f) 1 are
compared. The critical value of b̂i that provides the same payoff in both cases is:
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FIGURE 3.11: Comparison of optimal profits at Stage 2 when ri = 1.

b2
i γi
2 − bi p2 +

p2
2

2γi
+ q̂i p2 =

2p2
2

γi
− 2bi p2 + b̂i p2 + p2q̂i +

b2
i γi
2 ,

Then solving for b̂i,
b̂i = bi − 3p2

2γi
Similarly, the same situation occurs for e) 1 and f) 3. The critical value is renamed

as α because depends on reported baseline b̂i and the announce of reduced energy con-
sumption q̂i. This value is found in Theorem 6.

Fig. 3.11 presents the comparison of optimal payoff (3.10), (3.11), (3.12), (3.13), (3.14)
and (3.15). The final solution is found by choosing the maximum profit according to b̂i
and q̂i. Red expression in Fig. 3.11 corresponds to maximum values. The result is given
by Theorem 6.

3.8.3 Proof of the Theorem 7

Proof. The results from Theorems 5 and 6 are substituted in Eq. (3.5) in order to solve the
optimization problem. Fig. 3.12 presents the intersection of strategies at Stage 2. Every
crossing between results when ri = 0 and ri = 1 in (3.5) is solved. Next, the outcomes
are compared according to the reported baseline and reduced energy consumption in
order to determine the global maximum. The final result is given by Theorem 7.
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Chapter 4

A dynamic pricing model for electric
vehicle fleet operators

Electric vehicles have become an essential part of the current grid. Nevertheless, at
the distribution level, the additional demand generated by the growing number of EV
may have adverse impacts on the grid due to undesirable conditions during the charg-
ing process (Gruosso, 2017a; Gruosso, 2017b). This issue raises new challenges for the
power system operation in terms of smart charging management so it becomes neces-
sary the appearance of a new market agent known as demand aggregators or EV fleet
operators. In Chapter 3 was presented a contract between an aggregator and a con-
sumer to face gaming behavior under incentive-based DR programs. In this Chapter
is proposed an EV aggregator contract based on a model of the interaction between a
fleet operator and electric vehicles under a dynamic pricing program or a price-based
contract. A literature review about EV charging solutions was described in Subsection
1.1.3 showing that more research in price model is required. The proposed model al-
lows the determination of the price signal delivering maximum aggregator profit, and
the optimal load pattern from EVs under the proposed solution. An assumption, similar
to (Zugno et al., 2013), is considered in which the two parties are agreed on certain char-
acteristics of a variable electricity price, i.e. minimum, maximum and average value
during the day. An MPEC optimization problem is formulated to model the interac-
tion between the involved agents. At the upper-level, aggregator maximizes its profit
whereas the lower-level represents the behavior of rational EV drivers as a fleet. In ad-
dition, uncertainties are included by considering a scenario-probability framework in
the model. MPEC formulation is transformed into a MILP Algorithm that can be solved
in a commercial optimization software. This model can be used as price planner for
indirect methods of charging management for EVs. The key points are summarized as
follows:

• A game theoretic approach is proposed to model the interaction between an ag-
gregator and flexible EV owners to design retail tariffs by facing uncertainties in
demand and spot prices.

• The consumer behavior is depicted through an optimization problem rather than
using demand elasticities or utility functions for EV applications.

• By using an aggregated virtual battery formulation as a state-space model, the
dynamics of consumer behavior is captured in the lower-level of the proposed
bilevel game.
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This Chapter is structured as follows. Section 4.1 describes the problem. Section 4.2
introduces the mathematical formulation. In Section 4.3, Numerical results are shown.
Remarks are drawn in Section 4.4.

4.1 Problem description

In this setting, the economic optimization problem of an EV fleet operator is considered,
which is an intermediate agent between wholesale electricity markets and EV owners.
An aggregator is responsible of providing charging services to EV fleet and to man-
age its customers for other purposes, e.g., ancillary services and balancing operations.
Unidirectional charging approach is considered, in which price signals are used as the
control strategy as shown in Fig. 4.1. Energy is purchased at the electricity market
(e.g. at the day-ahead stage) and then it is sold to EV owners, who face an optimization
problem aimed at minimizing the cost of their energy consumption.

EV fleet

Aggregator Price signal

Optimal prices are designed

Charging decisions are made here

Wholesale

market
electricity

SO

FIGURE 4.1: Information flow between aggregator and EV fleet based on
price strategy.

From the perspective of the decision-making process, the aggregator has to deter-
mine the price signals so that the users then decide their consumption pattern accord-
ing to price values. This sequential interaction is captured by a dynamic game, known
as a Stackelberg structure (Vega Redondo, 2003), which is formulated as a bilevel opti-
mization problem. This model is depicted through an MPEC algorithm. An advantage
of this formulation is that EV fleet behavior is incorporated in the model as an opti-
mization problem presenting alternatives to solutions that require to choose demand
elasticities (Yu, Yang, and Rahardja, 2012) or consumer benefit functions (Yoon et al.,
2016). Furthermore, given that the aggregator goal is to act as a price planner, note that
at the time when the problem is solved, EV fleet operator does not know either the val-
ues of the spot prices nor the energy requirements of the EV owners. Therefore, two
random variables are identified in this problem.

The proposed agreement is depicted in Fig. 4.2, which is a decision sequence dia-
gram of an EV fleet operator under this setting. Previously, the aggregator and EV fleet
are agreed on certain parameters of a variable electricity price: minimum γ, maximum
γ and average value γ̂ during the day. The contract process is described below.

• First, aggregator designs retail prices according to EV behavior by maximizing its
expected profit considering uncertainties on demand and spot prices.
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Users decide their
EV charging demand

Driving patterns and
market prices are known

FIGURE 4.2: Decision-making process and bilevel model.

• Second, the EV fleet decides its consumption curve by defining the charging pro-
file given the prices, assuming rational EV owners that minimize their costs.

Aggregator has to obtain earnings for the provided service, i.e. the average electric-
ity price γ̂ charged to EV owners should be greater or equal than the stochastic price
λt,w, which is the spot price at the period time t in the scenario w. Thus, EV fleet op-
erator has to manage the risk of energy trading by purchasing this commodity on the
wholesale electricity market and selling it to users at a regulated price γ̂. An example
of this issue is described in (Borenstein, 2002).

In addition, the proposed solution needs a forecast of EV fleet response to the prices
sent by an aggregator. For instance, Fig. 4.3 presents a sample of historical data related
to the daily use in term of energy consumption for cars that are part of a fleet of identical
EVs, such as those available from a car-sharing service in Italy, which can be utilized to
determine and estimate driving patterns and define statistical models of energy require-
ment in urban areas. In particular, Fig. 4.3 shows a box plot for 10 EVs from January to
April 2018. Note that the EV demand is greater during the night or early morning since
the availability of public transport is reduced. Therefore, historical demand patterns
can be used to forecast the driving behavior, then this fact provides information on the
flexibility of EV demand.

4.2 Model formulation

In this section, an optimization problem for an EV aggregator is presented. A group of
EVs is studied as a virtual battery within an EV fleet. This virtual battery represents
the aggregated flexibility of EV owners and the charging curve can be modeled under
this approach. Aggregator has information about the fleet, which can be estimated, for
example, through the measurements of charging points, assuming that technology is
available in the system. In addition, the fleet operator participates in the market as a
utility/retailer in a price-taker approach.
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FIGURE 4.3: Energy demand for 10 EV from car-sharing service in Italy
from January and April 2018.

This model proposes a solution to the aggregator planning problem by assuming ratio-
nal behavior of EV owners grouped as a fleet. The problem is solved for a planning
horizon of one day. In this work, time is discretized into 23 hour periods. Nevertheless,
the duration of these time steps may be adjusted to attain a detailed modeling of the
charging process. The proposed formulation is explained in four subsections: EV fleet
model, the bilevel problem, transforming MPEC to MILP formulation, and finally, the
resulting model.

4.2.1 Electric vehicle fleet model

Aggregator has to anticipate the EV behavior in order to design properly the retail price
γt. In this sense, Aggregator assumes a model of EV fleet with uncertainty in its energy
consumption. Particularly, EV aggregation is considered as a virtual battery with the
inclusion of the forecasted energy demand (Baringo and Sánchez Amaro, 2017; Soares
et al., 2016). The EV fleet model is formulated as follows:

ES
t,w = ES

t−1,w − ET
t,w + ηδPt : αt,w ∀t (4.1a)

ES
t,w ≤ ES

t : µa
t,w ∀t (4.1b)

ES
t ≤ ES

t,w : µb
t,w ∀t (4.1c)

Pt,w ≤ Pt : µc
t,w ∀t (4.1d)

Pt,w, ES
t,w ≥ 0 ∀t (4.1e)

Constraint (4.1a) is the energy balance for the virtual battery representing the EV
fleet behavior, where ES

t,w is the stored energy, η is the charging efficiency, and Pt is the
charging power requested by EV fleet. ET

t,w is a random variable that models the energy
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demand of drivers, at each interval t, for using the EV fleet. w is a subindex that repre-
sents the uncertainties using a scenario approach. It accounts for the aggregated battery
discharge produced by the use of the EVs during the interval of length δ. Constraints
(4.1b), (4.1c) and (4.1d) are upper and lower stored energy bound (ES

t and ES
t ), and up-

per charging power limit Pt, respectively. Lastly, restriction (4.1e) are the declarations
of non-negative variables. Notice that αt,w, µa

t,w, µb
t,w, µc

t,w are the corresponding dual
variables of constraints (4.1).
It is important to remain that the power and energy limits can be obtained by forecast-
ing the driving patterns of EV users, added to the physical characteristics of the EV
fleet and the charging stations. Then, this information can be acquired using historical
data to predict the future driving requirements (see Fig. 4.3). This estimation process of
parameters and stochastic variables is out of the scope of this work, and note that this
input data is vital to obtain a suitable result in real applications of the proposed model.
For instance, scenarios for the prices can be obtained using the method proposed in
(Contreras et al., 2003).
Note that users decide their charging profile Pt,w already knowing the retail price γt and
its demand requirement (see decision sequence Fig. 4.2), i.e., consumers face the follow-
ing problem:

Pt,w = arg min ∑
t

γtPt

subject to constraints (4.1)
(4.2)

Therefore, EV owners solve a deterministic optimization problem that is associated
with their energy use and constraints. However, when designing the prices, Aggregator
faces uncertainty in the demand. This situation is captured through a bilevel optimiza-
tion problem which is explained in the following subsection.

4.2.2 Dynamic pricing model: a price-based solution

According to the contract, aggregator sends regulated prices to consumers in advance
which are comprised between γ and γ, and with a daily average of γ̂. Furthermore,
the fleet operator has to inform its bidding strategy in advance to the SO. With that
information of all market participants, SO clears the market and then communicates
to aggregator the market results. Given that the EV fleet operator has to design retail
prices in advance, it faces uncertainty in spot prices and EV driving pattern.
A bilevel problem is posed to model the interaction between aggregator and EV fleet
(see Fig. 4.2). In the upper-level, a profit-maximizing aggregator is considered to de-
termine the prices γt. Lower-level is formulated as a constraint of the main problem,
where EV fleet minimizes the charging costs. The stochastic optimization problem is



58 Chapter 4. A dynamic pricing model for electric vehicle fleet operators

proposed below.

maximize
ΦU

Ew

[
∑

t
(γt − λt,w)Pt,w

]

subject to γ ≤ γt ≤ γ ∀t
1
nt ∑

t
γt = γ̂

Pt,w = arg min
ΦL

∑
t

γtPt ∀w

subject to constraints (4.1)

(4.3)

where ΦU = {γt} and ΦL =
{

ES
t,w, Pt

}
. Constraints of the upper-level ensure that

the demand price is enclosed between γ and γ, and also they enforce by contract that
the dynamic price has a fixed daily average. Furthermore, λt,w is the stochastic price
given by utility to the aggregator and nt is total number of periods. Note that the Prob-
lem (4.3) has two random variables which are λt,w and ET

t,w.

4.2.3 Transforming into an MILP problem

The lower optimization problem, i.e. consumer decision, is changed by its Karush–Kuhn-
Tucker (KKT) optimality conditions (Gabriel et al., 2013; Zugno et al., 2013). KKT formu-
lation applies here since the lower-level problems are convex in the continuous variables
ES

t,w and Pt,w, and since the upper-level variable, γt, can be considered as a parameter
by the lower-level aggregation. In addition to the primal feasibility restrictions (4.1), the
KKT necessary optimality conditions of lower-level problem hold the following:

γt − ηδαt,w + µc
t,w = 0 ∀t, w (4.4a)

αt,w − αt+1,w + µa
t,w − µb

t,w = 0 ∀t < nt, w (4.4b)

αt,w + µa
t,w − µb

t,w = 0 ∀t = nt, w (4.4c)

µa
t,w, µb

t,w, µc
t,w ≥ 0 ∀t, w (4.4d)

(ES
t,w − ES

t )µ
a
t,w = 0 ∀t, w (4.4e)

(ES
t − ES

t,w)µ
b
t,w = 0 ∀t, w (4.4f)

(Pt,w − Pt)µ
c
t,w = 0 ∀t, w (4.4g)

Products of Lagrange multipliers and constrained continuous functions in the com-
plementary slackness conditions, i.e, expressions (4.4e)-(4.4g), are equivalently replaced
by linear equations through Fortuny-Amat transformation (Fortuny-Amat and McCarl,
1981), similar to (Zugno et al., 2013). Then, (4.4e)-(4.4g) can be substituted by following
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constraints.

−(ES
t,w − ES

t ) ≤ M(1− za
t,w) ∀t, w

µa
t,w ≤ Mza

t,w ∀t, w

−(ES
t − ES

t,w) ≤ M(1− zb
t,w) ∀t, w

µb
t,w ≤ Mzb

t,w ∀t, w

−(Pt,w − Pt) ≤ M(1− zc
t,w) ∀t, w

µc
t,w ≤ Mzc

t,w ∀t, w

za
t,w, zb

t,w, za
t,w ∈ {0, 1}

(4.5)

where M is a sufficiently large constant. This formulation introduces additional
complexities by using binary variables za

t,w, zb
t,w y zc

t,w, nevertheless, now all the restric-
tions are linear.

4.2.4 Relaxing bilinear term

The term γtPt,w is nonlinear then the strong duality theorem on the lower-level is em-
ployed in order to transform it into a linear expression. Therefore, the bilinear term can
be stated as

∑
t

γtPt,w = ∑
t
[αt,wEt

t,w − µa
t,wES

t + µb
t,wES

t − µc
t,wPt]

−α1,wE0
w

(4.6)

where E0
w is the initial condition of stored energy in the EV fleet. Expression (4.6)

can be replaced in the objective function of problem (4.3).

4.2.5 Full MILP model

The equivalent single-level MILP formulation of the nonlinear MPEC problem is the
following:

maximize
ΦDP

∑
w

π(w)[∑
t
(αt,wEt

t,w − µa
t,wES

t + µb
t,wES

t

− µc
t,wPt − λt,wPt,w)]−∑

w
π(w)α1,wE0

w

subject to γ ≤ γt ≤ γ ∀t
1
nt ∑

t
γt = γ̂

constraints (4.1), (4.4a)− (4.4d), and (4.5).

(4.7)

being ΦDP = {ES
t,w, Pt,w, γt, αt,w, µa

t,w, µb
t,w, µc

t,w, za
t,w, zb

t,w, zc
t,w, Xt,w}. In addition, ex-

pected value in (4.3) is changed by the summation of π(w), which means the probabil-
ity of occurrence of each demand scenario w. A scenario tree can be used to capture the
uncertainties in the model.
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4.3 Numerical results

In this section, simulation results are presented to illustrate the proposed model to con-
trol an EV fleet demand by means of the price signal. Forecasted energy demand is
taken from historical data of cars from a car-sharing service, which was collected dur-
ing the Italian project Teinvein, corresponding to a fleet of small electric cars. The data
are an average behavior extracted from several observations and represent aggregated
information of 1000 vehicles. The simulation is performed for a planning horizon of 23
h divided into hourly time steps. Main characteristics of EV aggregation are provide in
Table 4.1.

Number of EVs 1000
Capacity of each EV 12 kWh
Maximum charging power of each EV 3 kW
Charging efficiency 90%
Initial condition of EV fleet 4000 kWh

TABLE 4.1: Data of EV.

For car-sharing activities, it is expected that the most frequent trips are relatively
short ones and the main activity is during the night, or weekend, when the availability
of public transport is reduced. During workdays, the number of trips is shortened due
to the fact that most of people are at work. In practice, hourly energy consumption is
below 1 kWh for each vehicle. Fig 4.4 presents the forecasted energy demand for EV
fleet in a day with the previous characteristics, which corresponds to the information of
the last semester of 2017 from car-sharing service. Two scenarios with the same prob-
ability of occurrence are considered to evaluate the proposed model. A case with low
energy consumption is referred as scenario 1 and another with high demand is denoted
by scenario 2, both cases are illustrated in Fig. 4.4.
For this simulation, power bounds of the virtual battery are set in fixed values to ease
the analysis according to EV fleet conditions. Energy bounds were taken of aggregated
state-of-charge from car-sharing service. However, those limits should be the results
of studying the EV fleet behavior as a previous step of using the proposed model.
The single-level mixed-integer linear programming problem (4.7) that results from the
bilevel program (4.3) is solved using FICO Xpress-Optimizer v29.01.10 under Julia 0.6.2
on a Windows-based personal computer. Additionally, in order to evaluate the pro-
posed model, another case with fixed price for all hours is considered, i.e, using the
formulation (4.7) by replacing dynamic price constraints by a fixed price γ̂, which is the
average price agreed between the parties.
In this setting, fleet operator purchases the energy at certain prices in advance to the
utility. For this example, the spot prices are considered as deterministic parameters
and, based on duck curve and the work (Zugno et al., 2013). This price signal λt,w is
indicated in Fig. 4.5 as utility, which varies from e0.1/kWh to e0.39/kWh. For this
simulation, aggregator sells energy to consumers 20% more expensive than that was
purchased, i.e., ((1/nt)∑t λt,w)1.2 = γ̂. Furthermore, the maximum and minimum
prices for driver-owners are established as γ = γ̂ + γ̂(0.3) and γ = γ̂ − γ̂(0.3). For
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the above, aggregator problem is how to define retail prices to driver-owners given the
uncertainties on driving patterns of this EV aggregation in order to maximize its profit.
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FIGURE 4.4: Forecasted energy demand.
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FIGURE 4.5: All energy prices.

Fig 4.5 presents the results of the proposed model in terms of prices for each case.
The average price charged to consumers is e0.28/kWh considering a fixed pricing pro-
gram. In the case of Dynamic pricing method, the price is most expensive in the first
hours, between 1-12 hours, with a value of e0.35/kWh and for the rest of hours the best
solution is to set a price of e0.19/kWh at intervals 13-23 hours.
Fig. 4.6 and 4.7 depict the charging power profile of EV fleet for each scenario given
the prices obtained in the upper-level of problem (4.3). For scenario 1 and scenario 2,
the best charging curve under dynamic case is, in general, different between both pric-
ing programs. An assumption of proposed formulation is that EV fleet at lower-level



62 Chapter 4. A dynamic pricing model for electric vehicle fleet operators

minimizes the operation cost, which means driver-owners are rational. Therefore, the
charging profile depends on the prices given by aggregator and the demand require-
ment of EV trips.
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FIGURE 4.6: Scheduled power for scenario 1.
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FIGURE 4.7: Scheduled power for scenario 2.

Fig. 4.8 and Fig. 4.9 present the results regarding stored energy in the EV fleet
according to every scenario. For both cases, in dynamic pricing, tend to require less
energy storage than the curve obtained in fixed price contract. For instance, Fig. 4.9
holds a similar behavior than the fixed program.

Expected profit for each pricing program is summarized in Table 4.2. Aggregator
attains greater profit by employing a dynamic pricing contract than a fixed program as
shown in Table 4.2. for this simulation, the proposed model represents a profit improve-
ment of 2%. Nevertheless, this result can be increased by defining properly the agreed
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FIGURE 4.8: Stored energy of the EV fleet for scenario 1.

parameters (γ̂, γ and γ) in the contract. Hence, this method can be a useful tool to de-
sign prices, like TOU programs, for EV fleet operators which encourages the change of
the energy consumption pattern of driver-owners by modifying retail price.

Program Fixed price Dynamic pricing
Expected profit e2436.24 e2486.27

TABLE 4.2: Expected profit.

4.4 Remarks

In this Chapter was proposed a game theoretical model for EV fleet operator in order
to design optimal prices that maximize its profit whereas driver-owners are minimizing
costs as EV fleet. The problem was addressed using an MPEC programming algorithm
since the relation between agents has hierarchical structure pertaining to the so-called
Stackelberg (or leader-follower) games. The formulation allowed linking the EV fleet
decisions and the aggregator objectives to determine the price signal and the optimal
load pattern. As results, in the dynamic-price case, the EV fleet operator, while max-
imizing its profits, sends EV owners a price-incentive to shift their electric charging
demand to periods where the aggregator can get better benefits than a fixed price con-
tract.
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Chapter 5

Incentive-based demand response
model for Cournot competition

This Chapter presents an analysis of competition between generators when incentive-
based demand response is employed in an electricity market. Thermal and hydropower
generation are considered in the model. Some related works were presented in Subsec-
tion 1.1.4. A smooth inverse demand function is proposed using a sigmoid and two
linear functions for modeling the consumer preferences under incentive-based demand
response program. Generators compete to sell energy bilaterally to consumers. The
profit of each agent is posed as an optimization problem, then the competition result is
found by solving simultaneously KKT conditions for all generators. A Nash-Cournot
equilibrium is found when the system operates normally and at peak demand times
when DR is required. For this model, DR is activated when the demand side exceed a
defined threshold a priori by SO in order to guarantee some objectives of a smart grid.
Then, a novel demand curve is proposed in order to understand the effect of electricity
market behavior when an incentive-based DR program, like PTR, is held to diminish
the energy consumption at the peak periods.
The agents involved in an electricity market in competition with DR are shown in Fig.
5.1. SO is responsible for arbitrage services in order to establish a proper environment
for competition and gaming. The generators have different technologies, costs, rev-
enues, and each firm seeks to maximize its profit (the difference between producers’ rev-
enue and costs). Furthermore, the aggregators carry out the request to users of reducing
energy consumption, namely, DR process. The main goal is to estimate the equilibrium
price under gaming environment. This competition is less than perfect, some firms are
able to influence the market price through their actions. Such optimization problems
set up which is called in game theory a non-cooperative game (Vega Redondo, 2003;
Gabriel et al., 2013; Tirole, 1988; Osborne, 1995; Varian, 1992). The solution of such a
game is called a Nash equilibrium and represents a market equilibrium under imper-
fect competition. A game among generators with different technologies in an electricity
market is studied if DR is required when the demand side exceed a defined threshold
a priori by SO in order to guarantee some objectives of a smart grid. This threshold is
determined from all customer baseline load and desired energy reduction during peak
times. These findings have been published in (Vuelvas and Ruiz, 2018).

The key points are summarized as follows:

• A novel incentive-based DR model is proposed. Demand curve is formulated by
using a sigmoid function between two linear polynomials to depict the energy
threshold when DR is required. This formulation is a continuous function with
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FIGURE 5.1: Gaming in the electricity market. Where ng and nd are the
total number of generators and aggregators in the electricity market, re-

spectively.

finite marginal value in the demand curve. In particular, it is an alternative mod-
eling of DR to (Su and Kirschen, 2009), where, the demand curve has two parts:
perfect inelastic behavior and price responsive consumers. The inconvenience of
(Su and Kirschen, 2009) is that demand does no have perfect inelastic role since
the consumers have a limited willingness to pay.

• A Nash-Cournot equilibrium is formulated as a complementary problem in the
presence of DR (Gabriel et al., 2013). The generators compete without a central-
ized program. Cournot gaming is compared when an electricity market operates
normally and when an incentive-based DR is active during peak times.

The Chapter is organized as follows. Section 5.1 introduces the agent models in an
electricity market. Section 5.2, the problem formulation as Cournot Competition in the
presence of DR is developed. Numerical results are described in Section 5.3. Discussion
is presented in Section 5.4. Finally, some final comments are drawn in Section 5.5.

5.1 Agent models

In this section, a novel demand model is proposed for studying an incentive-based DR
program within an electricity market. This formulation illustrates the wholesale market
behavior during a day. In addition, generator models are posed under Cournot Compe-
tition.

5.1.1 Demand response model

The most important decision unit of microeconomic theory is the demand (Varian, 1992;
Mas-Colell, Whinston, and Green, 1995). Then, a new approach for modeling the de-
mand is posed when consumers participate in an incentive-based DR program. This
part holds similar setting from Chapters 2 and 3, then, this information is added so that
each chapter can be read independently. Let T = {1, 2, ..., nt} be the set of periods to take
into account in the horizon time, where nt is last hour, that is, nt = 24. An aggregated
demand is considered for this DR rebate model. The decision-maker’s preferences are
specified by giving smooth utility function G(qt), where qt is the energy consumption
at time t. G(qt) depicts the level of satisfaction obtained by the demand as a function
of the total power consumption.The utility curve satisfies the following properties as
proposed in (Chen et al., 2012; Samadi et al., 2012; Fahrioglu and Alvarado, 2000; Vega
Redondo, 2003; Osborne, 1995):
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Property 1: G(qt) is assumed as a concave function with respect to qt. This implies
that the marginal benefit of users is a nonincreasing function.

d2G(qt)

dq2
t
≤ 0 ∀t ∈ T

Property 2: The marginal benefit is nonnegative.

dG (qt)

dqt
≥ 0 ∀t ∈ T

Property 3: G(qt) is zero when the consumption level is zero.

G (0) = 0 ∀t ∈ T

The market price is p∗t at the time t. The superscript star indicates the equilibrium
price. For each generator, the cost function is assumed increasing with respect to the
total energy production capacity. In addition, the cost function is strictly convex. Then,
other definitions are considered as follows.

Definition 1. The demand energy total cost is π(qt) = p∗t qt.

Definition 2. G(qt) is approximated by a second order polynomial around qt, ∀t ∈ T. In
general, a quadratic function is considered.

G (qt) = −
γt

2
(qt − qt)

2 + p∗t (qt − qt) + k ∀t ∈ T

being k = qt
(γt

2 qt + p∗t
)

a constant value, obtained by Property 3.

Definition 3. The payoff function is defined as Ut (qt) = G(qt)− π(qt), which indicates the
user benefit of consuming qt energy during the interval t.

Basically, incentive-based DR programs request customers for curtailing demand
in response to a price signal or economic incentive. Typically the invitation to reduce
demand is made for a specific time period or peak event. There are some concepts in
order to define DR rebate program:

Definition 4. Baseline (βt): the amount of energy the user would have consumed in the absence
of a request to reduce (counterfactual model) (Deng et al., 2015). This quantity can not be
measured, then this is estimated from the previous consumption of the agent. In this work, the
aggregated baseline corresponds to the sum of all customer baseline loads in order to propose a
DR threshold required in the electricity market.

qt is the actual use, namely, the amount of energy that aggregated demand actually
consumes during the event period.

Definition 5. Load Reduction (4t (βt, qt)): the difference between the baseline and the actual
use.

βt − qt = 4t

In incentive-based DR programs, the rebate is only received if there is an energy
reduction. Otherwise, the user does not get any incentive or penalty. Mathematically,
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Definition 6. Let p2 be the rebate price received by the demand due to energy reduction in peak
periods. The DR incentive π2 is given by,

π2 (qt; p2t, βt) =

{
p2t4t = p2t(βt − qt) qt < βt

0 qt ≥ βt
∀t ∈ T

Next, the demand payoff function with DR rebate program is written as:

Ût (qt; p2t, βt) = G(qt)− π(qt) + π2(qt; p2t, βt) ∀t ∈ T (5.1)

In this Chapter, the inverse demand function is formulated to develop the Cournot’s
model of oligopoly. The inverse demand function is given by pt (qt) = dUt(qt)

dqt
. Where

pt (qt) is the price function at the time t.
Accordingly, the inverse demand function without DR is obtained from Definition

3. Next, the linear inverse demand function is derived as follows.

pt (qt) = −γtqt + γtqt ∀t ∈ T (5.2)

Whether the demand payoff function with DR is considered when qt < βt, then the
inverse demand function is given by,

p̃t (qt) = −γtqt + (γtqt − p2t) ∀t ∈ T (5.3)

In order to model the electricity market with DR during peak hours, a sigmoid func-
tion between both inverse demand functions (Eq. (5.2) and Eq. (5.3)) is proposed. Fig.
5.2 (a) depicts a novel demand function that models incentive-based DR at market level.
The novel inverse demand function is presented as follows.

p̂t (qt) = −γtqt +

(
γtqt −

p2t

1 + eα(−qt+ξ)

)
∀t ∈ T (5.4)

where α is a constant value which represents the smoothness of the sigmoid function
that joins the two straight lines and ξ is the threshold level to perform the DR process.
Notice that this demand model represents a preference alteration of consumers. Fig 5.2
(b) shows the case when the supply curve is intersected by demand curve for qt > βt.
The equilibrium price p̂t

∗ is less than the energy price given by the inverse demand
function pt (qt). In addition, the energy consumption decreases to q̂t

∗ owing to the
incentive price π2, which is requested by setting the threshold ξ. The incentive is paid
to consumers when the DR program is required. Besides, SO determines the threshold
ξ according to the available energy (water reservoirs, fuels, etc.), the estimated baseline
βt and the energy consumption patterns. Then aggregators encourage customers for
carrying out the energy reduction.

In (Su and Kirschen, 2009), the demand model has two parts: consumers that have
perfect inelastic behavior, they are represented by an infinite marginal value; and users
that participate in a DR program, they can place bid price with a finite marginal value
in the demand curve. However, the drawback of the proposal (Su and Kirschen, 2009)
is that demand does not have perfect inelastic behavior because the consumers have a
limit willingness for energy payment. In this work, demand always has a finite marginal
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FIGURE 5.2: Inverse demand function.

value, hence, this model is an alternative to represent the DR behavior in an electricity
market.

5.1.2 Supply model

The relationship between total energy from all generators and price lead to make the
supply curve. In this work, producers try to anticipate the results of their actions on
the price, then the market experiences imperfect competition. SO has arbitrage services,
commands DR threshold, and manages the transmission assets as its functions into the
electricity market. Therefore, each generator seeks independently to maximize its own
economic benefits. The profit is given by its revenue from sold energy minus the cost
of generating it. Two kinds of power suppliers are considered: thermal generators are
represented with quadratic costs and hydropower are formulated with fixed costs (Genc
and Thille, 2008).
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Thermal generation modeling

The thermal cost is given by an increasing quadratic function. Let rta be the power
generated by producer a ∈ A at the period t, where A is the set of thermal generators.
Thus, the costs have the following form: c1arta +

c2a
2 r2

ta + c3a, being c1a, c2a and c3a
constant values that depict private information. These quadratic costs are stated because
thermal power has an expensive economic behavior (Genc and Thille, 2008). In this
sense, each generator uses its knowledge of the inverse demand function (pt (qt) or
p̂t (qt)) to anticipate its own effect on the market price in order to maximize its profit.
Then, the optimization problem for thermal generator is posed as follows.

max ∑t∈T

[
pt (qt) rta −

(
c1arta +

c2a
2 r2

ta + c3a

)]

s.t. rta ≤ r+a : µT
ta ∀t ∈ T

rta ≥ 0 ∀t ∈ T
(5.5)

where r+a is the maximum value of the energy that each thermal power can generate
in each period. µT

ta is dual variable for the first constraint. This model does not consider
ramp restriction, minimum uptime and downtime, among other constraints.

Hydropower modeling

Hydropower is included in competition into the electricity market. The hydro generator
has a production function Htb(wtb) which represents the conversion of water release to
energy, where wtb is the water discharge of hydro reservoir for each generator b ∈ B. For
this kind of producer, a fixed cost c4b is formulated. Hence, the optimization problem is
to maximize the profits by each hydropower.

max ∑t∈T [pt (qt) Htb(wtb)− c4b]
s.t. wtb ≤ w+

tb : µH
tb ∀t ∈ T

wtb ≥ 0 ∀t ∈ T
(5.6)

where w+
tb is the maximum value of the water release at the time t for the generator

b. µH
tb is dual variable for the first constraint.

5.2 Incentive-based demand response in Cournot competition

A Cournot competition is developed for studying the proposed DR model that is de-
scribed in section 2. This model assumes that generators cannot collude or form a cartel,
and they seek to maximize their own profit based on demand model. This section de-
scribes the game between market participants in order to settle the energy price by solv-
ing simultaneously the optimization problems (5.5) and (5.6), as presented in (Gabriel
et al., 2013). Now, the definition of Nash equilibrium is stated as follows.

Definition 7. Considering the game G =
〈

I, {Si}i=1,2,..ni . , {ψi}i=1,2,...,ni .

〉
, where I is the

players set, Si is the strategies set of each player and ψi : ∏i∈I Si → R is the utility function of
each generator. (s∗1 , ...s∗i ) is a Nash equilibrium whether ∀i ∈ I player is true that: ψi

(
s∗i , s∗−i

)
≥

ψi
(
si, s∗−i

)
, ∀si ∈ Si, being s−i all strategies except the player i (Vega Redondo, 2003).
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Remark 1. Nash equilibrium has two interpretations: s∗i is the best response to s∗−i or it does not
exist unilateral incentives to deviate from Nash equilibrium. Furthermore, an equilibrium prob-
lem can be solved using KKT conditions of several interrelated optimization problem (Gabriel
et al., 2013).

First, the aim is to solve Eq. (5.5) and Eq. (5.6) in the case when no DR is required,
i.e, using the demand model pt (qt) given by Eq. (5.2). Next, the situation when DR is
requested, Eq. (5.4) is used as demand model given by the threshold defined by SO. In
order to find the solution, the KKT conditions of each agent are solved simultaneously.
In particular, if DR is applied then the demand side shifts its energy requirement during
the day in order to maintain its preferences and satisfaction levels, therefore, balance
constraints are included in this case to model this behavior, namely, ∑t∈T rt + Ht = Dn
is added to the optimization problem, being Dn the estimated net demand without DR.

In this work, a duopoly is assumed for understanding the effect of the proposed DR
model. In particular, two generators are employed to find the Nash-Cournot equilib-
rium: one thermal energy producer and one hydropower according to the suggested
supply curve from Section 5.1. For simplicity, the subscript a and b from Eq. (5.5) and
Eq. (5.6) are removed because there is one generator per technology. Therefore, the net
energy consumption is qt = rt + Ht(wt) for each t ∈ T. The KKT conditions with and
without DR are presented as follows.

5.2.1 Electricity market without demand response

First, considering the case when DR is not required in the market. The KKT conditions
are rewritten as complementary model by using Eq. (5.2) which are shown below.

0 ≤ rt (2γt + c2) + (γtHt (wt) + c1)− γtqt + µT
t ⊥ rt ≥ 0 ∀t ∈ T

0 ≤ µT
t ⊥ r+ − rt ≥ 0 ∀t ∈ T (5.7)

0 ≤ dHt(wt)
dwt

[γtrt + 2γtHt (wt)− γtqt] + µH
t ⊥ wt ≥ 0 ∀t ∈ T

0 ≤ µH
t ⊥ w+

t − wt ≥ 0 ∀t ∈ T
(5.8)

where (5.7) and (5.8) are the resulting conditions for thermal generation and hy-
dropower, respectively. Note that Eq. (5.7) and Eq. (5.8) do not have interconnected pe-
riods since each hour of a day has energy consumption requirement which is depicted
by an independent demand model.

5.2.2 Electricity market with demand response

Next, the KKT conditions are presented as follows when the market has an incentive
command by reducing energy consumption given by the demand model from Eq. (5.4).

0 ≤ lr + p2t
eα(rt+Ht(wt))[eα(rt+Ht(wt))+eαξ (αrt+1)]

[eα(rt+Ht(wt))+eαξ ]
2 + rt (2γt + c2)

+ (γtHt (wt) + c1)− γtqt + µT
t ⊥ rt ≥ 0 ∀t ∈ T

0 ≤ µT
t ⊥ r+ − rt ≥ 0 ∀t ∈ T

∑t∈T rt + Ht = Dn, lr free

(5.9)
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0 ≤ lh +
dHt(wt)

dwt

[
p2t

eα(rt+Ht(wt))[eα(rt+Ht(wt))+eαξ (αHt(wt)+1)]

[eα(rt+Ht(wt))+eαξ ]
2

]

+ dHt(wt)
dwt

[γtrt + 2γtHt (wt)− γtqt] + µH
t ⊥ wt ≥ 0 ∀t ∈ T

0 ≤ µH
t ⊥ w+

t − wt ≥ 0 ∀t ∈ T
∑t∈T rt + Ht = Dn, lh free

(5.10)

where (5.9) and (5.10) are the KKT conditions for thermal generation and hydropower
if DR is applied, respectively. lr and lh are the dual variables associated to balance
constraints for thermal generation and hydropower, correspondingly. For this case, a
balance constraint between all periods is added to model the shift in energy load that
consumers perform to maintain their activities or the comfort levels during a day.

5.3 Numerical results

The analysis of numerical examples involves three aspects: the effect of demand re-
sponse, the study of consumer and generator surplus and the effect on the incentive
variation. The simulation is performed in GAMS 24.7.4 using PATH as the solver.
In Table 5.1, the simulation parameters are shown in order to illustrate the new ap-
proach of demand model with DR given by Eq. (5.4). The simulation data are based
on (Forouzandehmehr, Han, and Zheng, 2014; Genc and Thille, 2008; Cunningham,
Baldick, and Baughman, 2002).

T = {1, 2, 3, ..., 24} h ξ = 1000 MWh, Ht(wt) = wt, α = 0.1

c1 = 10 $

γt = ${0.065, 0.067, 0.063, 0.063, 0.06,
0.065, 0.062, 0.068, 0.065, 0.067, 0.063, 0.067,
0.068, 0.069, 0.062, 0.061, 0.067, 0.067, 0.055,

0.054, 0.055, 0.065, 0.063, 0.061} /MWh2

c2 = 0.025 $

γtqt = ${92.4, 93.82, 95.67, 99.2, 95.32, 94.56,
90.56, 91.14, 90.19, 92.23, 91.45, 95.7,

104.45, 103.13, 101.54, 91.87, 103.95, 95.23,
120.19, 120.35, 120.23, 108.4, 95.67, 95.67}MWh/

c3 = 0 $
p2t = ${0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 20, 20, 20, 0, 0, 0} /MWh

c4 = 0 $ r+ = 500 MWh, w+
t = 1000 acre− f t

h ∀t ∈ T

TABLE 5.1: Simulation parameters.

First, the Cournot competition between generators without DR is shown. Fig. 5.3 de-
picts the results of gaming between thermoelectric and hydroelectric when the inverse
demand function is given by Eq. (5.2). The equilibrium energy versus hours in a day are
depicted in Fig. 5.3 according to the generator technology and the total electrical energy
delivered to customers. Simulations are made in a 24-hour horizon. Hydropower has
the main participation in the market due to it does not have the variable cost, therefore,
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it is cheaper than the thermal generation. The peak time occurs between 19 to 21 hours.
Lastly, the net demand for all periods without DR is Dn = 25476.4 MWh.
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FIGURE 5.3: Cournot competition without demand response.
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FIGURE 5.4: Cournot competition with demand response.

Next, Fig. 5.4 presents the competition case when there is an incentive command if
the energy consumption is greater than the threshold ξ = 1000 MWh. Below this value,
the DR benefits do not apply. For instance, notice that the total energy delivered at the
hour 20 is about 1351 MWh in Fig. 5.3, i.e., above the baseline. As long as, in Fig. 5.4,
the energy value at the same time is around 1046 MWh, therefore, the energy reduction
is approximately 305 MWh since the demand behavior is altered by the incentive pay-
ment given by the definition 6. In addition, the reduction proportion is similar for each
technology. For this case, Dn = 25476.4 MWh is used as estimated demand to solve Eq
(5.9) and Eq. (5.10). Hence, the net demand is the same for both situations. If DR is
employed, consumers shift energy consumption to an off period in order to maintain
their satisfaction level.
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5.3.1 The effect of demand response

In Fig. 5.5, the effect of DR in terms of energy is shown. Whether the consumption is
higher than the threshold value (ξ = 1000 MWh) and if the period has reduction in-
centive then the DR model stimulates the consumers to reduce the energy consumption
patterns. This behavior is found because the economic incentive p2t is introduced on
the inverse demand function. Thus, this incentive payment can be understood as an
alteration of consumer preferences made by SO, to alleviate the system in contingency
situations where an energy reduction is required in the grid operation. For this example,
the cutback during peak times is about 21.5%. This percentage changes according to the
threshold selected by SO. Furthermore, demand shifts the energy requirement to other
periods to hold the same activities during the day by increasing energy consumption at
off-peak times.
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FIGURE 5.5: The effect of the demand response in energy.

In Fig. 5.6, the effects of the DR in term of prices is depicted. The fashion in which
a consumer reduces his energy is through economic stimulus or incentives. Under this
program, consumers are rewarded by a reduction of load in peak hours. Fig. 5.6 shows
that DR reduces the market prices since obeying the law of supply and demand for all
periods. However, for obtaining the energy reduction, SO must pay an economic in-
centive in order to motivate the load curtailment by consumers. Therefore, in certain
events, the incentive-based DR is a reasonable alternative to overcome contingency sce-
narios in the electric power system. At these times, it is more cost-effective to diminish
demand than to increase supply or induce power outages to maintain the balance in the
electrical grid.
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FIGURE 5.6: The effect of demand response in prices.

5.3.2 Consumer and producer surplus

Consumer and generator surplus are shown in Fig. 5.7. The producer surplus is calcu-
lated from the objective functions (Eq. (5.5) and Eq. (5.8)). Whereas the consumer sur-
plus is obtained by replacing directly the inverse demand function (5.4) in

´ qt
0 pt (E′) dE′−

p∗t qt. An important feature of the incentive-based DR program is that the generators de-
crease their profit or surplus when DR is required. This effect is due to the reduction
performed by users, in which, the prices are affected by the inverse demand curve stated
when the energy exceeds the threshold. Moreover, consumers are rewarded by a reduc-
tion in their energy bill whether they reduce their consumption. Therefore, users have a
greater economic surplus with DR program than not participating, taking into account
the previous definitions for this model.
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FIGURE 5.7: Consumer and producer surplus.



76 Chapter 5. Incentive-based demand response model for Cournot competition

In Fig. 5.8, the generator surplus by technology is illustrated. Hydropower has the
major participation in the electricity market, therefore, it suffers the greatest reduction
in its benefits. Whereas that thermoelectric reduces slightly its profit. In general, the
energy reduction depends on the participation of each generator in the energy market.
For instance, 30.4% and 23.8% are the reduction percentages of hydroelectric and ther-
moelectric at 20 hour, respectively.
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FIGURE 5.8: Generators surplus by technology.

5.3.3 Incentive effect in demand response

For analyzing the incentive effect in this kind of DR program, the simulation parameters
are set in γt = $0.054 /MWh2 and γtqt = $120.35 /MWh for one period. Next, the aim
is to change the incentive price in order to understand what happens to the energy cut-
back, market price, and participant surplus. In Fig. 5.9, the percentage energy reduction
and the market price are shown according to the incentive. The immediate effect of DR
is to decrease the electric power requirement and, by the law of supply and demand,
the market price declines as increases the incentive signal. For instance, whether the
incentive price p2t is equal to $10 /MWh, then the market price is $43.67 /MWh and the
energy reduction is 8.6%.
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FIGURE 5.9: Energy reduction and market price affected by the DR in-
centive.

Fig. 5.10 illustrates the generation and demand surplus as increases the incentive
price. The amount of energy to be dispatch is less when DR is required. Then, the gen-
eration profit diminishes also caused by decreasing market prices. Therefore, the main
achievement of this incentive-based DR program is to guarantee the power availability
in peak events or to provide a solution to a contingency situation, e.g., low water levels
in reservoirs of hydroelectric power. Furthermore, consumers perceive more economic
benefits when they are participating in the DR program since the net price is cheaper
whether they reduce their consumption. For example, if the incentive price is $10/MWh
then users notice an increase about 3.8% of their surplus, while, the generation has a de-
crease around 16.1% of the profit.
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5.4 Discussion

Incentive-based DR is a program where consumers receive incentive payment according
to a counterfactual model, namely, they are rewarded by a price multiplied by energy
reduction which is measured from household baselines. Therefore, this quantity is esti-
mated by SO from previous energy consumption. During peak times, SO evaluates the
demand forecast (baseline), power availability, transmission constraints, costs of power
outages, among others in order to define if DR procedure is required.
The proposed model allows a SO to know the market behavior in an imperfect environ-
ment to take decisions when an indirect DR method is employed. This model includes a
threshold which can be interpreted as a guide or reference value of the expected energy
reduction during peak time at market level. In addition, the threshold can be derived
or estimated from the subset of consumers that are willing to participate in DR. This
information can be collected by aggregators and analyzed by SO.
Economic policy is focused on how to define the incentive signal to determine a trade-
off between agent surplus, grid constraints, and market objectives. For instance, under
this model, the following question could be assessed: where does the incentive come
from? This could be addressed by adding a fixed cost to the market price so that it can
be used to encourage consumers to reduce their energy consumption in a contingency
situation. Moreover, most of the literature is concentrated on directly studying DR at
distribution side without considering all effects in the system as a whole. Therefore, this
model provides tools to determine choices on indirect DR methods in electricity mar-
kets.
This new price responsive demand structure is an economic tool for analyzing DR pro-
grams in imperfect markets. In addition, this approach can be extended to study the
operation of centralized systems which could result in the following benefits: price re-
sponsive demand can make the power market more competitive during peak times; it
also can improve the predictability of demand requirements and could provide rapid
response to emergency shortage conditions; finally, it can postpone the need for gener-
ation investment and delay the need for certain transmission upgrades by decelerating
the growth in peak demand.

5.5 Findings

In this Chapter was developed an analysis of Cournot competition in an incentive-based
DR program. A new demand curve was proposed for modeling consumer preferences
in order to include DR in the electricity market. Incentives for consumers were consid-
ered as the DR program. The demand model was devised as a composition of two linear
functions and a sigmoid, which represents an energy threshold for analyzing the load
reduction in this kind of DR programs. It was found that the incentive-based DR is a
cost-effective solution to reduce energy consumption during peak times. However, this
program affects negatively the generator surplus under competition environment.
The proposed model can be employed to study price responsive demand in wholesale
electricity markets where consumers have the opportunity to reduce voluntary their
consumption according to incentive signals. Particularly, price response characteristic
can enable development of enhanced operational systems to take advantage of the pre-
dictable behavior of short term consumption patterns that are associated with wholesale
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price conditions. For instance, the model can work as decision-making tool for grid op-
erators to defer more expensive dispatch options and reduce transmission congestion
costs.
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Chapter 6

Conclusions

In this dissertation, new approaches have been proposed to analyze and integrate DR
solutions in smart grids. This work has covered the topics related to indirect DR man-
agement from consumers to market level, including EV applications. The achieved con-
tributions can be applied to evaluate the performance of current incentive-based DR
programs and to serve as a foundation for the implementation of innovative agreements
that improve the DR operation in smart grids as a vital resource to contribute in reduc-
ing carbon emissions.
Most of the literature is focused on describing and reporting the advantages and disad-
vantages of incentive-based DR program. In the first part of this work was rigorously
proposed a model to deeply understand the rational decisions of consumers when they
participate in this kind of DR contract. Consumer’s decision problem with choices un-
der uncertainty was modeled using stochastic optimization techniques to quantify the
gaming behavior, measuring the impact of baseline alteration from participant users.
Therefore, this new insight can allow devising better agreements or policies between
aggregator or utility and end-users in order to obtain a real energy reduction.
A feature studied in Chapter 2 is that consumers have the certainty that they are called
to participate in DR. In Chapter 3 was presented a contract where users have uncer-
tainty in being required to perform an energy reduction. This agreement was denoted
by the concept "probability of call" and it proposes a straightforward solution to limit
the gaming opportunities on the baseline. In this contract was demonstrated the vol-
untary participation and asymptotic truthfulness, which are two desirable properties in
a contract. In addition, an important advantage of this agreement is susceptibility to
be implemented since the proposed solution uses information in terms of energy which
can be obtained by power monitors. Therefore, this contract can be an alternative to the
traditional PTR program.
Another DR agreement result was developed for EV applications. An interaction model
between a fleet operator and EV owners was presented to serve as price planner to
improve the battery charging profile. A bilevel problem was proposed to depict the
decision-making structure among involved agents, since its hierarchical framework and
the number of time periods make the problem into a dynamic game. A state-space
model for EV fleet was considered to account the demand dynamics. This approach
has been formulated as an alternative to model consumer behavior avoiding solutions
that choose demand elasticities or utility functions. Price-based DR programs can be
addressed under this formulation to derive prices that encourage certain aggregated
charging profile for EV fleet.
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Another contribution of this dissertation was to analyze generator competition in elec-
tricity markets under DR framework. A smooth inverse demand function was proposed
using a sigmoid and two linear functions for modeling the consumer preferences un-
der incentive-based demand response program. This model can be used as a decision-
making tool for grid operators to study the incentive signal in indirect DR management
by examining the trade-off between agent surplus, grid constraints, and market objec-
tives.
There are still many aspects to be explored about indirect demand response manage-
ment in smart grids. For instance, a vital question is the determination of the number
of participant users and the clustering in the contract based on the probability of call in
order to reasonably achieve the objectives of the electrical grid. Likewise, an interesting
topic is the extension of the mentioned contract using the assumptions and definitions
of behavioral economics, extending the notion of the rational consumers in DR frame-
work. As well, In Chapter 4, the forecasting process of parameters and demand for
EVs represents an important previous step to determine properly energy prices that in-
duce certain behavior in the EV fleet. Finally, experimental validations of the proposed
models would be important contributions as the next step of this research.
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