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Abstract

The vulgarization of smartphones and other mobile devices with great portability in the market,
caused the emerge of applications and services that are very coupled to the location of the
users. Uber, Google Maps, Waze, Sports Trackers, among many others, are examples of such
applications.

In open space, Global Positioning System (GPS) is the most used technique to precisely locate
a device. However, this technique needs a line of sigh to a set of satellites, therefore it cannot be
used in closed spaces. Due to a great diversity of applications for indoor location and their high
interest in the market, it became necessary to develop alternative techniques/technologies that
are adequate to these specific environments.

This work consists on the development of a prototype of a system for locating mobile devices
in indoor spaces based on audio signals. The main idea is to have a set of speakers spread around
a building, emitting distinct signals that are captured by a mobile device. The location service
relies on the difference of travel time between the signal of different speakers and the mobile
devices. This allows the system to estimate the distance of the device to each speaker and tell
with some margin of error where the device is located.

The proposed system was not fully functional due to implementation problems with the
GNURadio, but the Multilateration service could effectively determine the position of the device
within a margin of error lower than 70cm, assuming that thetime that the GNURadio process
took to complete was close to 1ms.
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Resumo

A vulgarização no mercado dos smartphones e outros dispositivos móveis com grande portabilidade,
provocou o aparecimento de inúmeras aplicações e serviços que estão directamente ligados à
localização dos utilizadores. Uber, Google Maps, Sports Tracker, entre muitas outras são exemplos
de tais aplicações.

Em espaços abertos (outdoors), o Global Positioning System (GPS) é uma das tecnologias
mais utilizadas para localizar um dispositivo com elevada precisão. No entanto, esta tecnologia
precisa de uma linha de visão aberta para os satélites usados, tornando-a inviável para a utilização
em espaços fechados. Devido à grande diversidade e grande interesse de mercado nas aplicações
para localização em espaços fechados, foi necessário desenvolver técnicas alternativas às usadas
para espaços abertos.

Neste trabalho é apresentado um protótipo para resolver este problema usando material
disponível no dia-a-dia de um utilizador comum, apenas um smartphone. A principal ideia de
este sistema é um sistema de som distribuído pelo edifício emitindo sinais distintos que são
recebidos pelo dispositivo movel. O serviço de localização consiste no calculo da diferença de
tempos de viagem entre os sinais das diferentes colunas e do dispositivo movel. Este calculo
permite que o sistema consiga estimar a distância a uma determinada coluna e que com alguma
margem de erro consiga determinar a posição do dispositivo.

O sistema proposto não ficou totalmente funcional devido a problemas de implementação
usando o GNURadio, no entanto o serviço de multilateração foi capaz de detectar a posição do
dispositivo com uma margem de erro inferior a 70 cm, assumindo que o tempo de processamento
do GNURadio seria perto de 1ms.
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Chapter 1

Introduction

With the rapid growth of mobile technologies, there is always a need to innovate, create new
technologies to achieve better results.

There are already plenty of location techniques implemented in most of the mobile devices
that we have available nowadays. For example, the Global Positioning System (GPS) which works
well in open spaces, but when inside a building it cannot determine the position of the device
with the same precision it can determine outdoors. There are already many implementations of
a Indoor Positioning Systems (IPS’s) in the market, but they can be challenging to maintain due
to the hardware needed. This implementation will use only day-to-day hardware which can be
more affordable to maintain in the long term. Also, this implementation does not require any
custom hardware since all the computation will be made in software.

An IPS can have many usages, but there are some that stand out, i.e., a user wants to locate
himself in a building that he does not know or he could want to go from is current location to
another place in the same building, which could help "visually impaired" people, for example.
There are more scenarios where the location could be helpful for a user, for example in a case of
an emergency like building evacuations or when the user suffers from a heart attack and as no
one to ask for help, in these scenarios location could be a critical solution to save his life.

This implementation will use audio signals in order to locate a device in a particular closed
region, and it requires just a couple of speakers and a device that has a microphone, a smartphone
for example. The system will be sending messages periodically for a short amount of time, and
then the device will take care of locating itself in the desired space. This process is done using a
Software Defined Radio (SDR) framework.

The final objective of this work is to locate a device in a closed space, where the Outdoor
Positioning Systems (OPS’s) do not work well, to achieve that we need first to achieve the
following goals:

• Investigate about the most adequated types of audio signals;
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2 Chapter 1. Introduction

– Modulations types;

– Frequency bands;

• Create a system that can receive data as an input and produce audio as output;

• Create a system that processes environment audio and detects if it has relevant information;

• Implement an algorithm to calculate time differences of the transmissions;

• Implement a trilateration algorithm to locate a device in a certain space;

• Build a system composed by:

– A Computer - The server that provides and manages all the structure of the project.

– At least tree speakers - That transmit audio signals with information for the device.

– A mobile device - To capture the ambient sound and make the computation of its
devices.

This work is divided in six chapters that can be as follow. In the Chapter 2 we give context
about the current state of the art of this problem, to better understand some questions that will
be addressed in the next chapters.

In the Chapter 3 we give some background related to all the techniques/technologies that we
will talk in Chapter 4 and Chapter 5.

In the following two Chapters (4 and 5), we present a proposal for the architecture of the
system, as well as detailed specifications of every module used.

In the last two Chapters (6 and 7) we collect data from the developed system and analyse it
in order to understand if the results are viable or not.



Chapter 2

State of the Art

There are plenty of systems that provide the location of a Mobile Subscriber Unit (MSU) in a
wide variety of environments and with the most diverse use cases and it has become a popular
and hot topic of research in the last couple of decades.

These systems are divided into two significant sectors, which are the Outdoor Positioning
Systems (OPS’s) and Indoor Positioning Systems (IPS’s).

OPS’s are dominated by satellite technologies, such as Global Positioning System (GPS),
Global Navigation Satellite System (GLONASS), BeiDou Navigation Satellite System (BDS) and
Galileo. These technologies are very well implemented and most of them have a great maturity,
as they are systems that have been working for a while and have been improved over the years.

This kind of systems cannot be used for indoor positioning because they need a clear line
of sight between the receiver and the satellite, which are not fulfully by the concept of an IPS,
with this in consideration we know that there is a need for other systems to be elaborated and
implemented in order to position devices in such situations.

Contrasting with the OPS’s, IPS’s use a more extensive range of technologies to be able
to position a device, such as WiFi, Bluetooth, Audible sounds, Ultrasounds, Laser, Infrared or
even Cameras. These techniques are commonly used together to achieve better accuracy and
precision.

All of these technologies use techniques such as Triangulation (Angle of Arrival (AoA)),
Trilateration (Time of Arrival (ToA), Time Difference of Arrival (TDoA)), Multilateration and
Fingerprinting, to make calculations of the time that it took to an emitted signal to reach a
MSU.

3



4 Chapter 2. State of the Art

2.1 Technologies to determine location

In this section we will discuss some location techniques that are currently available in the market
and the pros and cons of each one when used to implement an IPS.

2.1.1 Satellite Based Systems

The first category to discuss is the satellite based systems, that are not the best option to
implement an IPS since all of them need a clear vision of sight to the satellites in order to work
properly.

2.1.1.1 Global Positioning System

GPS is a space-based radio-navigation system owned by the United States government and
operated by their Military Air Force, which is freely provided to anyone that has a receiver. The
receiver that wants to be located needs to a clear light of sight to at least four satellites, in order
to receive accurate information about its geolocation.

This system does not require any data from the receiver and operates independently of any
telephonic or internet reception, which makes it very useful to operate correctly in modern
smartphones.

It is used by commercial, civil and military users, and provides critical positioning capabilities
in all of the cases.

2.1.1.2 Global Navigation Satellite System

The development of GLONASS started in the Soviet Union in the late 70’s, but only in October
1982, the satellites started to be added to the system. Between 1982 and 1995 there are added a
total of 12 satellites to this constellation.

The modus operandis of this system is very similar to GPS, with the same global coverage
and a comparable precision. These methods of location are commonly used together to improve
location accuracy since when they have combined a total of at least 55 satellites can is available
to use.

2.1.1.3 Beidou Navigation Satellite System

The BeiDou Navigation Satellite System (BDS) is a Chinese Navigation Satellite System, that has
two satellite constellations. The first one is a limited test system that has been operating since
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2000, and the other one that will provide a global scale product that is in active development
and expansion.

The system already has 3 versions, which were launched at 2000, 2011 and the latest at 2016,
and it has been described as a potential replacement of GPS because it was expected to be ten
times more accurate than its most exceptional level. This precision can be achieved with some
post-processing techniques that indicate that it could reach millimeter-level accuracy.

2.1.1.4 Galileo

Galileo (GNSS) is a system that is currently being developed by the European Union, and it is
a relatively recent project, that started in May 2003 with a partnership with European Space
Agency (ESA).

The primary purpose of this system is civilian use unlike all the other systems mentioned
before, and it will only be used for military purposes in extreme scenarios (like armed conflicts).

Galileo Project was mainly supported by Germany and Italy (two of the three main
contributors to ESA), and it aims to provide an independent high-precision system with his
constellation of satellites, therefore not relying upon any other system previously mentioned.

There will be two versions of the final product, one that has a lower precision that can be
used for free by everyone, a paid version that will be available for commercial users with higher
precision.

Another feature that Galileo is intended to provide is a measuring system that allows for
vertical and horizontal position measurements, allowing for a better positioning service at higher
latitudes. This system also is intended to provide position measurements within 1-meter precision.

2.1.2 Dead reckoning

Dead reckoning is a method that allows to determinate the position of a device without the
help of satellite navigation systems. The position of the device is calculated by the distance
that the device travelled in a certain amount of time and with help of the device accelerometer
and compass it is also possible to know in direction that measurement was made. This method
assumes that is possible to measure the speed of the device at a certain point in time.

One of the problems dead reckoning has is the cumulative error. As we are using a history of
previous positions to estimate the next one, if there is a calculation error or imprecision at some
point it will propagate for every new calculation.
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2.1.3 Positioning system based on radio signals

2.1.3.1 WiFi

Wireless Local Area Network (also known as WiFi) is a big part of the most projects to solve
this problem.

WiFi uses electromagnetic waves to transmit and receive data, providing connectivity in a
particular area.

Between many techniques used with WiFi to locate devices indoor, the following are the most
common:

• Propagation Model: Consists in the measurement of the distance to a known base, by
knowing how the antenna propagates the signal.

• Multilateration

• Fingerprinting

Many projects based on these technologies are combinations with some others, not only WiFi
based on, to determinate the position of a device.

The systems based on this technology all have to concern that using electromagnetic waves
they have to be very precise and efficient on the measurements they make to have decent location
accuracy.

2.1.3.2 Bluetooth

Bluetooth is a technology based on radio frequency signals, and it was built to provide data
exchanges at short distances, defined in the IEEE 802.15.1.[2].

The primary purpose of its origin was to eliminate the need to use cables/connectors to
connect the devices that wanted to transmit some information between them.

Bluetooth has been used for indoor location purposes since v4.0 specifications were published
with Bluetooth Low Energy (BLE) technology, due to its low power consumption and the shallow
cost need to produce devices capable of using it, leading the smartphones industry as well as
many other industries to use this newer version of the protocol.

At this point, the Bluetooth has slowly become a "fair" competitor to WiFi for indoor
technologies purposes. The most well-known implementations of Bluetooth Beacons use Relative
Signal Strength Indicator (RSSI) triangulation with least square approximations to locate the
devices. These beacons are commonly used to give information about the nearest tenants in the
shopping, like promotions or new products.
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2.1.4 Positioning system based on Audio signals

Sound signals are typically a representation of an electrical voltage in a transmitter. The limits
of the human hearing are roughly from the 20Hz up to 20,000Hz, which are the same that we
consider in the audio signals spectrum. There are two primary sources of this type of signal.
They can be synthesized or originated at a transducer (e.g., a microphone).

These type of signals can then converted back from an electrical impulse to an audio signal
(e.g., via loudspeakers or headphones), more than that such signals are not limited to the audible
range, they can be even emitted in the higher region of the audio spectrum, roughly from 20kHz
up to 250-300MHz.

Both of these types of signals are used for indoor location technologies, as their propagation
in the air is much slower than the electromagnetic waves used in WiFi. Such a difference in
propagation time, provides quite an advantage because when using electromagnetic waves, we
need to take into account the time that the signal took from the server to the Base Station (BS)
(which in this case is a WiFi router) and the time from this one to the MSU, since both signals
propagate at the same speed. When using mechanical waves, we do not need to take into account
the time that the signal took to reach the BS (which in this case could be a loudspeaker), because
they propagate at a much slower rate, and it does not affect the performance drastically, in this
case we could lose some precision, but it is not even close to what we lose when discard this time
with electromagnetic waves.

These types of systems based on audio signals, as well as the majority of other IPS, can be
active or passive.

IPS’s that use active configurations could have severe scalability problems because as the
number of signals emitted at the same time by tags increased, the probability of the signals
interfering with each other increases. In the passive configurations, the emitters are the fixed
points in space, and the system infrastructure can implement a synchronization mechanism,
which is not hard to develop and can avoid these conflicts.[5]

2.1.4.1 Audible Sounds

There are also systems implemented using audible sound signals to encode data to create a
IPS, but of course, these systems implemented naively will cause humans to listen to the data
being transmitted because it is transmitted as an annoying sound. There is a more sophisticated
implementation that spread the data along the audio spectrum to prevent this from happen or
even send the data along-side with some background music to prevent the humans from detecting
it.

Digital Audio Watermarking Yuta Nakashima presented a method that can estimate user
location by watermarking digital signals. This method generates a pseudorandom sequence that
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is then used to modulate the amplitude in several frequency bands of the host signal, which in
this case was just music.

After this process is complete and using a set of speakers that follow the previous requirement
(note that each one has a different pseudorandom sequence), asynchronously played song is used
to transmit the information, as soon as the user receives an audio signal that appears to be the
same song to a person, but actually have a different watermark from each speaker.[12]

The process of analyzing the sound and get the perception of the delay from each speaker
comes from correlations and time shifting of the signal received, after applying such algorithms,
they use the trilateration algorithm to calculate the user position in the space.

The authors claim an accuracy of 1.3 meters.

2.1.4.2 Ultrasounds

From what as said before, the name Ultrasounds comes from the sound frequencies range that
surpass the human hearing (which is roughly 20,000Hz).

These sound frequencies are used to transmit data over the air to any receiver device that
is listening on that frequency, in the context of indoor positioning they are used to determine
where the device is at a particular moment.

An advantage of ultrasounds against the audible sounds is that they can not be detected by
humans, preventing them from being annoyed.

There are some real IPS based on ultrasound technologies, like the Bat system[21] and the
Cricket System[17].

Bat system It was the pioneer project to work with ultrasounds, dates back to mid 90’s, and
worked with a set of microphones, and a tag carried by the user, therefore making it an active
system. AT&T and Cambridge University Computer Laboratory developed this project.

Trilateration algorithm is used to find the user. As the user tag emits sound, the three
closest microphones will apply the algorithm to the received data. It is also possible to determine
the user direction by measuring with the other microphones the relative strength of the signal,
assuming that the transmitter is carried in the front of the user.

This system supports locating up to 70 separate transmitters simultaneously, and the authors
claim that it is a precision of 3 cm.

Although it is a very well designed and implemented IPS, as it relies on an active configuration
all the information of the IPS relies on the project infrastructure, which creates a significant
privacy risk.[21]



2.2. Techniques to determine positions 9

Cricket System This system relies on a passive configuration, the transmitters are fixed and
managed by the infrastructure of the project, and the users manage the receivers.[17].

The transmitters are called beacons and receivers are called listeners.

The beacons are fixed in specific points inside the building, like for example fixed in the
ceilings or walls. Users carry the listeners.

The cricket is a hybrid system that combines the usage of ultrasonic signals with radio
frequency signals.

The algorithm of this system tries to find the closest beacons, taking into account problems
related to refractions and reflections of the waves against obstacles. It also takes into account the
interference of multiple signals that could be transmitted at the same time, in order to prevent
that from happening it uses randomization to separate two subsequent signal emissions. This
algorithm is known as Least Square.

2.2 Techniques to determine positions

2.2.1 Triangulation (Angle of Arrival)

Triangulation works by measuring the AoA of a radio signal, and this can be done by using
directional antennas to determine the position of a particular transmitter. The only thing that is
needed to have beforehand is the location of two known transmitters to be able to calculate the
position using triangulation.

Another way to measure the AoA is using a set of antennas side-by-side and at a short
distance from each other so we can calculate the position of the transmitter by measuring the
phase difference between the signals received.

2.2.2 Trilateration

Trilateration is a technique used to determine the position of a Mobile Subscriber Unit (MSU)
by measuring time differences from the signals received by at least 3 Base Station (BS), Time of
Arrival (ToA) and Time Difference of Arrival (TDoA) are some of the most used techniques.

2.2.2.1 Time of Arrival

This method measures the absolute time of arrival at a certain MSU. This method requires
synchronization of the clocks in both devices so the time can be measured more precisely.

The distance can be calculated from the time of arrival as the velocity of the sound is known
and constant. Assume that the distance measured to a certain BSx is DBSx . When using only
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one BS, after measuring the distance by calculating

DBSx = 331.2 ∗∆time (2.1)

We know that we are at a distance DBSx of a certain BSx, this means that it could be
anywhere in the edge of the circle with radius DBSx and centered at the BSx. When adding a
second BS to the equation, we repeat the process, and we know that we have 2 points where
both circles intersect each other. Finally, by adding a third BS, and applying the same process,
we obtain a point as the intersection of the three circles, which is our current position.

Figure 2.1: ToA based position calculations

2.2.2.2 Time Difference of Arrival

This method uses a different principle of ToA, instead of using the time of emission and the time
of arrival to calculate the distance to the speaker, it uses the differences of times of arrival in
order to locate a device. This process results in an intersection of hyperbolas instead of the
intersection of circles in order to have the location.

Such hyperbolas can be defined as follows:

x2

a2 −
y2

b2 = 1 (2.2)

The a parameter is the distance from the root point to a vertex of a hyperbola which can be
calculated by 2.3.

a = rate ∗ time
2 (2.3)

The b parameter is the distance from the transverse axis to the hyperbola vertex and can be
calculated by 2.4.

b =
√
c2 + a2 (2.4)
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The c parameter the is the x coordinate of the foci of the hyperbola.

c = right_foci (2.5)

The intersection of multiple hyperbolas is not a linear process as can be seen in Section 5.5.3,
but we could use some linearization methods to solve this problem, compromising the precision
of the system.

2.2.3 Multilateration

This is an extended version of the trilateration algorithm, that allows us to locate a device in a
3D space.

When we are considering a 3D space the intersection of 2 spheres results in a circle that can
contain all the intersection points between them, in order to reduce this to a single point of
intersection we need to add two more spheres, resulting in a total of 4 signals needed to locate in
a 3D space. This requirements explain the need for a satellite connection to have at least a 4
satellites.

2.2.4 Fingerprinting

Fingerprint consists in building a database from known positions that are correctly measured,
no matter what kind of method we use to build this database but it only works for that
type of technology, because when building the database with WiFi technologies we are using
measurements of the Relative Signal Strength Indicator (RSSI) to a known BS, but when using
other systems like the Bat System we measure the difference of times from the BS to the MSU.
These positions could them be placed on a blueprint to be adjusted.

After the database is created (or at least have a decent amount of positions), we can use it to
determine where the user is by making queries to get the location with the parameters passed.





Chapter 3

Background

3.1 Multiplexing techniques

Multiplexing is technique of combining multiple analog or digital signals into a single signal over
a common medium. This technique is particularly good when there is a limited medium where
we can share signals.

This tecnique can be implemented using different techniques such as Time Division Multi-
plexing (TDM), Code Division Multiplexing (CDM) or Frequency Division Multiplexing (FDM)
for example. There are many others available but for this work we will only consider these ones.

Common terminology for a device that multiplexes a signal is MUX and for a device that
demultiplexes is DEMUX.

3.1.1 FDM

FDM is a technique that consists in dividing one channel or bandwidth into multiple individual
bands (subcarriers), each of these bands will be used at a time. Although each band belongs to
a single transmitter, all of them can be used at the same time, making possible to use all the
bandwidth available.

The data to be transmitted is modulated in each of the subcarriers available, and after that,
they are all mixed linearly.

This technique is used in many systems, such as a cable television system or fiber optic
communications. For example, in the cable television system, there is only a medium where the
signal is sent in order to broadcast all the channels, that is a coax cable. This cable is useful to
transmit data between 4MHz and 1GHz, in which it will be divided by subcarriers of 6MHz each.
Where in this case it will result in a total of 166 subcarriers that could be used to transmit data.

13
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Figure 3.1: FDM [1]

3.1.1.1 Advantages

FDM systems use low bit rates, that causes the usage of a large symbol time, and compared to
other methods we can conclude that:

• Reduces the cost and lowers the Intersymbol Interference (ISI).

• Does not require equalization.

• It is fairly easy to implement.

• Since the transmission is continuous there are fewer bits needed for synchronization and
framing.

• It is not sensitive to the near-far problem as in CDM.

3.1.1.2 Disadvantages

• The data rate is fixed and small.

• As it needs guard bands to prevent ISI, it wastes part of its full capacity.

• The filtering involves an implementation in hardware of narrowband filters, which do not
work great on a vast scale, thus increasing the cost.

3.1.2 TDM

TDM is a technique that divides the signal on a channel or bandwidth into time slots (instead of
individual bands in FDM). All the time slots have the same period and each time slot is used to
transmit the same amount of data.
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Each user transmits a low amount of data very quickly and gives its turn to the next one.
This allows multiple users to use all the available bandwidth but using only a part of its capacity
(time).

Time Division Multiple Access (TDMA) is a particular type of TDM that instead of having
a single transmitter connected to a single receiver, there are multiples transmitters connected to
a single receiver. This case turns the uplink from the receiver to the transmitter complicated
because the receiver can be a mobile device that moves around and vary the timing advance to
make its transmission matches the gap from the others, as it needs more time to propagate if it
is moving away from the transmitter and less time if its moving closer.

Figure 3.2: TDM

3.1.2.1 Advantages

• Allows users to have a flexible data rate since we can assign multiple contiguous time slots
for a user.

• It also adapts well with a variable data rate, since each time a user needs to transmit data
we can assign a flexible data rate.

• Over FDM, there is no narrowband filtering needed because there is also no need of guard
bands because it is used all the available bandwidth.

3.1.2.2 Disadvantages

• There is big need of synchronization due to the constant exchange of users using the same
channel.

• Complex signal processing is needed because of high data rates in short slots. Also, this
involves the clocks to be extremely synchronized to prevent errors while switching between
frames.

• Slot Allocation can be extremely complex because of multiple users using the system, thus
increasing the possibility of having different priorities or uses of the available bandwidth.
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3.1.3 CDM

CDM is a method that, like many others, allows several transmitters to transmit information over
a single communication channel. This allows those transmitters to share the same bandwidth to
transmit their data.

CDM employs spread spectrum with a unique coding scheme, in order to achieve the described
behavior without any interference between transmitters.

Since CDM uses a spreading spectrum method, it inherits its properties which means that
the data received will have its bandwidth spread uniformly after the application of the CDM
modulation algorithm.

This process has in most of the time a spreading sequence that runs at a much higher rate
than the data to be transmitted. The data to be transmitted will be combined by a bitwise
XOR with the defined spreading sequence. Each of transmitters will have a predefined spreading
sequence that is different from the other transmitters.

The performance of the CDM system is coupled with the chosen spreading sequences. These
sequences should have less interference possible between them, and this means having a very low
correlation.

The inverse process, the process of demodulating the spread sequence, is made by correlating
the received data with the pre-defined spreading sequence. When applying the correlation
function between the received data and the spread signal, a value close to 1 means that there is
data that we can extract. However, when the value from this correlation process is close to zero,
there is no correlation, thus no data present. This concept is known as cross-correlation.

Another concept that is important in CDM is the auto-correlation that is used to reject
multipath interference, and it tells if the sequence is correlated with the signal at any time offset
other than zero it should be as close to zero as possible.

CDM has two types of implementations, synchronous and asynchronous, that use respectively
orthogonal sequence (or orthogonal codes) and pseudorandom sequences.

Figure 3.3: CDM
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3.1.3.1 Synchronous CDM

In the synchronous implementation, the orthogonal codes used are commonly the Walsh functions,
these codes are binary squared waves that form an orthonormal set. The dataset to be transmitted
is also binary, and they are combined using an XOR function.

To better understand this take a look at a short example:

Firstly, there should be a set of mutually orthogonal codes, that in this case, will be Walsh
functions but could be any other type of orthogonal codes such as ZCZ.

Each user should be associated with a different code, that will be used to encode the data
that we want to transmit, for instance, a 1 bit in the dataset will represent a copy of the code in
the transmitter, and a 0 bit will represent the inverse copy of the code.

Step Sender 0 Sender 1
0 - initialize code = (1, 1), data = (0, 1, 1, 0) code = (1, -1), data = (1, 1, 0, 0)
1 - invert (0, 1, 1, 0)-(1, 1, 1, 1) = (-1, 1, 1, -1) (1, 1, 0, 0)-(1, 1, 1, 1) = (1, 1, -1, -1)
2 - encode (-1, 1, 1, -1) ⊕ (1, 1) (1, 1, -1, -1) ⊕ (1, -1)
3 - signal (-1, -1, 1, 1, 1, 1, -1, -1) (1, -1, 1, -1, -1, 1, -1, 1)

Table 3.1: CDM Spreading

As we are transmitting both signals at the same time they are added to produce the raw
signal that will be transmitted into the air, and the result of such operation is:

(−1,−1, 1, 1, 1, 1,−1,−1) + (1,−1, 1,−1,−1, 1,−1, 1) = (0,−2, 2, 0, 0, 2,−2, 0)

When the receiver is analyzing the received signal, it will try to decode it using its code. The
following table shows how the decoding process is done:

Step Receiver 0 Receiver 1
0 code = (1, 1) code = (1, -1)
1 ((0, -2), (2, 0), (0, 2), (-2, 0)) · (1, 1) ((0, -2), (2, 0), (0, 2), (-2, 0)) · (1, -1)
2 ((0 - 2), (2 + 0), (0 + 2), (-2 + 0)) ((0 + 2), (2 - 0), (0 - 2), (-2 - 0))
3 (-2, 2, 2, -2) (2, 2, -2, -2)
4 (0, 1, 1, 0) (1, 1, 0, 0)

Table 3.2: CDM Despreading
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In step 4, it is assumed for each byte in the decoded vector of the step 3 that:

value(x) =

0 if x <= 0

1 if x > 0

While decoding the received signal some transmitter may have not sent any data, for
this case the following table shows how the process works (assume that the received signal is
(−1,−1, 1, 1, 1, 1,−1,−1)):

Step Receiver 0 Receiver 1
0 code = (1, 1) code = (1, -1)
1 ((-1, -1), (1, 1), (1, 1), (-1, -1)) · (1, 1) ((-1, -1), (1, 1), (1, 1), (-1, -1)) · (1, -1)
2 ((-1 - 1), (1 + 1), (1 + 1), (-1 - 1)) ((-1 + 1), (1 - 1), (1 - 1), (-1 + 1))
3 (-2, 2, 2, -2) (0, 0, 0, 0)
4 (0, 1, 1, 0) (0, 0, 0, 0)

Table 3.3: CDM Despreading with no data for user 2

As expected the second receiver will not receive any data, because it is all zeros, thus the
cross-correlation is equal to zero, making the evidence clear that it was not transmitted anything
with his code.

3.1.3.2 Asynchronous CDM

In most use cases, we cannot ensure that we send all the data together, due to the mobility of
the handsets, thus obligating to use a different approach to the problem.

In this case, it is used Pseudo Random or Pseudo Noise (PN) sequences in order to make
use of the full code space and guarantee that all the codes are orthogonal, since that is not
mathematically possible to achieve those conditions. A pseudo-random sequence is a sequence
that appears to be random but can be reproduced in a deterministic way for both receiver and
transmitter generate it. After these codes are generated in both sides, the procedure to encode
and decode the data is the same.

These PN sequences are statistically uncorrelated, meaning that they could cause some
interference in the transmission, that is called Multiple Access Interference (MAI). This
interference that is resultant from the sum of a large number of PN sequences is approximated
by a Gaussian Noise process. If the users received the signal with different power levels, the
variance of MAI (noise power) increases in direct proportion to the number of users.

Some pre-calculated PN sequences are suitable for this use case, such as Gold Codes or
Kasami Codes because they follow the principle that the correlation between code should be as



3.2. Modulation techniques 19

close to zero as possible.

3.1.3.3 Advantages

• Does not require complex synchronization as in other methods.

• Lots of users can use the same bandwidth at the same time.

• In synchronous mode, there is no ISI, as the correlation of data between users is zero.

3.1.3.4 Disadvantages

• Its a more complex system, and can be more difficult to implement than the others.

• In asynchronous mode, as the number of users increases the quality of the received data
degrades.

3.2 Modulation techniques

Modulation is the process of varying the properties of a periodic waveform in order to transmit
data. This waveform is called carrier signal, and the data to be transmitted is called the
modulating signal.

There are many modulation techniques but for the current context we will only talk about
Binary Phase Shift Keying (BPSK), Gaussian Frequency Shift Keying (GFSK) and Differential
Binary Phase Shift Keying (DBPSK).

3.2.1 BPSK

Phase Shift Keying (PSK) is a digital modulation method that transports data by changing (or
modulating) the phase of a reference signal (that commonly is constant), called the carrier wave.

Any digital modulation scheme, independently of its nature, uses a finite amount of distinct
signals to represent data. PSK uses a finite number of phases that are used to encode a pattern
of binary data uniquely.

Each unique pattern of bits is also known as a symbol and it is encoded in a particular phase
of the wave.

This particular PSK algorithm encodes only a bit at a time, using for that only two phases,
a phase that represents the bit ’0’ and another one that represents the bit ’1’, this is called the
Constellation of a modulator (see Fig. 3.4), and the result of the usage of this constellation to
transmit data can be seen in Fig. 3.5.
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Figure 3.4: BPSK Constellation Diagram Figure 3.5: BPSK Modulated Signal

In any modulation scheme there is always a demodulator and a modulator, that are both
paired in order to encode and decode data successfully.

In this particular PSK modulation scheme the only parameter that needs to be paired between
both modulator and demodulator is the relation between a bit and a phase. In this case, the
worst thing that would happen if the phases were not synchronized between the modulator and
demodulator was that received the bits were flipped, causing all the data to be flipped. This
method is also sensitive to environmental problems that could invert the signal making the
received data also invalid.

3.2.2 GFSK

Frequency Shift Keying (FSK) is a digital modulation scheme that transports data by performing
discrete frequency changes of the carrier wave.

GFSK unlike other FSK modulation schemes, does not change the frequency abruptly at the
beginning of each symbol, instead, it filters the data pulse with a Gaussian filter, making the
transition smoother. This process reduces the sideband power, causing the interference with
other neighbor channels to be reduced but increasing the ISI.

Compared to Binary Frequency Shift Keying (BFSK), as this modulation scheme applies a
Gaussian filter to the transitions between symbols, instead of having a square pulse with the
transition of symbols between -1 and +1, this transition will be for example, -1, -0.98, 0.93, ...,
+0,93, +0.98, +1.

This process is applied before the modulation of the signal, as shown in the figure Fig. 3.6 it
can be seen that it is applied a Gaussian filter with defined β to the data to be transmitted (the
blue rectangular shape), in order to soften the transitions between phases.
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3.2.3 DBPSK

DBPSK is a modulation scheme very similar to the BPSK, and both belong to the PSK modulation
schemes.

Both systems use the same constellation (figure Fig. 3.4), but they differ in the way that the
symbols are modulated/demodulated.

In a Differential Shift Keying (DPSK) modulation schema, the data changes the phase of
the carrier wave rather than ruling its phase like a PSK schemes. This change prevents the
ambiguity of phase in the system, that may be a problem if by some reason the constellation is
rotated by some effect in the channel where the signal emitted.

In most cases the following applies to the signal:

• In the case, the bit to modulate is equal to 0, the phase remains the same.

• Otherwise, the phase changes by 180o.

The usage of DBPSK over BPSK will also reduce the complexity of demodulator implement-
ation because there is no ambiguity in the signal received.

Figure 3.6: GFSK Pulse Shaping Before Modu-
lation

Figure 3.7: BFSK Modulation Scheme
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3.3 ISI

ISI is a form distortion of a signal that a particular symbol in the same channel causes interference
with to other symbols, causing the data to be difficult to be detected/demodulated.

This phenomenon should be avoided since it will have a behavior similar to noise in the signal
which hamper the process of demodulation. There are some ways to solve this problem, one of
them being the usage of a Root-Raised Cosine Filter (RRC) over the signal, which limits the
effective the bandwidth of the transmission (in a process known as pulse-shaping).

The most common origins of this phenomenon are multipath propagation and transmission
of a signal that passes through its band limits in a bandlimited channel.
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System Design

In this chapter, the proposed overall system architecture is described, as well as the decisions
made over the comparison of technologies and possible solutions to each module or system
component.

4.1 General System Architecture

The proposed system architecture is composed by three significant components as shown in the
Fig. 4.1. This system architecture was designed in order to make use of the current speakers
installation in the building, reducing the system installation cost as wanted.

With this system, each speaker will send a distinct signal from the other in order to the
device be able to located itself in the building.

Each of the following modules plays a key role in the system to achieve the final desired

Figure 4.1: Diagram of the systems

23
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output, which is the location of a device.

4.1.1 Generation and Encoding of Data

This module couples together three smaller components, which can generate data, encode it and
send it over-the-air making the service available to the mobile devices.

This module will be running on a central server which has a high processing capacity to be
able to generate data for each station as this is a highly demanding service that could potentially
generate thousands of packets per second to fulfill all the station needs.

4.1.1.1 Data Generator

Responsible for the ignition of the system, generating messages at a pre-defined rate. This
messages are specific to each speaker, and contain the minimum information possible to identify
which speaker is which.

4.1.1.2 Data Encoding

Receiving the messages generated previously this module is responsible for creating a packet
with that information, this packet should ease the decoding afterwards, and it should be possible
to verify its integrity when trying to decode it.

4.1.1.3 Modulation Service

After receiving all the encoded data, it will modulate it into a analog signal so it can be sent a
certain station, this is the last service at the transmitter.

4.1.2 Decoding and demodulation service

This service is constantly processing the data received by the hardware (microphone), it is the
first service of the receiver workflow and it converts the analog signal to digital data. At this
service multiple threads will be used to process these signals, the minimum number of threads
used will depend on the amount transmitters.

4.1.2.1 Demodulation

Responsible for processing the received digital data by creating a filtering process that will
produce cleaner data for further analysis in the decoding service. This service parameters
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should match the configuration from the modulation service so the data could be demodulated
successfully.

4.1.2.2 Decoding

Service responsible for inferring if any relevant data is present, if there is any, this module will
send a message to the trilateration service, otherwise it will restart the workflow.

4.1.3 Data Manipulation and Trilateration

This is the last pipeline of an iteration and it produces the position of the mobile devices relative
to the stations, according to the data received from the previous steps.

4.1.3.1 Time Estimator

This service calculates the differences between the times that each message was successfully
recovered, and produces a list of deltas that will be used by either the estimator of missing data
or the trilateration service.

4.1.3.2 Estimator of missing data

This service will estimate the missing data for the stations that it did not receive information,
according to the historical data previously stored. This way we will not have an accurate measure
about the position but we could have a good approximation.

4.1.3.3 Trilateration

Service responsible to calculate the position of a mobile device by using the given deltas. This
position will not be an exact point rather a good aproximation of the real position.

4.2 Detailed System Architecture

In this section we will have a more in-depth analysis of the decision behind each micro-service
described in the previous section as well as the main reason behind the decision of technology to
use as well as each module fits in the whole system and how this is affected by it.

The most significant dependency of this system in GNURadio, an open source development
toolkit that provides a way to implement Software Defined Radio (SDR) using logical signal
processing blocks. This toolkit supports both C++ and Python as programming language to
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code the blocks needed, with this information we decided to write the most part of the system in
C++.

Almost every service described at Sections 4.1.1 and 4.1.2 are GNURadio processing blocks
included in GNURadio Standard Library.

4.2.1 The data transmission protocol

Before defining and partitioning the system in relevant pieces it is critical to decide which way
to data stream will be sent, received and processed.

The decicison of these pieces is influenciated by the data transmittion protocol, that is
commonly known as Channel Access Method, and in this use case could be one of the following.

• Code Division Multiplexing (CDM)

• Frequency Division Multiplexing (FDM)

• Time Division Multiplexing (TDM)

Before deciding which alternative is the best for this system, we should first gather all the
relevant information about how it should behave. For this specific case the messages that should
be sent are relatively small, since there is only needed to send the station id. Also it should be
possible to have a couple of dozens of simultaneous transmissions since we need to locate the
device in a bigger or more complex space.

After analysing this requirement we can see that CDM is the optimal choice to this problem,
since it uses all the bandwidth to transmit the data which will reduce the transmittion time,
as well as it permits multiple stations to transmit at a time. This approach reveals hard to
implement in GNURadio as explained in Section 5.3.

Since we need the messages to be sent in a short amount of time, using TDM would be
infeasible since to use this method we needed to include the timestamp of the transmission in
the message which will cause the transmission times to be higher than using any of the others
methods chosen, resulting in a longer round trip time to a certain speaker to emit data again.
FDM is the only option left, and met all the requirement with a some precautions.

4.2.2 Generation and Encoding of Data

4.2.2.1 Data Generator

The first service of the workflow is responsible for generating data that identifies each transmitter
at transmission and reception time.
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Depending on which system its needed to build, we could either choose to generate data in
order to have a Time Difference of Arrival (TDoA) or Time of Arrival (ToA) system. There
are many other kinds of systems that can be used to find the location of a device, but for the
purpose of the system these were the choosen ones.

If a ToA system is implemented, a precise timestamp should be sent alongside with the
message that we want to transmit, because the difference of time is calculated by the time the
message was sent minus the time when the message was received. This method requires a high
degree of precision because if there are differences in the clocks, even if a couple of microseconds
errors will be created thus increasing the final location error. This process of synchronizing clocks
with nanosecond precision is extremely difficult and costly and would be a real bottleneck in the
system. With this system only a speaker could transmit at a given time which would not have
the ideal performance.

On the other hand, in TDoA systems there is no need to have precisely synchronized clocks
since the measures of time are made at the receiver. In this system the measurements are made
by calculating time differences of arrival of information of each speaker. These differences in this
case are not absolute differences, rather they are differences of the time that they arrived at the
receiver, this is possible because all the signals are sent at the same time.

Since it is very difficult to implement the clocks syncronization needed by ToA systems, we
decided to use a TDoA system. This choice implies that the generation of the data only contains
the information about the station that just transmitted.

4.2.2.2 Data Encoding

This step of the transmitter workflow is recommend to be used altough not mandatory, and its
used to create a packet with the information that will be sent.

This packet contains various infomation that will help to detect valid data between environ-
mental noise and will be explained in detail in Section 5.3.3.

The most important pieces of this packet are the preamble, that is a sequence sent before
the message and ignored at the receiver (as this is just to improve the reception of the signal as
is explained in Section 5.3.3), and a CRC32 checksum that will help validating that the data
received is not corrupted.

4.2.2.3 Modulation Service

After receiving all the data encoded is necessary to process and convert it into an analog signal
that will later sent by a set of speakers.

In this service there are two important decisions to be made, which are the modulation
scheme and the frequency range to use for each speaker.
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To decide which type of modulation will be used, we should first take analyse the following
methods:

• Binary Phase Shift Keying (BPSK)

• Gaussian Frequency Shift Keying (GFSK)

• Differential Binary Phase Shift Keying (DBPSK)

Take in consideration that other modulation schemes could be used, but as the data-rate
need to be transmitted is low, the previous set of modulations scheme suffices our needs. Taking
in consideration all the information presented in Sections 3.2.1, 3.2.2 and 3.2.3 we decided
to use GFSK because of its low sideband power that will help us reduce the Intersymbol
Interference (ISI).

Since there is low sideband power, frequencies can be closer to each other improving the set
of frequencies that are allowed to use at a time.

4.2.3 Decoding and demodulation service

This service will be constantly retrieving data from the device microphone and analyse it in order
to get information about the stations nearby.

This process is divided in two fundamental parts that will demodulated the analog signal
data into digital data, and then decoding that data to obtain information about each station.

4.2.3.1 Demodulation

This service will analyze all the received signal, and demodulate it to provide a digital signal, in
this case a byte array to the decoding service.

In order to demodulate the received signal we decided to create a workflow that is composed
by a frequency filter, a gain algorithm and the GFSK demodulator, each of them with a specific
function in this service.

The frequency filter limits the data received just to a certain ranges of frequencies in order to
reduce noise that would make the demodulator work more difficult.

The gain algorithm tries to improve the quality of the received data in order to have signal
that is a closer approximation to the sent signal for later be demodulated properly.

The GFSK demodulator is the responsible for the conversion of the received analog signal
into digital data, and all the parameters used should be the same as in the modulator, in order
to successfully retrieve the data.
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4.2.3.2 Decoding

After the data is demodulated it is should be ensured that the received signal contains any valid
information, for that it should be analyzed by trying to decode the sent packet.

This is achieved by unpacking the sent packet by Section 4.2.2.2, this process should check if
the CRC32 match the received one. As the reception is not perfect it should be possible to have
a threshold that will decide that if the CRC32 checksum matches or not with the received packet.

In the case that CRC32 does not match the workflow should be stopped, otherwise the
locatization service should be notified that a signal as been received.

4.2.4 Data Manipulation and Multilateration

This service the last one of the proposed workflow and it is where the location of the device is
actually determined. After everything is completed at this service, all the workflow is restarted
in order to update the mobile device position.

4.2.4.1 Delta Time Estimator

Being responsible about the calculation of the timestamps this module is responsible for delegating
two different paths of the workflow.

These timestamps should be calculated with the information received, in this case, as we
received only the identifiers of the speakers, the algorithm used is TDoA. After all the deltas are
calculated they will persist in a relational database in order to be used later by the next services
in the workflow.

In the case the calculated timestamps are insufficient, because it was received less information
of surrounding speakers than expected, it will use the estimator (4.2.4.2) to calculate the missing
timestamps. Otherwise, it will pass the received data onto the multilateration algorithm (4.2.4.3)
to find the location of the device.

4.2.4.2 Estimator of missing data

After receiving data from the each speaker, there could be missing data because the information
was distorted by some environmental effect and because of it the workflow stopped in the last
step and the location would not be determined.

This service make sure if the data is not completely received, it is possible to continue the
workflow by looking at historical data and making an educated guess where the device is in order
to determine an approximation of the time difference to be used by the next service.
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In the case there is not historical data or it is insufficient, the next service should not be
called and the workflow restarted.

4.2.4.3 Multilateration

As the last service of the workflow this service will try to locate the device with the received
information.

This service will have to work with TDoA in order to determine the mobile device position
in a 2D space, however, it should be able to work with innacurate data to locate the device since,
for example refraction and/or reflection effects can delay the reception of the time differences.
Not only environmental effects but processing the signal will also delay the time of arrival of
each one, this is an error that is not deterministic as we will see in Section 6.2.1.

These calculations should be then displayed in the mobile device and persisted in the database
in order to use it later in the next iteration by the estimation service.



Chapter 5

System implementation

This chapter describes in detail what technologies were chosen to implement each component of
the system. Moreover, it will also be provided a detailed specification of each algorithm used.

5.1 The framework for Software Defined Radio (SDR)

In order to all of this system be developed there was a need to have a base framework where it
was possible to develop software on top of it.

The chosen framework was GNURadio because it is open-source, has broad community
support, which inlcudes a vast colletion of papers and publications about implementations that
could be useful in this use case, and could be easily improved/extended using Python and C++.

Moreover, this framework has also excellent API documentation which makes it easy to
implement new modules on top of it.

5.2 The database schema

For this system, a single database was used to hold all the essential information for proper usage.

We decided to use a relational database because we needed to represent some relations
between elements in the database. SQLite was our choice since we also do not need the database
to be distributed between multiple datacenters neither have a high-performance demand on the
database side.
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Figure 5.1: Database Schema

According to the schema shown in Fig. 5.1, the database is constituted by four tables and
each one store only the needed information for the system to work correctly.

The station table stores information about the available stations (by their unique identifiers)
and their physical positions (X and Y). This information will be used by the trilateration service
to locate the device.

The stations data table will store all information about the received timestamps, such as
the id of the auxiliary receiver of the calculations (because we know data each delta as always
the center speaker present as described in Section 5.5.3) as well as an integer flag that says for
a given received Time Difference of Arrival (TDoA) how many consecutive times it is being
carried over, due to the data from that station not being received. This flag can be critical to
notice if there was a problem with the transmissions between a certain amount of time. This
table will also improve the system reliability by providing the data needed in order to make
available the estimator service (Section 5.5.2).

The sound constants table stores the information about the speed of sound at certain
temperatures, these constants are relative to the sound propagation velocity in dry air [4].

Last but not least, the location table stores the information about the previously computed
values, helping collecting data of the system results and letting the users know what was their
previous locations.

5.3 The data transmission protocol

As we decided to use Frequency Division Multiplexing (FDM) as the Channel Access Method,
each of the branches seen in Fig. 5.2 represents a different frequency being transmitted.
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Figure 5.2: FDM Implementation GNURadio

This block has four input arguments, described as follows:

• Decimation - Factor of how many decimations should be applied to the received data in
order to match the output Sample Rate.

• Taps - How much attenuation should be made to the stopband.

• Center Frequency - The base frequency where the signal should be sent.

• Sample Rate - How much samples per second do the data have.

These parameters have been changed from the stock ones in order to improve the reliability
of this service, and can be seen as follows:

• Decimation is set to 1, since there in no need to decimate the data because the right
sampling rate is provided.

• Taps is set to the function call in the code block 5.

• Center Frequency is configured to three different frequencies, each one for each branch
(speaker), being them 16.5kHz, 15kHz and 13.5kHz.

• Sample Rate is set to 48kHz because of the Nyquist-Shanon Theorem [14].

� �
firdes.band_pass(

0.50, samp_rate, // Gain & Sampling Rate

carrier-sideband, // Low Cutoff Frequency, Sideband = 650 Hz

carrier+sideband, // High Cutoff Frequency, Sideband = 650 Hz

transition) // Transition for each low and high frequencies� �
Listing 5.1: Number of taps for the GNURadio Filter block
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As previously stated in Section 5.3, the distance between two frequencies is 1500Hz, because the
guards between frequencies are 650Hz plus a 100Hz of cutoff transition because the computation
of the bandpass filters are much more expensive when these values are low, using those values is
easy to notice that a 750Hz guard is provided to transmit information.

To see the adequated guard bands to this use, in this case, it was studied the FFT Plot of the
transmitted data (Fig. 5.3), and it was concluded that the peak deviation was near the 620Hz,
we decided to consider 650 Hz as the guard band since it prevents overlapping if by some reason
the signal needed a little more of bandwidth to transmit.

Figure 5.3: Peak Deviation of the Transmitted Signal

5.3.1 Generation and Encoding of Data

The general system architecture of the transmitter can be seen as a GNURadio Flowgraph and
will be described in detail in the next sections.

Apart from the Message Generator and the Packet Encoder modules (which were implemented
by us to fulfill our needs), all the other modules were already implemented in GNURadio Standard
Library.
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5.3.2 Data Generator

As decided in Section 4.2.2.1 this module is responsible for generating messages that contain
information about which station is transmitting.

This module has been in implemented has a GNURadio block as shown in Fig. 5.5 and
receives the only argument, that is the id of the speaker that is transmitting the message. This
argument is used to create a message string that will identify the signal emitted.

Figure 5.5: Message Encoder GNURadio block

This service will generate data at a constant rate, that is once in every 5 second (this interval
is entirely arbitrary).

5.3.3 Data Codification

Although this service was optional, we decided to implement it in order to reduce the false
positive rate in the data received at the end of the workflow.

This module is a currently deprecated block of GNURadio that creates a packet with a
preamble, the data received, an access code and a CRC32 checksum. We decided to include
this in a public repository of our own due to the removal of this module in the next version of
GNURadio There were no changes made to its code, besides the size of the default preamble sent.

A generated packet from this block can be seen as:

Figure 5.6: Packet Structure

There is also the possibility of whitening the data sent to obfuscate it, in this case, the only
difference applied to the generated packet would be the content sent.



5.4. Decoding and demodulation service 37

Figure 5.7: Packet Encoder GNURadio block

This block only has one argument as shown in Fig. 5.7, and it represents the size of the sent
message. If the size of the message overflows the given argument, it will be split into multiple
pieces with the given size.

5.3.4 Modulation Service

In the modulation service, it is performed a Gaussian Frequency Shift Keying (GFSK) modulation
over the received stream of data. This process is performed by a built-in module within the
GNURadio core and takes the following arguments:

Figure 5.8: GFSK Modulation GNURadio block

Each of the parameters that are shown in Fig. 5.8 was changed in order to better suit our
use case.

• Samples per Symbol - The number of samples per symbol, which was changed to 20 in
order to have a bigger time of transmittion to help the synchronization between transmitter
and receiver.

• Sensitivity is the phase change per bit. Defaull value kept. ((π/2)/samples_per_symbol)

• BT is Gaussian filter bandwidth ∗ Symbol time. Default value kept.

5.4 Decoding and demodulation service

The general system architecture of the receiver can be seen as a GNURadio Flowgraph and will
be described in detail in the next sections.
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5.4.1 Demodulation

This service is divided into two stages, the frequency filtering, and the demodulation itself.

As we are using FDM to transmit the data, there is the need to filter the received signal
in order only to analyse the information of a specific receiver. This process is done by using a
GNURadio optimized block described in Section 5.3. This module applies a bandpass algorithm
according to the received parameters. In this specific case, the bandwidth for the filter will be of
1500Hz, centered at the frequency of a specific speaker.

Figure 5.10: Frequency Filtering GNURadio block

After the received signal is filtered, it should be demodulated into digital data again. This
process should be defined with the same arguments that were defined in the modulator service
because it is the only way possible to recover the sent data.

• Samples per Symbol - The number of samples per symbol. Changed to 20.

• Sensitivity - Phase Change per bit. Default value kept. ((π/2)/samples_per_symbol)

• Gain Mu - Fractional Delay Adjustment. Default value kept.

• Mu - Fraction Delay Default. Default value kept.

• Omega Relative Limit - Omega Max Deviation Default. Default value kept.

• Freq Error - Fractional Bit Default. Default value kept.

Figure 5.11: GFSK Demodulation GNURadio block

Each of the defined parameters has a specific role in the demodulation of the signal. The
samples per symbol as referenced before its the number of audio samples per symbol transmitted
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(as we are using GFSK this can also be interpreted as how many samples we want to represent a
single transmitted bit).

The Sensitivity is the β parameter to be used in the pulse shaping. TheGain Mu parameter
is used to adjust the frequency and phase of during the runtime execution of the demodulation.
The Mu parameter is used to detect the initial phase shift in the samples relative to the sent
signal.

Omega Relative Limit represents the max deviation that symbol period can have during
the runtime, this means that the symbol period can only change by a certain percentage of the
initial omega parameter given, in this case, the implementation of the block makes an initial
guess about the omega that can be seen as 5.1.

Ω = samples_per_symbol ∗ (1 + freq_error) (5.1)

Freq Error is the fraction bit error that is used to calculate the Omega that will be used
in this block.

After this process is completed for all the received data, the output will be a stream of bytes
that contain the demodulated data.

5.4.2 Decoding

As the data was encoded in the first stage of the workflow, it needs to be decoded in order to the
workflow to continue.

This service is responsible for decoding the received data by using a deprecated GNURadio
module, that we also decided to include in our public repository.

At a first phase this block checks for the CRC32 checksum in order to verify whether the
data is valid. In the case that it is not valid, the workflow stops here and restarts. Otherwise,
this service will verify if the station id is the same, by checking if the access codes are the same
if this verification succeeds the packet is in a good state, and then it will be marked as received.

This is accomplished by sending a Zero Message Queue (ZMQ) message to the estimator
service (5.5.1) with a timestamp that has microsecond precision.

ZMQ was chosen to be used because it is a technology that has broad community support,
it is open-source, have bindings to a very extended range of programming languages and most
importantly has very low latency in transmissions.

The timestamps need to have at least microsecond precision because an error of a microsecond
at 25◦ represents an error of 0.34613 millimeters (because the sound speed at that specific
temperature is 346.13 meters per second). If we produced a timestamp with a more regular
format (seconds precision), the minimum error produced would be of 346130 mm which is an
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error to high to find the location of a device correctly.

Figure 5.12: Packet Decoder GNURadio block

5.5 Data Manipulation and Multilateration

5.5.1 Delta Time Estimator

After the second stage of the workflow is completed, this service is responsible for calculating the
TDoA timestamps.

There are two possible ways of doing these calculations:

• Either it knows received the timestamps from all the speakers and can proceed with the
calculations

• Or, it could have some missing data, for this case the Estimator of missing data (Section
5.5.2) should be used, and only after that, the timestamps can be calculated.

In either way the algorithm should have the same output, that is a set of three timestamps,
each one identified with the station id that it belongs.

This algorithm uses the timestamp of the central speaker as the base timestamp to make the
calculations of the differences to be used in the trilateration algorithm. This condition above can
be described as the following set of equations.

t(21) = t(1)− t(2) (5.2)

t(23) = t(3)− t(2) (5.3)

Those TDoAs are calculated with only three speakers in our use case (in a simulation
environment), but can be easily extended to have more speakers. For instance, t(21) represents
the TDoA between the central speaker (2), and the right speaker (1), and t(23) represents the
TDoA between the central speaker and the left speaker (3).

Where the function t(x) represents the known timestamp of the arrival of speaker x, and
where this x is the number of order in which the data of a particular speaker was received.
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5.5.2 Estimator of missing data

This estimator is used to make a guess based on previously collected data, about where the user
should be at a particular time.

For development purposes, and as this is a Proof Of Concept (POC) we assumed that between
measurements the device did not move, so the time taken for the sound of a certain speaker to
arrive at the device was always the same.

A solution to this could be using the delta differences previously received to infer the position
of the receiver at a given time. This solution uses the last delta differences of timestamps instead
of the timestamps themselves because in this way there is no need for the receiver to know when
the interval in which the signal is being emitted, simplifying both precise notion of the time and
the calculus of the deltas.

With the equations 5.2 and 5.3, we can notice that the only limitation of this solution is
when there is no data for the second speaker because neither of their TDoAs can be calculated.

The output of this module will be used by the final step to determine the user position finally.

5.5.3 Trilateration

This service will use all the data processed before to calculate the user positions and follows the
idea proposed in [16].

The general architecture of the system will use a special kind of mapping of the speakers
that will transmit the signal and can be seen in Fig. 5.13.

Figure 5.13: Physical Disposal of the speakers

The coordinates of each speaker, 1, 2 and 3, are located at the position (x1, 0), (x2, 0) and
(x3, 0) respectively, and the position of the Mobile Device, MB, is (xMB, yMB).

Assume that d1, d2 and d3 represent the distance between MB to the speaker S1, S2 and
S3, respectively. Each of this distances can be described as the Euclidean Distance of two points
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in a orthogonal 2D space as shown in 5.4.

dk =
√

(xMB − xk)2 + y2
MB, k ∈ {1, 2, 3} (5.4)

The difference in distances between dk and dm can be seen as follows:

dkm = dm − dk =
√

(xMB − xm)2 + y2
MB −

√
(xMB − xk)2 + y2

MB, k,m ∈ {1, 2, 3}, k 6= m

(5.5)

And then it could be derived as a first-order linearized equation of xMB (5.6, 5.7). Such
an equation will allow us to solve an equation but with a caveat of adding small errors to the
location found.

dkm +
√

(xMB − xk)2 + y2
MB =

√
(xMB − xm)2 + y2

MB (5.6)

2 ∗ (xm − xk) ∗ xMB + 2 ∗ dkm ∗ dk = (x2
m − x2

k)− d2
km (5.7)

With this information, we need to solve the following system in order to obtain the approximate
position of xMB and yMB.

2
[
(x1 − x2) d21

(x3 − x2) d23

] [
xMB

d2

]
=

[
(x2

1 − x2
2)− d2

21
(x2

3 − x2
2)− d2

23

]
, yMB =

√
d2

2 − (xMB − x2)2 (5.8)

Considering that this equation system is in the form Ax = b, we can solve it by using
x = (ATA)−1

AT b.

With these equations solved for the received data we have solutions for the x, y and the
distance of the mobile device to the central speaker.

These solutions are then displayed to the user via the terminal and persisted in the database
for further analysis and history.
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Results and Analysis

In this chapter, the results of the system will be presented by graphs table with sample data

6.1 System physical layout

The proposed system was inside a room with a size of 7m x 6m, but the system was tested in
smaller space of 4m x 4m.

The physical system layout is shown in Fig. 5.13, and its composed by two computers
(transmitter and receiver), three speakers and a microphone. Each speaker was separated of the
center speaker by 65 cm, meaning the receiver occupies 130 cm in width.

The transmitter computer is connected to the three speakers and has the following specs:

• CPU - AMD Phenom II X4 965 @ 3.4GHz

• RAM - 8 GB

• SO - Ubuntu 18.04

The receiver computer is a laptop with an embedded microphone and has the following specs:

• CPU - Intel Core i7-6820HQ @ 2.7GHz

• RAM - 32 GB

• SO - Ubuntu 18.04

45
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Figure 6.1: Overview of the physical system Figure 6.2: Speakers front view

Figure 6.3: The receiver Figure 6.4: Speakers specifications

6.2 System Results

Before testing the system performance in a real-world scenario, a set of statistics were collected
about the most critical part of the system, the receiver and the trilateration service.

While the system was tested, it was detected that it had some problems and limitations.
Such problems were expected, but on a smaller scale than we found.

6.2.1 Receiver

The statistics were collected in order to understand the average delay in the Time Difference of
Arrival (TDoA) timestamps caused by the GNURadio processing workflows, which is the most
critical part of the system, since it is where the timestamps of arrival are produced.
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Figure 6.5: Error between the center speaker and the left speaker
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Figure 6.6: Error between the center speaker and the right speaker
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Figure 6.7: Comparison of both TDoA measurements

The data shown in Fig. 6.5, Fig. 6.6 and Fig. 6.7 was collected by joining all the speakers at
the minimum distance possible (near to each order) and collecting the timestamps of arrival of a
signal. All the signals were emitted at the same time, thus implying that all the signals should
arrive almost at the same time because they were emitted at relatively close distances, in this
case with a difference is lower than 2 cm.

Analyzing the data we can notice that there is no pattern of the error, and the error is very
unpredictable and unstable.
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After investigating the problem and much debugging we figured out that this problem
is related with the GNURadio multithreading capability, since each of the branches of the
diagram is composed by at least one thread, and there is no configuration to make this process
single-threaded. Also, each branch can be composed by multiple threads, depending on the
implementation of each GNURadio blocks used.

This system suffers from that problem because it has multiple branches working concurrently
as defined in Chapter 5. Each of these pipelines execute a similar code, and the only difference
is the frequency and the codes used to demodulate the received signal. When executing these
pipelines "simultaneously" there is no control of which pipeline will finish first even if they start
all at the same time, or pipeline B started earlier than pipeline A. This effect implies that we
can have errors that are not controlled by us, and since the implementation of the generation of
timestamps is at the end of the workflow, is suffering from that problem.

As can be seen in both Fig. 6.5 and Fig. 6.6 the errors can be as high as 34282µs which
represents 34.282ms creating an error of approximately 11.9 m. However the average of the
values for TDOA21 is 8075µs and for TDOA23 is 8386µs which is relatively lower, but is still
high enough to create significant errors in the system. As we will see in the next section, the
trilateration algorithm has a property that can determine a position with a small error if the
TDoA measurements are relatively alike, which is not the case as we can see in Fig. 6.7, thus
making this system not suitable for usage, because it will create error of around 2.8m (if we
consider the average case) which is larger than the distance betweem speakers, that will translate
into even bigger location errors.

6.2.2 Trilateration Module

In the trilateration module, it is essential to know how the chosen algorithm behaves when the
data received has errors in order to understand what kind of measurement errors are achievable
at the receiver.

In order to adequately describe the errors added by this algorithm to the final results of the
location we generated artificial data to generate a couple of plots.

Multiple Python scripts were coded to generate the needed data. These scripts know where
each speaker is located, therefore being capable of calculating the real TDoA of each set of
speakers. With this set of TDoA timestamps, we decided to add an error between 10 and 10000
microseconds with a step 10 microseconds between each data point. Since we generated these
errors for all the TDoA timestamps, a set of 998001 data points was collected, and the first view
of those results can be seen in Fig. 6.8, in which the x and y axes correspond to the errors of
TDOA21 and TDOA23, respectively, and the Z axis the distance between the algorithm solution
and the real position.

In this particular case it was used a fixed point at the positions x = 0 and y = 190, but the
errors from other positions are similar to the ones that we obtained for this one.
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Figure 6.8: Plot with the errors for all data points generated.

Since there is a big amount of data to be shown in the plot, it is almost impossible to
understand it. To clearly show data and for a better analysis we decided to investigate the
following:

• Does the algorithm give a solution to every given data point?

• When the chosen algorithm gives higher errors? Why does that happen?

• What are the zones that we can expect fewer output errors and why?

• In which way does the data behave with the problems referred in Section 6.2.1?

6.2.2.1 Does the algorithm gives a solution to every given data point?

To understand if the algorithm gives a solution to every given set of TDoA we need to take a
closer look at the data.
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Figure 6.9: Top view of a scatter plot with the errors of the generated data

Figure 6.10: Top view of the plot with the errors of the generated data
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As we can see by the figures Fig. 6.9 and Fig. 6.10 there are ’dead zones’ where the algorithm
does not give any solution.

Note that the plot Fig. 6.10 have some graphical artifacts that are marked with red lines in
Fig. 6.11. Ignoring those artifacts we can note that there are zones that do not have an answer
to the location problem.

Figure 6.11: Top view of the plot with the errors of the generated data with ’dead zones’
representation

These zones are caused by some limitations of the system due to mathematical root square
not giving a solution in R, and those limitations are expressed in 6.1 and 6.2.

c ≤ a (6.1)

In the equation defined in 2.4, we can see that when the foci x-coordinate is smaller that the
vertex coordinate this equation has no mathematical solution, we can see that this happens in
the figure above, by looking at the ’dead zones’ closer to the center of the plot.

xm > d2 (6.2)

Since the xMB coordinate given by the algorithm is greater than the actual distance to the
root point (where the speaker two is located) there is is no solution for the equation 5.8.
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6.2.2.2 When the chosen algorithm gives higher errors and why does that happen.

Looking into the Fig. 6.10 we can notice that there is a region where the errors are relatively
significant, representing in a worst case a result that has an error of 48, 96m.

To fully understand what the problem is, it is essential to understand that a TDoA timestamp
results in a hyperbola with foci at the speakers that originated that TDoA. Therefore, two
TDoA timestamps generate two hyperbolas in which the intersection will be at most 4 points in
a two-dimensional space, which corresponds to 2 intersections on each hyperbola branch, but
since we are looking at a single branch hyperbola branch at a time, it turns out that at most we
will have two intersection points.

Which branch to consider is strictly related with the TDoA that we received, and is described
as the following:

• In the case, the TDoA is respective to speakers 1 and 2, the positive branch of the hyperbola
is the one on the left. Otherwise, it will be the right one.

• In contrast, the opposite occurs when the TDoA is respective to speaker 2 and 3, a negative
value means that we should consider the right branch, and a positive value means that we
should consider the left one.

Furthermore, as we have a specific configuration mounted, we will have a single intersection
point because we consider that all speakers are faced towards the positive Y-axis, thus eliminating
the negative Y-axis and another intersection point.

With this information, we can conclude that if we maintain an hyperbola without any error,
and we start increasing the error on the other one of the following is expected to happen:

• In the base case where both TDoA timestamps are very similar the error will be very close
to zero, and not strictly zero because of the use of first-order linearized equations. 5.5.3

• In the case that the TDoA timestamps fall in the ’dead zones’ described by the inequalities
6.1 and 6.2, there will be no solution.

• Apart from those cases the system will have a solution for the problem.

It is essential to know why we have a spike in the Fig. 6.8 because at first sight it appears
that it is a bug in the system, because of that we decided to make further investigation. After
some investigation we concluded that this behavior happens when the two speakers are located
symmetric locations of the center speaker. This implies that when there are no errors in the
TDoA or the TDoA are perfectly symmetric, both hyperbolas will have the same properties
except for the foci points, in this last case the hyperbolas will never intersect, because as we
described in Section 6.2.2.2 we will only be searching in a branch of the hyperbola at a time. In
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the following figures, we can effectively see the hyperbolas being progressively more symmetric,
and it is essential to know that the blue hyperbola represents the positions of the mobile device
according to the TDoA between speaker 1 and 2, and the red one represents the positions
according to the TDoA between speaker 2 and 3. In this case, it is expected to look at the left
branches of both hyperbolas, because the TDOA21 retains the original value, but the TDOA23
values are positive.

Figure 6.12: Symmetric TDOA23
measurement with an aditional error of
+300 microseconds

Figure 6.13: Symmetric TDOA23
measurement with an aditional error of
+200 microseconds

Figure 6.14: Symmetric TDOA23
measurement with an aditional error of
+100 microseconds

Figure 6.15: Symmetric TDOA23 and
TDOA23 measurements with no adi-
tional error

As can be noticed, when both TDoA measurements are symmetric both hyperbolas are also
symmetric leading to a case where there will be no intersection neither a solution, which supports
what was written before.
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6.2.2.3 What are the zones that we can expect fewer output errors and why?

In order to understand in which cases the TDoA measurements have an error that could be
acceptable, we decided to analyze the ’valleys’ that are visible in Fig. 6.8. These valleys have
very similar data because the range of the values that are represented in each one of them are
just variations on a single TDoA measurement. The valleys that contain the x and y axes can be
seen as having all the combinations possible between a positive or negative value for each x and
y. The other two valleys represent the solutions for the problem when the TDoA measurements
have a relative amount of error.

In the valleys that contain the x and y axes, the location has a solution not only for the
values that are strictly contained in the axis. Instead, if we use the positive x axis for reference
of the valley, we can notice that the y values that have a solution vary be between 1500 and
−2100 across the valley. This analysis is also valid for all the valleys that have the same initial
conditions has this one.

In these valleys, with the original range of the TDoA measurement error, the location error
can be as high as 2, 28m, which is not good taking into consideration the purpose of the developed
system.

With this data know we decided to understand more in-depth in within ranges the measurement
errors could be in order to be acceptable for our use case. The following figure shows the location
error according to TDOA23 measurement error variation across the reference x axis.

Figure 6.16: Location error according to the variation of TDoA error

As we can see in Fig. 6.16 there a couple of zones do not have a solution to the problem.



6.2. System Results 57

However, if the timestamps have an error of less than 100µs we can successfully give a location
that has an acceptable error for the use case.

In the other, more ’flattened’ valleys the highest error can be as 220 cm where the measure-
ments have a difference of more than 3000µs between each other. However when the measurements
have almost the same measurement error (both positive or negative), the error in the location is
also high as we can see in Fig. 6.17.

Figure 6.17: Location error according to the variation of TDoA error when TDOA21 and TDOA23
are similar

This location error tends to reduce when the error in the measurement increases, which is
not good neither useful for locating a device.

6.2.2.4 In which way does the data behave with the problems referred in Section
6.2.1?

According to the data that is analyzed in Section 6.2.1 we see that the average error that we
get is a real limitation for the functionality of the system. As we can see by the generated data
to test evaluate the algorithm, it will be outside the limits of the acceptance for a reasonable
estimation of location, meaning that the system that we developed was not capable measure the
location of the device precisely.
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6.2.2.5 Influence of the distance between the speakers in the algorithm

We have also decided to test if changing the distance between the speakers using this algorithm
would make any difference in the results.

To test this specific case we generated new data based on the new positions using the same
Python scripts as before. For this test case the speakers are distanced at 2m of the center speaker,
instead of 65cm as before.

The Fig. 6.18 represent the error in the location obtained by fixing the TDOA21 measurement
error at 0µs and varying the TDOA23 arbitraly between −1000µs and 1000µs with the speakers
2m apart from the center one, and the Fig. 6.19 represents the same use case but with the
speakers 65cm apart from the center one.

Figure 6.18: Location error according to the variation of TDoA error with speakers at 2m of
center speaker
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Figure 6.19: Location error according to the variation of TDoA error with speakers at 65cm of
center speaker

Comparing Fig. 6.18 to Fig. 6.19 we can see that the the first one has much more solutions
than the second one, and it maintains the error within an acceptable limit of around 68cm which
is very good taking into account that the TDoA measurement error can now be a little higher
without sacrificing the performance of the algorithm.

6.2.3 Trilateration Algorithm Accuracy with low errors

In Section 6.2.2 we analysed the performance of the system for a big range of data. In this one
we will focus in analysing the accuracy of the system in a more controlled environment, assuming
that the error of TDoA measurements are not bigger than 75µs.

The Fig. 6.20 represent the dispersion of the detected position of the device (blue dots)
compared to the real positions (red dots). The error in the TDoA were generated randomly with
the assumptions made before.
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Figure 6.20: Dispersion of the detected positions of the mobile device for multiple real positions.

As can be seen, if we can ensure that the receiver marks timestamp of arrival with less than
75µs, we can get a good estimation of the position of the device. Furthermore, this data also
confirms that the problem is located in the GNURadio workflow in the receiver.

6.2.4 Trilateration Processing Performance

After analyzing the results of the trilateration algorithm is also important to analyze what
it is performance, for that we used the same script as before to generate the data, using the
’ACTION_TIMESTAMP’ column of the ’LOCATION’ table to measure it.

As the script generates the data always in the same way, consecutively for speaker 1, 2 and 3,
and because there is only a thread calculating the location, the difference between two rows of the
’ACTION_TIMESTAMP’ column will be the measurement of receiving the TDoA measurements,
storing them in memory, calculating the location of the device and storing it in the database.

To precisely measure the performance of this service we decided to make multiple test runs,
each run having 360000 messages (which corresponds to 120000 location points).

Run Average #solution / s Latency (ms)
1 112 9
2 102 10
3 104 10
4 98 10
5 99 10

Table 6.1: Trilateration service performance results

As can be seen, we have a latency of at most 10ms, with the worst location rate of 98 solutions
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per second, which are acceptable values since all these tests run in a single threaded scenario.





Chapter 7

Conclusions and Future Work

With this work, we presented what could be a possible solution to the indoor location problem.
This system as implemented was using no more than day to day hardware, which implies low
costs to replicate/use.

As explained in the previous chapter, the obtained results from the GNURadio processing
were not satisfactory thus causing the system not to function correctly. These results were caused
by the fact that GNURadio uses multi-threading when processing the received analog signal and
with the current implementation it is impossible to locate the device. However, this problem can
be solved by changing the GNURadio workflow to use tagged streams. These tagged streams
will solve the majority of the problems since we would be capable of tagging a sample with a
timestamp instead of tagging the arrival of the message as a whole, because as for now there is
no way in the GNURadio to mark a sample with a single timestamp at the real arrival time,
what can be done is marking the message when it was successfully demodulated and decoded,
which causes the inconsistency of the current timestamps of arrival.

This was not implemented as part of the current system because it would take much time to
implement, because none of the used GNURadio blocks support these kind of streams, and the
adaptation is not trivial. When this issue has been addressed there is also the need to ensure that
its performance is good enough in order to have the specifications reported in Section 6.2.2.3.

If such performance is not achievable, there is an alternative solution that implies physical
modifications to the system. In this specific case it is necessary to spread out the speakers,
because the location error will be reduced since the hyperbolas will need much more variation of
the error in the Time Difference of Arrival (TDoA) measurement in order to produce the same
error as before as seen in Section 6.2.2.5.

There is also the possibility of using a correlation algorithm to compare the sent signal to
the received one, this would solve the problem of the timestamps of arrival being marked at the
wrong time, and could reduce the latency of the GNURadio workflow, since there is no need
to demodulate and decode the data, thus decreasing the need for costly computations. This
correlation algorithm could work by using sliding windows with the size of the sent signal and
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sliding through all the received data.
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