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The present study empirically analyzes the factors that determine the adoption of cloud computing (SaaSmodel) in firms where this
strategy is considered strategic for executing their activity. A researchmodel has beendeveloped to evaluate the factors that influence
the intention of using cloud computing that combines the variables found in the technology acceptance model (TAM) with other
external variables such as top management support, training, communication, organization size, and technological complexity.
Data compiled from 150 companies in Andalusia (Spain) are used to test the formulated hypotheses.The results of this study reflect
what critical factors should be considered and how they are interrelated. They also show the organizational demands that must be
considered by those companies wishing to implement a real management model adopted to the digital economy, especially those
related to cloud computing.

1. Introduction

Cloud computing has attracted a lot of attention in both busi-
ness and academic spheres in recent times. This is a service-
and applications-related technology run in a distributed
network that uses virtual resources and is accessible through
networking and Internet standards [1]. Cloud computing has
been developed and has evolved out of distributed, grid, and
utility computing [2].

There are three main models of cloud service: Infras-
tructure as a Service (IaaS), based on outsourcing processing
and data storage equipment; Platform as a Service (PaaS),
which provides developers with a cloud platform to create
applications and services; and, lastly, Software as a Service
(SaaS), which enables users to access their applications
through a browser instead of installing software on their own
computers.The lastmodel provides centralized configuration
and hosting as well as automatic updates [3], releasing users
from installing andmaintaining software and simply allowing
them access via the Internet [4, 5].

The following stand out among the benefits for businesses
that are regularly attributed to cloud computing: the reduc-
tion in software and hardware resource costs and access to
services from anywhere in the world [6, 7]; the noncomplex
use of cloud-based solutions [8], a scalable [9] market-
oriented [10] architecture; the potential to transform business
processes [11]; its potential to provide better knowledge
management and a tighter link between information systems
and management requirements [12] and even its ability to
provide competitive advantages, given the reductions in
capital outlay and IT-related operating andmaintenance costs
that enable resources to be redirected toward core business
activities [13].

Notwithstanding, the literature also reveals that obstacles
and difficulties exist in organizations’ adoption of cloud
computing, such as reticence regarding information security
and protection against nonauthorized access [14, 15], the
absence of knowledge on the privacy capabilities of service
providers [16], a lack of understanding between the orga-
nization and the cloud provider as to service scope and
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implementation [17], technical barriers [18], and financing
problems that companies in certain sectors might have to
address the required investment in technology and qualified
IT personnel, especially in the case of small and medium
enterprises [11, 19].

Bearing the above in mind, the present paper seeks to
find the factors that determine cloud computing adoption by
organizations. Numerous studies can be found in the litera-
ture that address the use of cloud systems in such companies,
ranging from technical issues, such as infrastructure security
through proposed new architectures and methods [20–25],
efficient data management [26–28], performance and quality
of service measurement criteria [9, 29, 30], and the issues
surrounding interoperability standards and difficulties for
their integration and customization [31–33]. In other cases,
the backbone of research deals with problems more related
to business management issues, such as cloud computing-
associated opportunities, costs and risks [34–37], and the
importance of trust and data privacy [38–44].

Notwithstanding, as will be seen in the following section,
research directly related to cloud system adoption and use in
companies and organizations is more scarce.

This is the reasonwhy the present study seeks to develop a
researchmodel based on the technology acceptance literature
that combines several variables proven to be relevant by prior
studies. An empirical study has been conducted to test the
proposed hypotheses focused on Spanish companies that
consider SaaS to be a strategic technology for the execution
of their activities.

The remainder of the paper is structured as follows: first,
a review is conducted of the prior literature that begins
with an analysis of some especially widespread technology
acceptance models and then more specifically focuses on
papers that are cloud computing-related. Said bibliographical
review provides the theoretical foundations for the proposed
hypotheses and the eventual proposal for a research model
to be formulated. Subsequently, the empirical study method-
ology used to test the various hypotheses is described and
the obtained results are presented. Finally, the results are
discussed and themain conclusions are set out along with the
study’s limitations and future lines of research.

2. Literature Review

2.1. Adoption Models. A range of widely used technology
acceptance models can be found in the literature that provide
useful frameworks for determining the critical factors or
variables that influence user ICT adoption and its use and
behavior in organizations [56]. Such is the case of Fishbein
and Ajzen’s [57]Theory of Reasoned Action (TRA). Adopted
in many disciplines, this theory explains that the attitudes
toward following a given conduct are positively associated
with and predict the intention to adhere to said behavior.
Also, the attitudes of others toward a particular technology
often influence a person’s intention to use the same technol-
ogy.

Ajzen [58] subsequently developed theTheory of Planned
Behavior (TPB), adding to the TRA model the beliefs of
control and perceived ease of use and behavior control.

This model’s key lies in behavior intention and distinguishes
between three types of belief: behavioral, normative, and
control.

The Davis [59] technology acceptance model (TAM) was
subsequently used to find an explanation for the relationship
between technology acceptance and adoption and the inten-
tion to use it [17]. TAM proposes that perceived usefulness
and perceived ease of use are the most critical factors in the
technology adoption process and system use [60, 61]. TAM
can be considered a special case of TRA in which perceived
usefulness and perceived ease of use are considered to be
“beliefs and evaluation” that lead to attitude, which in turn
leads to intention of use and, finally, to real behavior [62–64].

TAM is a widely accepted model for understanding ICT
adoption and usage processes [45] and has been applied in
a large amount of research into technology adoption in the
organization [65]. TAM consistently explains a large part of
variance in the intention of use of a variety of ICT by users in
numerous environments and countries [60, 65–68]. Since it
first appeared, the TAMmodel has been widely analyzed and
expanded into different variants. Some of themost important
evolutions have been the Venkatesh and Davis [46] TAM 2,
the Venkatesh et al. [69] Unified Theory of Acceptance and
Use of Technology (UTAUT), for example, applied to mobile
applications [70], theWixom and Todd [71] integratedmodel
of technology acceptance and user satisfaction, and the TAM
3 model proposed by Venkatesh and Bala [68] in the field of
e-commerce.

Apart from cloud system adoption and use itself, numer-
ous recent studies can be identified within the information
systems area that useTAMto explain the adoption of different
technologies. Most of these add other external variables to
the original TAMmodel that are considered to be interesting
for the research. Thus, it is frequently used in studies on
ERP implementation and use in companies [50, 52, 72–82],
applications for e-commerce [83], file digitization systems
[84], Internet banking [85], mobile social gaming [86], and
e-learning platforms [62, 87–90], among many other sectors.

Meanwhile the TOE (Technology-Organization-Envi-
ronment [91]) framework proposes that technological inno-
vation adoption is influenced by three aspects: organizational
context (related to resources and their internal characteris-
tics); environmental context (within which it conducts its
business processes); and technological context (formed of
organization-related internal and external technologies avail-
able in themarket used, or not, by the organization) [92].This
is a framework for examining adoption of a range of infor-
mation systems, products, and ICT services on the organiza-
tional (and not the individual) level.

TOE is one of the most widespread theoretical frame-
works on ICT adoption [93]. It provides a broad overview of
technology adoption and application and predicts the impact
on value chain activities and the subsequent diffusion of
the factors that influence business decisions [39, 93–95].
However, the weaknesses of the TOE framework may be
twofold: TOE’s main constructions are not very clear and
specific determinants identified within the three contexts
vary across different studies [39].
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Some studies combine aspects of the TAMmodel and the
TOE framework and give, as a result, that the technological
and organizational variables influence perceived ease of
use and perceived usefulness and that the environmental
variables directly influence technology adoption. Apart from
being used in studies on cloud systems, as will be seen in the
following section, it is possible to identify recent studies in
the information systems area that make use of TOE, many
of which complement the TAM model. Thus, the literature
offers studies in the area of e-commerce [96–101], e-business
in developing countries [102], business systems in SMEs [55],
websites [103], and Internet use [104, 105], among other
things.

Finally, one last widespread theory on technology accep-
tance in the literature is DOI (Diffusion of Innovations).
Published by Rogers in the 1960s, with the latest version
dating from 2003, it seeks to explain how, why, and to what
degree new ideas and technology are spreading and operating
on individual and company levels. This theory states that
innovations are communicated via certain channels over
time and within the members of a social system [106].
Within companies, innovations are related to independent
variables, such as individual characteristics and leadership,
the internal characteristics of the organizational structure
(centralization, complexity, formalization, size, etc.), and
characteristics external to the organization. A number of
recent DOI theory-related studies can be found in the area
of information systems [30, 102, 107–109].

2.2. Prior Studies on the Adoption of Cloud Computing. Fo-
cusing on the specific area of cloud computing, some studies
based on theories and models such as a TPB and TAM can
be found that analyze adoption and use from the end user
perspective. Such is the case of Bhattacherjee and Park [110],
who study the motivation of end users to migrate from the
client-server model to cloud computing, and Giessmann and
Stanoevska [111], who analyze consumer preferences in a PaaS
method-based study. Also, based on TAM, Behrend et al.
[112] examine student behavior in SaaS method cloud system
adoption. Along a similar line, Wu et al. [47, 113] propose an
acceptance model that combines TAM with other variables
and test it in a university institution.

Burda and Teuteberg [48] examine the intention of a
sample of university students to use cloud storage. Based on
the TAM model, some external variables are added, such
as satisfaction, provider’s reputation, familiarity, risk, and
trust.The study emphasizes the importance of trust to reduce
uncertainty and the perception of risk, which are major
obstacles for intention of use. Moqbel el al. [114] also use a
sample of university students to apply a theoretical frame-
work based, among other things, on the TRA and TAM
models. Aspects are included such as compatibility, social
influence, and perceived familiarity. Another recent study by
Shiau and Chau [2] uses a multiple model comparison
approach to examine university student behavioral intention
toward cloud computing. These authors test and unify six
theorieswhich exhibited adequate explanatory power: service
quality, self-efficacy, motivational model, TAM, TRA/TPB,
and DOI.

The number of studies directly related to research on
cloud computing adoption in companies and organizations
is not yet very numerous, although some can be found with
different adoption frameworks.

Sharma et al. [115] propose a model by extending TAM
with three external constructs (trust, computer self-efficacy,
and job opportunity). The proposed factors were found to be
important in influencing the cloud computing adoption.

Some other studies propose cloud computing adoption
models using TOE, with the variations inherent in this open
framework and disparate methodologies, choice of variables,
and results. Such is the case of Nkhoma and Dang [116] who
use data from a survey to IBM to determine elements that
drive or hinder cloud computing adoption. Abdollahzade-
hgan et al. [19] conduct qualitative research that groups a
series of critical success factors for cloud computing for SMEs
based on a review of prior studies. Also for SMEs, Alshamaila
et al. [117] carry out an exploratory qualitative study of a
sample of 15 English companies, identifying some key
variables in the adoption process: relative advantage, uncer-
tainty, top management support, geographical restrictions,
compatibility, company size, external IT support, and so
forth. Finally, also on the basis of the TOE framework, Yang
et al. [118] propose a model to analyze the adoption of SaaS
based innovations, using a sample of 173 organizations in
China. Aspects such as top management support, relative
advantage, simplicity, the ability to customize the software,
and competitor and partner pressure were significant for
adoption.

Another group of studies proposes different cloud system
adoption and usage models using elements of DOI Theory
[30] and integrating them into the TOE framework [11, 107,
109] in some cases.The Lin and Chen [30] study is based on a
semistructured survey of ICT professionals in Taiwan. Their
qualitative assessment reveals that companies reject adoption
until certain uncertainties related to cloud technology, such
as security or standardization, have been reduced. Hsu et al.
[107] combine aspects of DOI and TOE to investigate the
adoption of cloud computing in Taiwanese companies. A
sample of 200 companies is used to empirically test a basic
model that, apart from including the intention of adoption
and use, also takes into consideration price mechanisms and
implementation models. These authors conclude that the
expected benefits, the perceived risks and issues, ICT
resources, and personnel are factors that determine adoption.
Meanwhile, Low et al. [109] investigate the factors that
affect cloud computing adoption in the high-tech industry in
Taiwan.They collect data from 111 firms and find that trading
partner pressure, competitive pressure, relative advantage,
firm size, and top management support have a significant
effect on the adoption. Along the same line, Oliveira et al. [11]
propose a model that also combines elements of DOITheory
and the TOE framework. These authors distinguish three
types of adoption factors: individual factors, internal organi-
zational structure, and the organization’s external characteris-
tics. Results fromdatamined from a sample of 369 companies
in Portugal indicate that aspects such as relative advantage,
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complexity, technological readiness, top management sup-
port, and firm size have a direct effect on cloud systems being
adopted in a company.

Finally, the recent study by Gangwar et al. [45] develops
an integrated TAM-TOE model that includes a range of
exploratory features and is tested using a sample of 280 com-
panies in various sectors in India. The authors suggest that
the variables in technological and organizational contexts
have a direct effect on the TAMmodel and, consequently, an
indirect effect on adoption.The combinedmodel proposes an
indirect impact on adoption of the environmental variables.
The conclusions of the study show that all the variables of
the three contexts are major determinants of the adoption of
cloud computing, whether directly or indirectly.

3. Research Model and Hypotheses

After analyzing a number of frameworks and theories used in
the various studies on technology acceptance, it was decided
to use TAM in the present research with the addition to the
original model of other external variables considered to be
especially interesting for the present research. The choice of
TAM is justified by its robustness and its widespread accep-
tance for understanding the ICT adoption and usage pro-
cesses in a great deal of prior research.This enables authors to
apply scales that have already been developed and empirically
validated on many occasions. As such, the main constructs
that explain the attitudes toward the use of technology in the
TAM model have been tested on many occasions and their
use in the cloud computing context can be considered to be
both a valid and a well-supported choice.

In other respects, the TAM model has frequently been
expanded in many studies through the addition of other
variables considered to be interesting or that have been
significant in prior research. According to the original model
proposed by Davis [119], the expectation is that the other
factors not implicitly included in TAM influence attitude
toward using (ATU) and behavioral intention to use (BIU) via
perceived usefulness (PU) and perceived ease of use (PEOU).

The review of studies that significantly integrate TAM
with other external variables and acceptance theories has
therefore helped in the selection of some of the constructs
incorporated in the present research’s structural model and
also in the formulation of the associated hypotheses. It must
be borne inmind that there is no generalizable common body
of variables outside TAM to explain technology adoption that
is applicable to any context [120]. Therefore, selecting some
external variables to complement the original TAM model,
with literature support and the adaptation of characteristics to
fit this study, has been a major task in the present research.

An explanation will be given in the following of all the
variables included in themodel and the relationships between
them that have led to the formulation of the different research
hypotheses.We therefore beginwith those of theTAMmodel.

3.1. Technology AcceptanceModel (TAM)Variables. TheTAM
model establishes causal relationships among perceived use-
fulness (PU), perceived ease of use (PEOU), attitude toward
using (ATU), and behavioral intention to use (BIU).

ATU reflects favorable or unfavorable feelings toward
the use of any given technology, while BIU is the degree of
prior behavior possessed when using said technology [121].
The ATU construct therefore represents the adoption of
a positive or negative conduct toward an innovation and
directly influences BIU. The introduction of BIU as a medi-
ating variable is important, as it is thought that an intention
always precedes a behavior and this thus increases themodel’s
predictive value [57].

PU is defined as the degree to which individuals believe
that using a particular system would improve their perfor-
mance. It would be a reflection of the subjective likelihood
that when potential users use the technology, this increases
their work performance within the context of an organiza-
tion. PEOU, meanwhile, refers to the degree that an indi-
vidual believes that the use of a particular system would be
effort-free [59].

The TAMmodel proposes that PU and PEOU contribute
to generating a positive attitude toward technology use and,
therefore, have a significant influence on ATU. This last
variable in turn directly influences BIU. In other respects,
the model proposes that PU is also a direct determinant
of BIU. According to Davis [59], attitudes are made up in
part by affectivity (represented by ATU), but the direct PU-
BIU relationship is based on cognitive decision-making rules
aimed at improving work performance and has no reason to
activate said affectivity. In other words, users might not like
a system and might have a negative attitude toward it but
will nonetheless use it, as it is perceived as advantageous for
their work performance. Finally, themodel also proposes that
PEOU significantly influences PU. Apart from in studies by
Davis himself, relationships between TAM variables have
been significant in numerous prior studies on technology
acceptance. On the basis of the above, the hypotheses that
come from the application of the TAMmodel are as follows:

H1. PEOU has a positive effect on PU of cloud
computing.
H2. PEOU has a positive effect on attitudes to cloud
computing (ATU).
H3. PU has a positive effect on attitudes to cloud
computing (ATU).
H4. PU has a positive effect on the intention to use
cloud computing (BIU).
H5. ATU has a positive effect on the intention to use
cloud computing (BIU).

3.2. External Variables

3.2.1. Top Management Support (TMS). Top management
support is broadly considered to be a key success factor in
technological projects [122].There are numerous recent stud-
ies that, with methodological differences and making use of
different adoption frameworks, include top management
support (TMS) among the variables that might significantly
affect technology acceptance in a company [50, 55, 96, 104,
123, 124], and some of these focus specifically on the sphere
of cloud computing [11, 19, 45, 109, 118].
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The involvement of top management during ICT imple-
mentation is justified, first, because their broader organiza-
tional vision enables them to identify business opportunities
afforded by the exploitation of said technologies [125]. In
addition, as Low et al. [109] state, top management plays a
major role as the implementation of cloud computing entails
the integration of resources and process reengineering.
Therefore, the investment that this technology involves for
organizations can have major implications for organizations,
which ratifies that top management must remain active
during its implementation [64] and significantly influence its
performance [126].

For Yang et al. [118], TMS is especially important for
adopting a technology in SMEs, where CEO or equivalent
usually has the final vision of the organization’s ICT strategy
and the investments that derive from it [127]. For themajority
of companies of this type, the transition from the traditional
way of working with ICT to the changes involved in cloud
computing is a strategic decision, and a positive attitude of
company executives toward innovation will most likely favor
its adoption.

TMS can translate into tasks being appropriately under-
taken, including system selection, process planning, pol-
icy formulation, design of a team of experts, coordination
of implementation in the organization’s different centers,
resource allocation and architecture definition, support for
process reengineering, performance assessment, and man-
agement of the generated expectations and of organizational,
cultural, and structural changes [45, 50, 128]. Some authors
also insist on the need to influence the generation of positive
attitudes toward technology use [129–131].

Therefore, TMS can be considered to be one of the best
predictors of organizations’ adoption of innovations in infor-
mation systems [132]. Top management can provide a stimu-
lus to change, basically in communication and in reinforcing
the values of innovation, as top managers have an articu-
lated vision of the organization [133]. Along the same line,
Gangwar et al. [45] conclude that top management plays an
effective role in motivating employees’ work behavior and
in convincing them of the importance of using cloud com-
puting. For Bueno and Salmerón [50] TMS is defined as the
active involvement of headmanagers in issues linkedwith the
success of technology implementation. This active involve-
ment is primarily brought to bear through leadership and
ongoing contact with those who are directly linked with the
ICT planning processes [64, 134]. Users tend to assimilate the
management’s expectations through these measures and also
perceive that an organization’s heads support its implemen-
tation [135]. This drives up employees’ favorable attitudes
toward ICT [136]. In contrast, the lack of free and flowing
communication between the management and the rest of
the personnel could be a major problem in an information
systems renovation project [137].

Taking all the foregoing into account, it seems evident
that TMS demands appropriate communication about cloud
systems to be led, reporting their advantages and difficulties
and managing specific meetings and gatherings. As such, a
direct influence of TMS on communication can be presup-
posed. TMS is also expected to have a positive influence on

users’ perceptions of the degree to which the new system will
improve their performance (PU) and of the efforts that its
implementation and use will require (PEOU). The direct
TMS-PU/PEOU relationship is included in different prior
studies on technology adoption [45, 64, 77, 136].We therefore
formulate the following hypotheses:

H6. TMS has a positive effect on communication (C)
about cloud computing.
H7. TMS has a positive effect on PEOU of cloud
computing.
H8. TMS has a positive effect on PU of cloud comput-
ing.

3.2.2. Training (T). Training is described as the degree to
which a firm instructs its employees in the use of a tool in
terms of quality and quantity [138]. Although continuous
training during the entire useful life of an information system
is always recommendable, the main training efforts are usu-
ally carried out during the first stages of its implementation
[139]. Deficient end user training can be a decisive factor in a
technology’s end use intention [123]. In a theoretical
extension of the TAM model, Venkatesh and Davis [46]
demonstrate that the training techniques and methodologies
designed to improve users’ self-efficacy at the computer are
essential for improving acceptance of the technology. Along
a similar line, Amoako-Gyampah and Salam [49] state that
perceptions of ease of use are affected by training during the
first stages of learning.

An organization needs to train its employees and develop
knowledge for the efficient future use of a complex infor-
mation system such as cloud computing. This reduces the
possibility of stress and provides greater motivation and a
better understanding of the benefits of the cloud system for
the tasks that personnel execute [45]. In short, training can
have a positive effect on both PEOU and PU. Training’s
influence on PEOU and PU has been clearly demonstrated in
a range of prior studies of information systems, such as [49–
52, 64, 140]. As far as specific studies of cloud computing are
concerned, the study by [45] addresses the direct relationship
between training and both PU and PEOU.

In addition, cloud technologies can be difficult to learn
in a professional environment as they cover a broad gamut
of techniques and parameters that have to be taken into
account [30]. In these cases, training enables users to share
the common problems that emerge when working with
the system, and this can have the effect of improving the
communication linked to same [50]. Therefore, cloud system
training programs set up by the company are to be expected
to improve fluidity of communication about the systems and
deal with different aspects of their use.

The above analyzed aspects reveal several relationships
which lead us to formulate the following hypotheses:

H9. Training (T) has a positive effect on PEOU of
cloud computing.
H10. Training (T) has a positive effect on communi-
cation (C) about cloud computing.
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H11. Training (T) has a positive effect on PU of cloud
computing.

3.2.3. Communication (C). Communication can be defined
as the information transfer process among team or organi-
zation members [141]. When a new information system is
introduced, employees should be informed in advance of the
scope, objectives, tasks, and updates that the implementation
of the system will entail to enable them to accept the changes
that will occur [142, 143]. Communication is realized through
the existence of periodic meetings to discuss the new system
to be adopted and through the existence of information
regarding its advantages and limitations [119].

Quality communication is produced when members use
a certain amount of time to formally or informally exchange
information and opinions [141]. This type of communication
helps distribute ideas more widely and improves knowledge
transfer, especially when the information being transmitted
is credible and comes from reliable sources [144].

Therefore, effective communication is needed to reduce
uncertainty and the risk of confusion [141], and also the
effort required to use a system [52], and helps develop
the confidence and information sharing required to address
changes and, in the final instance, accept the technology [49].

To the contrary, a lack of communication is directly
related to the failure of many information system imple-
mentation projects [49]. For Trube and Collins [145], when
communication is lacking, disputes and conflicts arise that
negatively impact work performance. For their part, Lin and
Chen [30] demonstrate that, from a more professional point
of view, a lack of communication in the sphere of cloud
computing can complicate the existent dynamic between
different developers and, as a consequence, the product’s
perceived end utility.

Taking the above into account, and as communication
is what facilitates access to information about the system’s
benefits and its dissemination among all an organization’s
members, it is to be expected that frequency and quality
of communication improve the technology’s perceived ease
of use and perceived usefulness [49, 140]. The influence of
communication on PEOU and PU has been demonstrated in
several prior studies [49, 52, 140, 146].This leads us to propose
the following hypotheses:

H12. Communication (C) has a positive effect on
PEOU of cloud computing.
H13. Communication (C) has a positive effect on PU
of cloud computing.

3.2.4. Technological Complexity (TC). Technological com-
plexity is understood as the degree to which an innovation
is perceived as relatively difficult to understand and use [147,
148]. Some aspects usually associated with complexity are the
degree of difficulty of the skills that employees are required
to have to use technologies or the difficulty of integrating
these technologies into work [149]. In the specific case of
cloud computing, other aspects could be the time required
to execute tasks, the integration of the applications into the
cloud infrastructure, the design of interfaces, or the efficiency

of data transfer [45]. In short, technological complexity can
influence the adoption of a cloud solution [150].

As complexity can have a knock on effect, on a technol-
ogy’s perceived degree of difficulty of use, it can be supposed
that it will significantly influence PEOU [151]. Several studies
exist in different areas that demonstrate that complexity has
an inverse relationship with perceived ease of use. This is the
case of Bueno and Salmerón [50], Son et al. [64], and, more
specifically, the study by Gangwar et al. [45] on acceptance of
cloud computing. This last study also provides evidence of a
significant inverse relationship between complexity and PU.

In addition, other authors concur on the negative influ-
ence that technological complexity might have on BIU, based
on aspects unrelated to attitudes to the system generated by
PU and PEOU. The cloud environment offers the ability to
share resources instantaneously to adjust workload. Never-
theless, even though a company wishes to adopt a solution
of this type, it must address challenges that derive from any
limitations it might have due to a lack of experience or
through not having the necessary ICT specialists for its
implementation [11]. Furthermore, cloud systems are also a
challenge to ensuring business processes and data privacy in
a shared environment [152]. In other words, a companymight
perceive that cloud systems are useful and easy to use for
employees, but their implementation entails a series of
complex technological challenges that it cannot address. A
number of empirical studies have proven this inverse rela-
tionship between technological complexity and behavioral
intention to use [11, 124]. Taking the above into account, we
formulate the following hypotheses:

H14. Technological complexity (TC) has a negative
effect on PU of cloud computing.
H15. Technological complexity (TC) has a negative
effect on PEOU of cloud computing.
H16. Technological complexity (TC) has a negative
effect on the behavioral intention to use (BIU) cloud
computing.

3.2.5. Organization Size (OS). There are numerous prior
research studies that show that organization size is one of the
most important determinants of technological innovations
[109]. In technology adoption studies, organization size is
usually measured on the basis of aspects such as the com-
pany’s volume of business or mean number of employees.
These indicators have also been used in the present research.

The literature shows that small firms do not usually adopt
the newest technologies [11, 153] despite being able to bemore
flexible and versatile when coordinating the required changes
[19] and that it is the largest companies that are more active
as far as innovation is concerned [54]. In fact, within the
sphere of information systems, most empirical studies have
consistently found that organization size is positively related
to innovation use [39, 154, 155]. The main explanation for
this lies in the fact that large companies possess greater
resources that enable them to assume the risks associatedwith
the technological innovation adoption process [102, 155–157].
These companies’ financial resources enable them to bear
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Figure 1: Research model.

the costs associated with installation, integration, personnel
training, and maintenance, among other things [107].

Organization size is, therefore, another organizational
factor that can influence the adoption of cloud computing,
apart fromcompany attitudes. Its direct relationshipwithBIU
has been demonstrated in a number of recent studies in the
field [11, 109].

In other regards, the influence of organization size on
perceived usefulness and perceived ease of use has been
examined to amore limited extent. However, according to the
original TAM model proposed by Davis [59], external vari-
ables can be expected to indirectly influence ATU and BIU
via PEOU and PU. Taking the above into account, we propose
the following hypotheses:

H17. Organization size (OS) significantly influences
PU of cloud computing.
H18. Organization size (OS) significantly influences
PEOU of cloud computing.
H19. Organization size (OS) has a positive effect on
the behavioral intention to use (BIU) cloud comput-
ing. On the basis of all the above, the research model
proposed in the present research is shown in Figure 1.

4. Research Methodology

4.1. Measurement. A questionnaire was prepared to assess
the proposed model aimed at firms in a variety of economic
sectors located in the Andalusian Autonomous Community
(Spain). All these firms are characterized by using cloud
computing (SaaS model) as a strategic tool in their activities.
The questionnaire was developed by the researchers in collab-
oration with and monitored by information systems experts

at the same university. The items in the questionnaire were
based on a reviewof previous studies on technology adoption.
Table 1 gives all the items used tomeasure each of the variables
in the model together with the main prior research studies
used as sources.

All constructs were measured using a 5-point Likert scale
from 1 (“strongly disagree”) to 5 (“strongly agree”). The only
exception was the construct relating to organization size, for
which two indicators commonly used for its measurement
were used: number of employees and annual business volume
[39, 154, 155].

The questionnaire was piloted in 22 organizations not
included in the subsequent sample. The respondents filled
out the questionnaire and gave feedback on the difficulty
and clarity of the proposed questions. This preliminary test
confirmed the validity and reliability of the scales used in the
final questionnaire.

4.2. Data Collection. After contacting business organizations
in the IT sector in Andalusia, a number of Chambers of
Commerce in the region, and public initiatives designed to
foment migration to and use of business cloud computing
solutions, we obtained a census of 615 Andalusian companies
in different economic sectors that regularly use SaaS and for
which the technology is a strategic tool in the execution of
their activities. All these firms were contacted and sent the
questionnaire online backed up with telephone supervision.
A final number of 161 questionnaires were obtained of
which 150 were considered valid and suitable for testing the
proposed technological model.

The questionnaire was answered by the people with the
greatest knowledge of the cloud computing adoption process
in the organizations, irrespective of their positions in the
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Table 1: Operationalization of constructs.

Construct Items Adapted

Perceived usefulness

(PU1) Using cloud computing enables tasks to be completed more quickly.

[45–47](PU2) Using cloud computing improves work performance.
(PU3) Using cloud computing increases work productivity.
(PU4) Using cloud computing boosts work effectiveness.

Perceived ease of use

(PEU1) Interaction with cloud computing services is clear and easily understood.

[45, 46, 48](PEU2) Working with cloud computing does not require much mental effort.
(PEU3) Cloud computing services are easy to use.

(PEU4) What you want to do can be easily found in cloud computing services.

Attitude toward using

(ATU1) Cloud computing provides access to most data.

[49, 50](ATU2) Cloud computing is better than the previous information system in the company.
(ATU3) Cloud computing provides accurate information.

(ATU4) Cloud computing provides integrated, timely, and reliable information.

Behavioral intention to use
(BIU1) The company expects the cloud computing services to be used.

[47, 50](BIU2)The company expects the information provided by the new cloud computing-based
system to be useful.

Top management support

(TMS1) Top management is interested in cloud computing.

[11, 45, 50](TMS2) Top management understands the importance of cloud computing.
(TMS3) Top management supports the implementation of cloud computing.

(TMS4) Top management understands the opportunities provided by cloud computing.

Training

(T1) Full training was received on cloud computing services.

[45, 49, 51, 52]
(PT2) Received training gives confidence in the cloud computing system.
(PT3) Training on cloud computing was sufficiently broad and detailed.

(PT4) The trainers were knowledgeable of cloud computing services and passed their
knowledge on to employees.

Communication
(C1) There is fluid communication regarding cloud computing services.

[49, 50, 52](C2) There are no obstacles to addressing the topic of cloud computing.
(C3) Honest information was received about cloud computing services.

Technological complexity

(TC1) It is hard to understand what cloud computing services do.

[11, 53](TC2) Using cloud computing services takes up too much time.
(TC3) A lot of effort is required to learn how to use cloud computing services.

(CT4) In general, cloud computing is very complex to use.

Organization size (OS1) Please indicate the annual business volume in the organization. [11, 54, 55]
(OS2) Please indicate the number of employees in the organization.

companies (directors, chief information officers, IT man-
agers, etc.). Thus a “key informants” methodology for data
collection was used. This is a common focus in information
systems-related empirical analyses [9, 11].

A series of recommendations were followed during the
design of the study questionnaire to avoid the common
method bias associated with the responses given to a range of
different questionnaire questions [158, 159]. First, clear, con-
cise questions were asked using very familiar terms for
respondents. Second, confidentiality of responses was guar-
anteed so that respondents could answer honestly. Lastly,
random changes weremade to the order in which some of the
questions were asked. After data collection, the Harman sin-
gle factor test was used as a common method bias after con-
trol measure [160–162].The test detected no single factor that

could explain most of the total variance, which suggests that
a bias is very unlikely.

4.3. Data Analysis Method. With respect to testing the con-
ceptual model’s hypotheses, the Partial Least Squares (PLS)
technique was applied to estimate variance-based structural
equations models (SEM). SmartPLS 3 software [163] was
chosen to assess reliability and validity of the measurement
model and to test the structural model, both for its graphic
resolution capacity and for the set of applied statistical
methods. SEM are a good choice when seeking to find
the simultaneous behavior of dependence relationships and
enable us to go further than other multivariate techniques,
such as multiple regression and factor analysis [164].
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Table 2: Cronbach’s alpha and composite reliability.

Constructs Cronbach’s alpha Composite
reliability (CR)

Attitude toward using 0.871 0.912
Top management support 0.930 0.951
Technological complexity 0.899 0.930
Communication 0.795 0.878
Training 0.966 0.975
Behavioral intention to use 0.800 0.908
Perceived ease of use 0.884 0.920
Perceived usefulness 0.934 0.953
Organization size 0.832 0.919

Table 3: Average Variance Extracted (AVE) of each construct.

Constructs AVE
Attitude toward using 0.722
Top management support 0.828
Technological complexity 0.769
Communication 0.706
Training 0.908
Behavioral intention to use 0.832
Perceived ease of use 0.742
Perceived usefulness 0.836
Organization size 0.849

PLS was chosen for several reasons: first, PLS does not
impose normality requisites on the data and is a technique
that is indicated for predicting dependent variables in small
samples, given a certain degree of quality in themeasurement
model [165, 166]. Thus, it adapts well to our final 150-
organization sample. In addition, PLS is more appropriate
when the objective is to predict and investigate relatively new
phenomena [167], as is the case of cloud computing. Finally,
PLS is a widely used SEM assessment method in business
management research on information systems [168–170] and
on cloud computing [11, 54, 118].

5. Results

5.1. Measurement Model. Cronbach’s Alpha and Composite
Reliability (CR) were used to measure construct reliability.

These enable construct reliability consistency to be mea-
sured on the basis of its indicators [171], that is, the rigor with
which these items are measuring the same latent variable.
Values nearer to 1 indicate greater reliability.

Table 2 gives the calculations of the two coefficients for all
the model constructs. As can be observed, all the alpha
coefficients present values much greater than 0.7, which is the
bottom threshold that is usually set for accepting construct
reliability [172]. CR coefficients confirm that all the constructs
have great internal consistency as they present values between
0.878 and 0.975, which are well above the minimum required
level of 0.7 [173, 174].

Average Variance Extracted (AVE) was used to assess
convergent validity (see Table 3). This provides information

about the amount of variance a construct manages to obtain
from its indicators compared to the amount of variance due
to measurement error [175].

Discriminant validity indicates the degree to which a
given construct is different from other constructs. To deter-
mine discriminant validity, first the analysis shown in Table 4
was performed.

This consisted of testing that each construct’s AVE square
root (in the diagonal in the table) is greater than the corre-
lation between the construct in question and the remaining
constructs in the model [175]. As can be observed, this
requisite is complied with in all cases.

The second analysis for discriminant validity consists of
validating the cross-loadings matrix of all the indicators with
their respective constructs. Loads (𝜆) indicate correlations
between the scores of a construct and its indicators. Cross-
loadings reflect the correlations between a construct’s scores
and the scores of other constructs’ indicators [176].

If ameasure loadsmore strongly on other constructs than
its own, its inclusion has to be reconsidered, as it is not clear
which construct it is reflecting.

Each item set should be expected to load more on it
respective constructs than on the indicators of other con-
structs. As Table 5 shows, all items achieve a higher value with
their own construct than the other latent variables.

From this point of view, discriminant validity would also
be achieved in all cases.

The second analysis for discriminant validity consists of
validating the cross-loadings matrix of all the indicators with
their respective constructs. Loads (𝜆) indicate correlations
between the scores of a construct and its indicators. Cross-
loadings reflect the correlations between a construct’s scores
and the scores of other constructs’ indicators [176]. If a
measure loads more strongly on other constructs than its
own, its inclusion has to be reconsidered, as it is not clear
which construct it is reflecting. Each item set should be
expected to load more on its respective constructs than on
the indicators of other constructs. As Table 5 shows, all items
achieve a higher valuewith their own construct than the other
latent variables. From this point of view, discriminant validity
would also be achieved in all cases.

Finally, with respect to the individual reliability of each
construct’s reflective indicators, as can be seen in Table 5, all
the items have high loads (𝜆) and do not need to be filtered. A
manifest variable’s communality (𝜆2) is the part of its variance
that is explained by a factor or construct [177]. A value of
𝜆 >= 0.707 indicates that each measure represents at least
50% (0.7072 = 0.5) of underlying construction variance [176],
whereby it is common to set this value as aminimum level for
its acceptance as part of the construct [178]. All the loadings of
all the items included in the researchmodel are observed to be
above this threshold and can therefore be considered reliable.

5.2. Structural Model. With the measurement model shown
to have adequate reliability and validity levels, the structural
model is analyzed. During this stage, the hypotheses are
tested to find whether they obey the established relationships
between the various constructs of the proposed research
model [176, 179–181].
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Table 4: Correlations and AVEs.

ATU TMS TC C T BIU PEOU PU OS
ATU 0.85
TMS 0.537 0.91
TC −0.302 −0.226 0.877
C 0.631 0.608 −0.300 0.841
T 0.484 0.443 −0.153 0.546 0.953
BIU 0.639 0.443 −0.335 0.541 0.466 0.912
PEOU 0.763 0.540 −0.434 0.665 0.417 0.571 0.862
PU 0.724 0.498 −0.225 0.512 0.458 0.664 0.658 0.914
OS −0.346 −0.241 0.155 −0.364 −0.182 −0.110 −0.457 −0.367 0.922

Table 5: PLS loadings and cross-loadings.

Item ATU TMS TC C T BIU PEOU PU OS
TMS1 0.854 0.376 0.486 −0.129 0.348 0.337 0.359 0.369 −0.179
TMS2 0.946 0.526 0.599 −0.219 0.409 0.437 0.511 0.488 −0.264
TMS3 0.953 0.501 0.547 −0.223 0.391 0.391 0.523 0.441 −0.228
TMS4 0.883 0.53 0.567 −0.236 0.456 0.432 0.547 0.496 −0.199
ATU1 0.365 0.814 0.49 −0.196 0.372 0.513 0.642 0.608 −0.263
ATU2 0.464 0.812 0.563 −0.252 0.419 0.586 0.607 0.615 −0.288
ATU3 0.507 0.901 0.572 −0.254 0.483 0.586 0.635 0.657 −0.307
ATU4 0.484 0.868 0.516 −0.325 0.366 0.481 0.711 0.576 −0.319
C1 0.502 0.553 0.867 −0.214 0.428 0.409 0.551 0.416 −0.347
C2 0.374 0.484 0.787 −0.237 0.333 0.42 0.454 0.358 −0.169
C3 0.615 0.55 0.865 −0.296 0.575 0.521 0.643 0.497 −0.367
TC1 −0.168 −0.165 −0.141 0.724 −0.019 −0.034 −0.353 −0.079 0.264
TC2 −0.168 −0.267 −0.263 0.932 −0.08 −0.366 −0.383 −0.25 0.08
TC3 −0.221 −0.304 −0.264 0.922 −0.193 −0.312 −0.402 −0.198 0.178
TC4 −0.234 −0.297 −0.343 0.914 −0.203 −0.359 −0.396 −0.217 0.09
T1 0.471 0.473 0.559 −0.194 0.936 0.472 0.442 0.454 −0.187
T2 0.407 0.439 0.475 −0.117 0.949 0.427 0.35 0.417 −0.179
T3 0.4 0.484 0.547 −0.135 0.974 0.44 0.422 0.443 −0.173
T4 0.407 0.446 0.493 −0.132 0.953 0.435 0.367 0.43 −0.154
BIU1 0.363 0.491 0.454 −0.344 0.389 0.893 0.462 0.525 −0.072
BIU2 0.438 0.659 0.527 −0.275 0.456 0.93 0.57 0.673 −0.124
PEOU1 0.496 0.704 0.663 −0.349 0.399 0.481 0.903 0.631 −0.495
PEOU2 0.388 0.533 0.472 −0.278 0.3 0.412 0.802 0.37 −0.363
PEOU3 0.436 0.688 0.57 −0.491 0.336 0.619 0.887 0.597 −0.299
PEOU4 0.526 0.681 0.565 −0.364 0.389 0.444 0.851 0.623 −0.41
PU1 0.487 0.638 0.468 −0.162 0.446 0.541 0.583 0.89 −0.355
PU2 0.468 0.669 0.436 −0.193 0.427 0.616 0.576 0.942 −0.284
PU3 0.448 0.678 0.427 −0.229 0.415 0.62 0.595 0.916 −0.347
PU4 0.419 0.66 0.54 −0.234 0.389 0.647 0.649 0.908 −0.357
OS1 −0.285 −0.398 −0.392 0.205 −0.183 −0.125 −0.505 −0.387 0.957
OS2 −0.127 −0.199 −0.252 0.046 −0.147 −0.066 −0.296 −0.269 0.885

The basic measure to determine predictability of endoge-
nous variables is 𝑅2. This can be defined as the amount of
construct variance explained by the model. According to
Chin [179], benchmark 𝑅2 values of 0.67, 0.33, and 0.19 can
be considered to be strong, moderate, and weak, respectively.
Falk and Miller [182] indicate that when 𝑅2 values are under
0.1 the relationships formulated as hypotheses have a very
low predictive level despite being statistically significant. The

model’s latent variables that are not endogenous have no 𝑅2
value.This is the case of the independent variables: TMS, TC,
OS, and T.

Table 6 gives all the endogenous variables’ 𝑅2 values. All
the values can be observed to amply exceed the minimum 0.1
threshold set by Falk and Miller [182]. Meanwhile, following
Chin [179], the 𝑅2 value for ATU demonstrates the existence
of a strong predictive power, while BIU (0.548), PU (0.497),
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Table 6: 𝑅2 and 𝑄2.

Constructs 𝑅2 𝑄2

Attitude toward using (ATU) 0.669 0.479
Communication (C) 0.465 0.302
Behavioral intention to use (BIU) 0.548 0.415
Perceived ease of use (PEOU) 0.576 0.412
Perceived usefulness (PU) 0.497 0.395

PEOU (0.576), and C (0.465) values are moderate to strong.
In short, even though additional factors can evidently exist,
the model can be stated to be highly predictive and a large
part of the variables’ variances are explained by the same.

Table 6 also includes the Stone-Geisser test (𝑄2), used as
a criterion to measure the dependent constructs’ predictive
relevance. A blindfolding process was used for the calcula-
tion. This process omits part of the data for a given construct
during parameter estimation and then an attempt is made
to estimate what has been omitted using said parameters
[179]. The 𝑄2 values used to calculate the model’s predictive
relevance are all above 0,which is evidence of the pathmodel’s
predictive relevance and suitable fit [183, 184].

The analysis of the path coefficients (𝛽) and their statisti-
cal significances enables the proposed research hypotheses to
be tested. These coefficients measure the degree to which the
predicting variables contribute to the endogenous variables’
explained variances. Variance in an endogenous construct
explained by another latent variable can be measured from
the absolute value of multiplying its 𝛽 by the correlation
coefficient of the two variables [182]. 𝛽 values between 0.1 and
0.2 could be considered to havemoderate influence, although
it is desirable for them to be above 0.2 [179].

Also, Falk and Miller [182] propose that a predicting
variable should explain at least 1.5% variance in an endoge-
nous variable.Thus, these authors’ empirical rule, rather than
setting a minimum value for the coefficient, implies that the
product of𝛽multiplied by the correlation coefficient between
the two variables should be equal to or greater than 0.015.

Whatever the case, calculation of path coefficients should
be accompanied by somemeasure that reports their statistical
significance. Goodness of fit is measured from the 𝑡 statistic
that comes from applying the bootstrap resample method.
One-tailed testing has been used in most contrasts as the
direction of the relationships is specified in the model [185,
186].

On this basis, the following values are used as statistical
significance benchmarks: 𝑡 = 1.645 for 95% confidence, 𝑡 =
2.327 for 99%, and 𝑡 = 3.092 for 99.9%.

Two-tailed testing was used in hypotheses H17 and H18
which are not directional. The acceptance t-values for two-
tailed tests are 1.96, 2.577, and 3.292 at the significance levels
of 0.05, 0.01, and 0.001.

The values obtained in these tests and the standard
regression coefficients are given in Table 7 and enable testing
of the proposed structural model’s hypotheses. As can be ob-
served, statistical significance is obtained in structural paths
and in most cases for a p-level of 0.001.

An analysis of Table 7 shows that 12 of the 16 hypotheses
are supported. To the contrary, H8, H9, H13, and H14 are
not supported. Results of the analysis including standardized
path coefficients and significances are presented in Figure 2.

With respect to the 𝛽 path coefficient values, when
hypotheses are supported, the above- mentioned conditions
set by Chin [179] are always complied with. In four cases
the influence can be considered to be more moderate but
statistically significant: “TMS→ PEOU” (𝛽= 0.181;𝑝 < 0.01),
“T → PU” (𝛽 = 0.192; 𝑝 < 0.01), “OS → BIU” (𝛽 = 0.198;
𝑝 < 0.01), and “TC→ BIU” (𝛽 = −0.164; 𝑝 < 0.01). At the
opposite extreme, the strength of some of the model’s
relationships stands out, with high path coefficients and 𝑡
statistics, including “TMS → CO” (𝛽 = 0.455; 𝑝 < 0.001),
“PEOU→ ATU” (𝛽 = 0.506; 𝑝 < 0.001), and “PEOU→ PU”
(𝛽 = 0.505; 𝑝 < 0.001).

Changes in𝑅2 when a specific exogenous variable is omit-
ted are used to assess a substantial impact on an endogenous
construct.Thismeasure is called the𝑓2 size effect [2] and val-
ues of 0.02, 0.15, and 0.35 represent small, medium, and large
effects, respectively [187]. Table 8 summarizes the f square
values with their corresponding 𝑝 values and effect sizes.

6. Discussion

Regarding Hypothesis H1, PEOU is confirmed to have a
direct influence on PU. Also, both PEOU and PU have a sig-
nificant influence on ATU (H2 and H3). This means that, for
cloud providers to induce more organizations to adopt and
use cloud computing, they have to offer a supply of products
and services based on ease of use and usefulness. In other
words, the services should be easy for any user with a min-
imum user level computer training to use. At the same time,
they have to be a useful tool for doing work within the
organization and enable tasks to be carried out more quickly
at the same time that they improve task performance and
boost productivity. The influence of PU on BIU (H4) is
also confirmed, revealing that companies obtain a greater
perception of usefulness with cloud computing than they do
using services installed on their own computers, local net-
work, or simply the Internet. Effect sizes (𝑓2) are medium to
large in these four relationships.

With respect to H5, results show that ATU has a positive
effect on BIU.This confirms the results of prior studies in the
information systems area [50, 188–190] and in the sphere of
cloud computing [84]. When the indicators used to measure
ATU (see Table 1) are taken into account, the analyzed
organizations consider that the cloud system enables data to
be accessed appropriately and provides opportune, reliable
information and is perceived as a better technology than the
information system used previously. These positive attitudes
toward cloud computing are significantly influenced by PU
and PEOU, as seen previously. The two variables enable 𝑅2 of
66.9% to be obtained in ATS.

The analysis confirms that TMS has a positive effect on
cloud system communication (H6) with a medium to large
effect size. Also, although being less intensely than in the
previous case, TMS is also confirmed to have a direct effect
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Table 7: Path coefficients (𝛽) and statistical significance (𝑡).

Number Hypothesis 𝛽 (path coefficients) 𝑇-value Supported?
H1 PEOU→ PU 0.505∗∗∗ 4.302 Yes
H2 PEOU→ ATU 0.506∗∗∗ 6.106 Yes
H3 PU→ ATU 0.391∗∗∗ 4.560 Yes
H4 PU→ BIU 0.470∗∗∗ 4.836 Yes
H5 ATU→ BIU 0.317∗∗ 3.06 Yes
H6 TMS→ C 0.455∗∗∗ 5.508 Yes
H7 TMS→ PEOU 0.181∗ 2.107 Yes
H8 TMS→ PU 0.154 1.496 No
H9 T→ PEOU 0.056 0.77 No
H10 T→ C 0.345∗∗∗ 4.414 Yes
H11 T→ PU 0.192∗∗ 2.408 Yes
H12 C→ PEOU 0.368∗∗∗ 3.949 Yes
H13 C→ PU −0.035 0.278 No
H14 TC→ PU 0.062 0.956 No
H15 TC→ PEOU −0.238∗∗∗ 3.823 Yes
H16 TC→ BIU −0.164∗∗ 2.452 Yes
H17 OS→ PU −0.087 0.988 No
H18 OS→ PEOU −0.232∗ 3.114 Yes
H19 OS→ BIU 0.198∗∗ 2.43 Yes
∗𝑝 < 0,05; ∗∗𝑝 < 0,01; ∗∗∗𝑝 < 0,001.
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Figure 2: PLS results of the structural model with path coefficients.

on PEOU, thus supportingHypothesis H7.This positive effect
enables a similar conclusion to be drawn to prior research
on other information systems [77, 136] and cloud computing
[45].

In other regards, these same prior studies, together with
Son et al. [64], led us to presuppose that TMS has an influence
on PU (H8). We found a small effect size for this relationship

(Table 8). However, the results do not enable support to be
given to this hypothesis and the TMS-PU relationship is not
statistically significant. The fact that TMS does not influence
PU (or has a very little influence on it) may be due tomultiple
reasons, such as a change in company strategy priorities as a
result of the ongoing economic crisis, or the reticence that
cloud computing still arouses due to the fact that the data
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Table 8: Theoretical effect sizes for 𝑓2.

Number Hypothesis 𝑓2 Effect size
H1 PEOU→ PU 0.218 Medium
H2 PEOU→ ATU 0.356 Large
H3 PU→ ATU 0.344 Medium
H4 PU→ BIU 0.216 Medium
H5 ATU→ BIU 0.076 Small
H6 TMS→ C 0.324 Medium
H7 TMS→ PEOU 0.049 Small
H8 TMS→ PU 0.028 Small
H9 T→ PEOU 0.003 —
H10 T→ C 0.167 Medium
H11 T→ PU 0.048 Small
H12 C→ PEOU 0.160 Medium
H13 C→ PU 0.001 —
H14 TC→ PU 0.006 —
H15 TC→ PEOU 0.121 Small
H16 TC→ BIU 0.064 Small
H17 OS→ PU 0.012 —
H18 OS→ PEOU 0.110 Small
H19 OS→ BIU 0.070 Small

are physically held outside the organization, sometimes even
in other countries with lax legislation on data protection,
intellectual property, copyrights, and so forth.

With regard to hypothesis H9, the training-PEOU rela-
tionship has not been supported in the present research
and, consequently, the conclusions drawn in prior studies
[45, 50, 52, 140] are not backed up. This does not mean that
training has not been well scored by organizations. In fact,
the four items used to measure this variable all had high
averages, in the responses both from top management and
from technical nonmanagement personnel. Furthermore, as
will be seen below, its influence on PU is significant, as said
previous studies confirm.

The results also show a significant relationship between
training and communication (H10). This confirms that com-
panies’ training programs helped to make communication
about cloud computing and any obstacles that their imple-
mentation might entail more fluid. This relationship can also
be placed in a context in which shared knowledge-related
training and Web 2.0 communication often represent the
key to extending innovation adoption. The skills of the ICT
sector professionals are a core factor that needs to be taken
into account and, as a result, their ongoing training and skill
enhancement are a major challenge [191, 192], with the so-
called Web 2.0 being an extremely important source.

The confirmation of hypothesis H11 corroborates prior
studies on the influence of training on PU [45, 51, 52, 76],
confirming that appropriate training improves organizations’
perception of the advantages that cloud systems bring about
in their workers’ performance.

Meanwhile, hypothesis H12 is confirmed with a high level
of significance and communication is presented as one of the
most important of the variables external to the traditional
TAM model. The results are therefore similar to those of
other prior studies [49, 52, 140]. However, the results for

hypothesis H13 do not allow the statement that communica-
tion is perceived as a factor that influences this technology’s
perception of utility in the analyzed organizations.Therefore,
organizations seem to give greater importance to the role of
communication in reducing the risk of confusion and the
effort that cloud system use entails, rather than its role as a
factor that improves perception of the degree to which
systems improve work performance within the organization.

Focusing on the influence of technological complexity,
the first of the hypotheses relating to this variable (H14)
did not receive support. The complexity of cloud systems
therefore does not seem to affect the advantages that compa-
nies perceive that they provide. In fact, in aggregated terms,
the surveyed companies do not perceive cloud computing
as an especially complex technology. This result contradicts
the Gangwar et al. [45] conclusions, the only study on
cloud computing adoption detected with respect to the CT-
PU relationship. To the contrary, testing hypothesis H15
enabled it to be concluded that TC does have a negative
effect on PEOU. This is in line with Bueno and Salmerón
[50], Son et al. [64], Rajan and Baral [76], and Gangwar et
al. [45]. Despite the relationship not being very strong,
hypothesis H16 is also supported, thus confirming that TC is
negatively linked with BIU.This last result coincides with the
conclusions obtained by Tsai et al. [124] and, in the specific
cloud computing sphere, Oliveira et al. [11]. This implies that
although organizations perceive cloud systems to be useful
and easy to use, their implementation can entail certain
problems that some companies find difficult to contend with
technologically, such as the need for ICT specialists or process
and data protection requirements.

Finally, the last group of hypotheses analyzes whether the
adoption of cloud computing bears any relationship with
the size of the organization, measured by turnover and
number of employees. With respect to hypothesis H17, the
results of the present study do not show any significant
influence on PU. To the contrary, significant relationships
are found between OS and PEOU (H18) and between OS
and BIU (H19). With respect to PEOU, this relationship is
inverse, which leads us to state that the efforts required to
adopt cloud systems are perceived to be greater in larger
companies than in those smaller in size. This could be due to
the greater complexity of innovation projects undertaken by
these companies, which leads them to perceive greater
difficulties and possible eventualities after cloud computing
adoption. With regard to BIU, the results of prior studies are
confirmed in the sphere of cloud computing [11, 109], as they
also show a direct OS-BIU relationship. An organization’s size
therefore has a significant influence on the speed and ease
with which organizations can incorporate cloud computing
and it is the largest companies that demonstrate greater
innovation.

7. Conclusion

Cloud computing technology is one of the most important
Internet developments and represents an essential step for-
ward for information systems. However, for organizations
especially, the adoption process is neither easy nor quick and
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depends on a large number of determinants that the present
study seeks to identify.

Based on TAM and a number of external variables,
the model proposed in this research was developed after
analyzing a range of frameworks and theories used in dif-
ferent studies on technology acceptance in the sphere of
information systems. The model was empirically assessed
using a sample of 150 organizations in the Andalusia region
(Spain).

In general terms, the original PU, PEOU, and ATU-based
TAM model tends to explain about 40% of system intention
of use [66]. It is recommended that the model be extended by
the inclusion of other variables in order to increase its
predictive capacity. In our study, extending the model in
this way has enabled 54.8% 𝑅2 to be achieved in behavioral
intention to use. To be precise, the five external variables
that were considered to be especially interesting and which
have enabled a satisfactory degree of fit to be obtained are
topmanagement support, communication, organization size,
training, and technological complexity.

The results indicate that the analyzed external variables
have a direct or indirect influence on final intention of use
of cloud computing. These results complement the literature
that assesses cloud system adoption in organizations and
contribute new determinants. First, the application of the
TAMmodel in this field is validated and the five correspond-
ing hypotheses are supported. Second, organization size and
technological complexity are proven to have a direct influence
on final adoption of cloud technology. Lastly, all the external
variables except for training are demonstrated to have an
indirect influence on cloud computing adoption via perceived
ease of use, with training exerting influence via perceived use-
fulness. Our study therefore suggests that perceived ease of
use is a better mediating variable for the model’s external
variables than perceived usefulness, on which it also exerts
a very significant influence. Be that as it may, as an integral
part of TAM, the influence of perceived usefulness on
behavioral intention to use and attitude toward using is
clear.

8. Limitations of the Study and
Future Lines of Research

It should be borne in mind that all the results of this
research have been obtained from a sample of companies
located in Andalusia (Spain). If the number of surveyed
organizations and the analytical methodology followed are
taken into account, the conclusions can be stated to reliably
reflect the situation of cloud computing in said region, with its
own particular socioeconomic circumstances. Therefore, the
corresponding caution should be shown when extrapolating
the results to other countries or regions, and aspects such
as the current deployment of high speed broadband, prices,
the number of existingmicro companies, and GDP should be
taken into account.

Among the future lines of research that we propose are
expanding the study to a sample of a greater number of
companies and organizations in other areas, including other

countries, with a differentiation made between the develop-
ment steps with respect to cloud technology and the cultural
or technological context, and the PaaS deployment model,
which is especially important in the ICT sector. It would
also be especially interesting to continue the study of the
factors that impact cloud computing adoption by including
aspects such as the time of adoption and deployment and
company cooperation, assessing the effects that involvement
in company networks designed to drive up organizational
training and the standardization of interfaces or technolog-
ical platforms have. In addition, a more detailed study could
bemade of aspects relating to trust in the cloud systemas even
though the items included in the ATU variable in the present
research include general aspects relating to organizations’
perceptions of risk, the analysis of sources of risk could be
the object of a deeper examination. Specifically, it would be
especially interesting to analyze the influence of service
outages, incompliance with agreements, the effectiveness of
security devices, data loss, and improper data use.
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