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Abstract—Automatic handwriting recognition system is very
important for various areas of application such as banking
and logistics sectors. The performance of such system strongly
depends on its feature extraction methods. So far, many extraction
methods have independently been studied and proposed, and the
three widely adopted methods are Geometric Moment Invariant
(GMI), United Moment Invariant (UMI), and Zernike Moment
Invariant (ZMI). This study is performed to understand the
relative performance of the three methods. For this purpose, the
methods, in conjunction with Support Vector Machine classifier
with RBF, and PuK kernels, are used to recognize characters
taken from Char75K dataset. In addition, the combined fea-
tures of GMI-UMI, GMI-ZMI, UMI-ZMI, and GMI-UMI-ZMI
are also studied. The numerical results suggest the following.
Among the three extraction methods, GMI, UMI, and ZMI
methods, the latter two methods tend to provide better results
by about 7–8% than the GMI method. Generally, when the
features are combined, the results improve rather significant,
about 7–8% improvement. Only the pair of GMI and UMI
combination provide small or negligible improvement. Using the
RBF kernel, GMI features alone result in 63% accuracy, UMI
features alone 70% accuracy, and GMI-UMI combination result
in 72% accuracy. Combination of UMI-ZMI features improve
the accuracy significantly than each method along. We also find
that the combination of the three methods, GMI-UMI-ZMI, tend
to increase the accuracy significantly. The accuracy reaches the
level of 96% for the RBF kernel and 89% for the PuK kernel.

Keywords—Geometric Moment Invariant (GMI), United Mo-
ment Invariant (UMI), Zernike Moment Invariant (ZMI), Support
Vector Machine (SVM)

I. INTRODUCTION

Automatic handwriting recognition system is important for
having many practical applications. In the banking industry
for example, the system is required to read customer checks
and receipt slips, which are traditionally read by bank tellers
manually. The traditional process is slow, tedious, and prone
to errors due to variation, size, and manner of handwriting.
Similarity among letters in the alphabet and similarity between
letters and numbers contribute to the difficulty of the automatic
handwriting recognition. For example, we may easily find writ-
ing where the number ‘4’ looks very similar to the character
‘A’.

Similar to the cases of many classification problems, the
feature extraction method is clearly an important aspect for
the success of the classification besides the classification
method. The three widely used feature extraction methods
for handwriting recognition are Geometric Moment Invariant

(GMI), United Moment Invariant (UMI) and Zernike Moment
Invariant (ZMI) methods.

Many previous studies have been conducted using those
extraction methods [1]–[14]. Reference [1] demonstrated that
GMI features and Neural Network classifier are able to rec-
ognize Arabic letters at 97% accuracy. Reference [2] utilized
UMI features, fast SOM classifier, and achieved 86% accu-
racy. Reference [3] utilized ZMI, hidden Markov models, and
achieved 87–90% accuracy.

This study focuses on comparisons of the the three feature
extraction methods. Support Vector Machine (VSM) classifi-
cation would be used in conjunction with the three extraction
methods. The data are taken from the Char74K dataset [15].

II. RESEARCH METHODS

To study the accuracy of various feature extraction meth-
ods, we utilize images of characters in Char74K dataset [15].
The dataset has 64 classes (0–9, A–Z, a–z), 7705 characters
of natural handwriting, 3410 characters of handwriting using
table PC, and 62992 characters of computer generated. In total,
the database has more than 74K character pictures.

Prior the feature extraction processes, all images are sub-
jected to a number of preprocessing stages. Subsequently, those
processes are resizing, color model transformation, binariza-
tion, and skeletonization.

A. Preprocessing Processes

Each image initially has the size of 1200×900 pixels. This
dimension is excessive for our computational resources; thus,
the image size is reduced prior feature extractions. The image
size is reduced to 32×24 pixels using Fast Image Resizer [16].
Some images of the lowercase ‘a’ after the process are shown
in Fig. 1.

Fig. 1. Examples of images of ‘a’ character after size reduction process
where the initial size of 1200× 900 pixels is reduced to the size of 32× 24

pixels. The original images are taken from Char74K dataset [15].
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The second preprocessing process is converting the images
from the RGB color model to the grayscale model using the
equation:

IS =
IR + IG + IB

3
, (1)

where IS is the gray-scale intensity, and IR, IG, and IB are
respectively the intensities of the red, green, and blue channels.

The third is the binarization process where the image in
the gray-scale model is converted into the binary image. The
conversion is performed following:

IB(x, y) =

{
1, if IS(x, y) > T

0, otherwise
, (2)

where IB(x, y) ∈ [0, 1] is the binary image intensity and T is
a threshold.

The last preprocessing process is skeletonization that fo-
cuses on geometrical and topological properties of the shape.
In the current work, the skeletonization utilizes Zhang-Suen
algorithm [17]. A typical result of the skeletonization process
is shown Fig. 2.

Fig. 2. An example result of the skeletonization process.

B. Feature Extraction Methods

1) Geometric Moment Invariant: The Geometric Moment
Invariant (GMI) features were introduced by Ref. [4]. GMI
characteristics have been discussed in a great length in Ref. [5].
The following procedures of computing the seven GMI fea-
tures are on the basis of Ref. [6]. Firstly, we scan the binary
image from the left to the right, and from the top to the bottom.
We define the moments mpq as: mpq =

∑
x

∑
y x

pypf(x, y),
where p and q are integers with values of 0, 1, 2, . . ., and
f(x, y) is the intensity value at the location x and y. The
coordinates of the object centroid are x̄ = m10/m00 and
ȳ = m01/m00. Moreover, we define the central moments μpq

as: μpq =
∑

x

∑
y (x− x̄)

p
(y − ȳ)

q
f(x, y). We define the

normalized central moments ηpq as: ηpq = μpq/μ
γ
00
, where

γ = (p + q + 2)/2 and p, q ∈ 2, 3, . . .. Finally, we define the
seven GMI features, ϕ1, ϕ2, . . . , ϕ7 , as the following.

ϕ1 = η20 + η02 (3)

ϕ2 = (η20 − η02)
2
+ 4η2

11
(4)

ϕ3 = (η30 − 3η12)
2
+ (η21 − η03)

2
(5)

ϕ4 = (η30 + η12)
2
+ (η21 + η03)

2
(6)

ϕ5 = (η30 − 3η12) (η30 + η12)
[
(η30 + η12)

2 − 3 (η21 + η03)
2
]

+ (3η21 − η03) (η21 + η03)
[
3 (η30 + η12)

2 − (η21 + η03)
2
]

(7)

ϕ6 = (η20 − η02)
[
(η30 + η12)

2 − (η21 + η03)
2
]
+

+ 4η11 (η30 + η12) (η21 + η03) (8)

ϕ7 = (3η21 − η03)(η30 + η12)
[
(η30 + η12)

2 − 3(η21 + η03)
2
]

− (η30 − 3η12)(η21 + η03)
[
3(η30 + η12)

2 − (η21 + η03)
2
]

(9)

2) United Moment Invariant: The United Moment Invari-
ant (UMI) was proposed by Ref. [7] and has been discussed
in a great length in Ref. [5]. The following UMI feature
formulations, θ1, θ2, . . . , θ8, are on the basis of Ref. [8].

θ1 =

√
ϕ2

ϕ1

, (10)

θ2 =
ϕ6

ϕ1ϕ4

, (11)

θ3 =

√
ϕ
5

ϕ4

, (12)

θ4 =
ϕ5

ϕ3ϕ4

, (13)

θ5 =
ϕ1ϕ6

ϕ2ϕ3

, (14)

θ6 =

(
ϕ1 +

√
ϕ
2

)
ϕ3

ϕ6

, (15)

θ7 =
ϕ1ϕ5

ϕ3ϕ6

, and (16)

θ8 =
(ϕ3 + ϕ4)√

ϕ
5

. (17)

3) Zernike Moment Invariant: Zernike Moment Invariant
(ZMI) was introduced by Teague in 1980 [9] and it has been
widely used for pattern recognition [10], [11] and especially
for character recognition [12]. Reference [13] concluded that
ZMI is better than Hu’s moments for object recognition. The
following ZMI feature formulations, ZM1,ZM2, . . . ,ZM6, are
on the basis of Ref. [14].

ZM1 =
3

π
[2(η20 + η02 − 1)] (18)

ZM2 =
9

π2

[
(η20 − η02)

2 + 4η2
11

]
(19)

ZM3 =
16

π2

[
(η03 − 3η21)

2 + (η30 − 3η2
12
)
]

(20)

ZM4 =
144

π2

[
(η03 − 3η21)

2 + (η30 + η12)
2
]

(21)

ZM5 =
13824

π4
[(η03 − 3η21)(η03 + η21){

(η03 + η21)
2 − 3(η30 + η12)

2
}

−(η30 − 3η12)(η30 + η21)
{
(η30 + η12)

2 − 3(η03 + η21)
2
}]

(22)

ZM6 =
864

π3

[
(η02 − η20)

{
(η30 + η12)

2 − (η03 + η21)
2
}

+4η11(η03 + η21)(η30 + η12)] (23)

C. Support Vector Machine

In the present study, we only use the Support Vector
Machine (SVM) for linearly separable data. The SVM is a
numerical method to compute an hyperplane for separating
a two-class dataset. It can easily be extended to multiple-
class problem. The SVM establishes the hyperplane, governed
by (w, b), by using the support vectors, which are the data
points that are closest to the hyperplane. The following SVM
formulation is derived from Refs. [18], [19]; readers are
advised to the two sources for detail exposition.

We consider the point sets xi ∈ �d, as the support
vectors, with the categories yi ∈ [−1,+1]. The hyperplane
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that separates yi = −1 from those of yi = +1 should satisfy

<w,x> +b = 0, (24)

where w ∈ �d, <w,x> denotes the inner dot product of w

and x, and b is a scalar constant. The hyperplane is obtained
by solving:

min
w,b

Lp =
1

2
<w,w> −

∑
i

αi [yi (<w,xi> +b)− 1] ,

(25)
where αi ≥ 0. For the case where the data are linearly not
separable, the feature vector xi would be transformed with a
kernel function. Three types of the kernel functions would be
evaluated. The first kernel is polynomial type where K(x,y) =
(1+ <x,y>)

d
. The second type is Radial Basis Function

(RBF) where K(x,y) = exp(− <(x−y), (x−y)> /(2σ2)).
The third type is Pearson VII universal kernek (PuK) where

f(x) = H/[1+(2(x−x0)
√
21/ω − 1/σ)2]ω . The parameter d

is an integer, and would be evaluated for d = 1, 2, and, 3, and
σ and ω are parameters with positive values. The parameter
H is the peak height at x0.

D. Performance Evaluation

The performance indicators are the confusion matrix and
the classification accuracy. The definition of the confusion
matrix is given in Table I. The accuracy definition is given
in Eq. (26).

TABLE I. CONFUSION MATRIX TABLE

Prediction

Negative Positive

Actual
Negative TN FN

Positive FP TP

Accuracy =
TN+ TP

TP + TN+ FP + FN
(26)

In the equation, TN denotes true negative, FN denotes false
negative, FP denotes false positive, and TP denotes true
positive.

III. RESULTS

A. The Examples of the Extracted Features

The number of features obtained from GMI method is 7
features, UMI 8 features, and ZMI 6 features. In the Appendix
section, some examples of those features for a few characters
and numbers are presented in Table II for GMI method,
Table III for UMI method, and in Table IV for ZMI method.

B. Comparison of Geometric Moment Invariant, United Mo-
ment Invariant, and Zernike Moment Invariant Features

The results are summarized in Fig. 3 in forms of bar
diagram and boxplot. A few notable results of the current work
are of the following.

Among the three extraction methods, GMI, UMI, and ZMI
methods, the latter two methods tend to provide better results
by about 7–8% than the GMI method.
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Fig. 3. The level of accuracy of the handwriting recognition using GMI, UMI,
ZMI, GMI-UMI, GMI-ZMI, GMI-UMI-ZMI feature extraction methods and
support vector machine classifier with kernel functions: RBF and PuK. On
the right side, the accuracy distributions are graphically shown in form of
boxplots.

Generally, when the features are combined, the results
improve rather significant, about 7–8% improvement. Only the
pair of GMI and UMI combination provide small or negligible
improvement. Using the RBF kernel, GMI features alone result
in 63% accuracy, UMI features alone 70% accuracy, and GMI-
UMI combination result in 72% accuracy. Combination of
UMI-ZMI features improve the accuracy significantly than
each method along.

We also find that the combination of the three methods,
GMI-UMI-ZMI, tend to increase the accuracy significantly.
The accuracy reaches the level of 96% for the RBF kernel
and 89% for the PuK kernel.

IV. CONCLUSIONS

One major issue in all classification problems is deter-
mining relevant features, which can be used to accurately
and precisely differentiate objects in the area of interest.
Many feature extraction methods have been proposed for the
case of handwriting recognition problem; however, differences
in the classification methods and datasets make difficult to
obtain insights regarding the relative strengths of the exist-
ing methods. Three widely used feature extraction methods
for handwriting recognition are Geometric Moment Invariant
(GMI), United Moment Invariant (UMI), and Zernike Moment
Invariant (ZMI) methods. The purpose of the study is to
compare the performance of the three methods using the same
classifier and dataset. The effects of the combined features of
the three methods are also studied. The dataset is Char74K
and the classifier is Support Vector Machine (SVM) method.
The results suggest that the combined GMI-UMI-ZMI features
provides the recognition up to 96% of the level of accuracy
using the SVM-RBF kernel and 89% using PuK kernel. On
their own, UMI and ZMI features tend to be slightly better than
GMI features. Generally, the combined features, GMI-UMI,
GMI-ZMI, UMI-ZMI, result in the higher level of accuracy in
comparison GMI, UMI, or ZMI features alone.
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Char. Feature Values

6.01×10
−1

2.28×10
−3

2.70 1.31×10
−1

7.70×10
−2

5.12×10
−3

6.80×10
−2

6.36×10
−1

7.94×10
−2

3.66 1.04 1.13 1.98×10
−1

2.62×10
−2

4.92×10
−1

2.85×10
−2

9.05×10
−2

4.52×10
−2

1.10×10
−3

5.21×10
−3

1.61×10
−3

6.09×10
−1

1.55×10
−2

4.33 1.49×10
−1

1.19×10
−1

1.85×10
−2

1.81×10
−2

7.94×10
−1

4.44×10
−1

1.20 6.66×10
−1

5.47×10
−1

3.37×10
−1

1.13×10
−1

4.94×10
−1

2.91×10
−2

1.09×10
−1

1.41×10
−2

5.12×10
−4

2.20×10
−3

2.20×10
−4

6.02×10
−1

1.08×10
−2

2.12 9.87×10
−2

3.40×10
−2

1.02×10
−2

3.50×10
−2

6.27×10
−1

5.17×10
−2

9.11×10
−2

2.67×10
−3

7.92×10
−6

5.64×10
−4

2.31×10
−5

6.38×10
−1

5.29×10
−2

2.95×10
−1

8.92×10
−2

1.42×10
−2

2.05×10
−2

1.24×10
−2

6.69×10
−1

1.71×10
−2

4.65 5.66×10
−1

8.46×10
−1

5.89×10
−2

8.62×10
−1

5.59×10
−1

5.13×10
−2

4.40×10
−1

4.30×10
−1

2.90×10
−2

1.12×10
−2

2.17×10
−1

7.85×10
−1

1.25×10
−1

8.72×10
−1

3.52×10
−1

1.17×10
−1

2.49×10
−2

2.49×10
−2

TABLE III. THE EXAMPLES OF CHARACTERS AND THEIRS FEATURE VALUES OF THE UMI METHOD.

Char. Feature Values

5.49×10
−2

4.76×10
−2

1.28 3.07×10
−1

2.94 1.19×10
2

6.44 4.97

2.81×10
−1

8.93×10
−2

1.73 2.70×10
−1

1.02×10
−1

1.60×10
2

3.02 7.01

2.24×10
−1

1.62×10
−1

1.16 5.20×10
−1

1.24 1.97×10
1

3.21 3.10

3.97×10
−1

1.68×10
−2

9.77×10
−1

9.89×10
−1

1.10×10
−1

8.05×10
1

5.90×10
1

2.01

1.00 1.00 1.00 1.00 1.00 2.00 1.00 2.00

1.00 1.00 1.00 1.00 1.00 2.00 1.00 2.00

5.02×10
−1

4.98×10
−1

1.37 4.87×10
−1

5.15×10
−1

1.16×10
1

9.78×10
−1

3.54

1.82×10
−1

1.30×10
−1

1.79 1.34×10
−1

1.64×10
−1

2.17×10
2

1.02 1.39×10
1

4.97×10
−1

3.97×10
−1

2.46 3.98×10
−2

1.05×10
−2

5.75×10
2

1.00×10
−1

6.23×10
1

2.98×10
−1

5.92×10
−2

2.03 7.61×10
−2

1.23×10
−2

1.19×10
3

1.28 2.72×10
1

6.13×10
−1

1.66×10
−1

3.96×10
−1

2.19×10
−2

6.15×10
−2

6.98×10
1

1.32×10
−1

2.06×10
1

5.47×10
−1

2.07×10
−1

1.19 1.82×10
−1

8.91×10
−2

5.80×10
1

8.78×10
−1

7.38

TABLE IV. THE EXAMPLES OF CHARACTERS AND THEIRS FEATURE VALUES OF THE ZMI METHOD.

Character Feature Values

1.39 3.76×10
−3

8.12×10
−3

6.50×10
−2

3.68×10
−6

4.70×10
−5

1.32 1.14×10
−2

2.67×10
−2

2.02×10
−1

1.72×10
−3

7.77×10
−3

9.67×10
−1

1.79×10
−2

6.25×10
−2

4.23×10
−1

1.51×10
−2

1.50×10
−3

1.22 1.37×10
−2

4.02×10
−4

1.72×10
−3

5.47×10
−7

1.39×10
−4

1.10 1.46×10
−1

0.00 0.00 0.00 0.00

9.22×10
−1

2.25×10
−1

0.00 0.00 0.00 0.00

1.20 2.34×10
−2

1.18×10
−2

1.06×10
−1

1.05×10
−4

1.61×10
−3

1.40 2.58×10
−3

1.53×10
−2

1.34×10
−1

2.16×10
−4

8.84×10
−4

1.11 1.92×10
−2

6.64×10
−2

5.92×10
−1

2.33×10
−5

2.97×10
−4

1.40 6.13×10
−3

2.16×10
−3

4.98×10
−3

5.37×10
−6

3.44×10
−4

9.54×10
−1

6.27×10
−2

3.45×10
−2

2.94×10
−2

1.27×10
−2

4.74×10
−2

4.37×10
−1

1.57×10
−1

1.82×10
−1

1.26 1.54×10
−1

3.23×10
−2
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TABLE II. THE EXAMPLES OF CHARACTERS AND THEIRS FEATURE VALUES OF THE GMI METHOD.
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