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Abstract

There is an industrial drive for the improved detection of sub-mm sized sur-
face breaking defects using non-destructive evaluation (NDE) methods [1]. Elec-
tromagnetic acoustic transducers (EMATS) are a non-contact NDE technique that
utilise the generation and detection of Ultrasound using primarily Lorentz force
mechanisms [2]. They are relatively safe and inexpensive, however, they suffer from
low generation efficiency. The precise industrial drive for this work is improved ul-
trasonic crack detection of surface defects hidden by a thin metallic paint coating.
The majority of standard ultrasonic techniques are not applicable as they require
direct contact to the sample surface. Laser techniques, while non-contact, are still
impeded by the coating, and eddy current techniques are difficult to implement due
to interference from the metallic coating. EMATS are applicable, however their low
generation efficienty limits the minimum defect that can be detected.

This work presents improved resolution surface wave EMATS using geometric
focusing for the detection of sub-mm sized surface breaking defects. Three main
design types have been presented: a pseudo-pulse-echo focused meander-line EMAT,
a pitch-catch focused racetrack EMAT and a pitch-catch focused linear EMAT. The
first two designs have been fully characterised, finding the relations between coil
geometry, focal point location and size, and the optimum operation frequencies [3,
4, 5]. Both designs have been used to size the lengths of a set of drilled calibration
defects to accuracies of +0.5 and +0.4 mm respectively, and the pitch-catch design
has been used to create a calibration curve for defect depth measurements. In

addition, both designs have been used to map a pair of real surface breaking cracks

vi



in an aluminium billet sample to sub-mm resolution. The pitch-catch design has
been used to detect a set of mm-size real thermal fatigue cracks in steel through
a 40 — 60 pum thick metallic paint coating. A four-coil EMAT design based on the
pitch-catch focused racetrack EMAT has been built and demonstrated to detect
surface breaking defects regardless of their surface orientation.

Finally, the meander-line, racetrack, and linear coil design types have been
compared based on their signal strength and their performance at lift-off from a
sample surface. The meander-line designs have the strongest signal to noise ratios
(SNR), with over 40 dB found when in contact with the sample, but the largest SNR
loss with increased lift-off, reducing to 0 dB by 0.3 mm lift-off. The linear designs
have the weakest SNRs, under 30 dB when in direct contact, but the smallest SNR
loss with increased lift-off, dropping to 0 dB by around 1 mm, depending on the
frequency of operation. This makes the linear coil designs optimal for situations
requiring higher lift-off. Lower frequency designs are shown to perform better with
increased lift-off regardless of the coil design, however, lower frequencies have less
spatial resolution capabilities. A proposed linear-meander-line phased EMAT design
is presented to generated 1 MHz signals but with the improved lift-off capabilities
of the linear designs.

This proves that surface wave EMATSs can be optimised for surface wave
detection of sub-mm defects through a metallic paint coating. While pseudo-pulse-
echo focused meander-line EMATSs are already in exsitence, there was previously
no published work on their capabilities and full charaterisation. The other focused

designs presented here are new designs in the field.
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Abbreviations

AC : alternating current
ACPD : alternating potential drop.
B-scan : brightness scan.
CHOTs : cheap optical transducers.
DC : direct current.
DCPD : direct current potential drop.
EDM : electro-discharge machined.
EMAT : electromangetic acoustic transducer.
FDM : fused deposition modeling
FEA : finite element analysis.
FFT : fast Fourier transform.
NDE : non-destructive evaluation.
NDT : non-destructive testing.
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SCC : stress corrosion cracking.

SNR : signal to noise ratio.
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A : arbitrary amplitude constant.
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B : magnetic flux density.
Ay : first order Bessel function
C' : elastic stiffness constant(s) in Chapter 2, section 1 only.
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as
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. electric flux density.
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g : constant, used for Lamb wave definitions, where g% = (“/.,.)? — k2.
H : magnetic field.
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I : electric current magnitude.

J : electric current density.

j @ imaginary number, /—1.

k : wave number (unless in index notation).

L : inductance in Chapter 3.
: racetrack coil width in Chapter 4.

l1 : Lamé parameter, often represented as p.
l5 : Lamé parameter, often represented as A.
M : magnetisation.

m : density unless otherwise specified.

me : mass of an electron.
N; : ion density.
N : unit vector normal to the surface S.

ne : electron density.
p : constant, used for Lamb wave definitions, where p? = (¥/.,)? — k2.
q : constant, used for Rayleigh wave definitions, where ¢2 = 1 — (¢/,, )%

R : reflection coefficient in Chapter 2, sectionl.

: resistance in Chapter 2, section 2.
Re : taking the real part of the function.

r : constant, used for Rayleigh wave definitions, where r = 2 — (¢/.,)?, in

Chapter 2. : radial distance, in Chapter 4.
s @ constant, used for Rayleigh wave definitions, where s2 =1 — (¢/.,.)%

T : Transmission coeflicient.



t : time.
u : displacement.
V . wave velocity.
ve : mean clectron velocity.
v; : mean ion velocity.
V. : mean electron acceleration.
X : reactance.
Z; : charge on an ion.
x,1y,z : Cartesian co-ordinates.

1,7,k,1 : integer indices when used in index notation.

Greek
o \/a®+ jwpo
I';; : Christoffel matrix.
0 : electromagnetic skin depth.
0i; : Kronecker delta (1 for i = j, 0 otherwise).

€ : strain in Chapter 2, section 1 only.

: material permittivity elsewhere.
€o : permittivity of free space.
€, : relative permittivity. € = epe,.
n : constant, where n = (“/,.).
f : angular measurement.
A @ wavelength.
i : material permeability.

1o : permeability of free space.
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Wy @ relative permeability. p = popr.
v : Poisson ratio.

vy : Poisson ratio for a Rayleigh wave.
¢ : constant, used for Rayleigh wave definitions, where & = (“2'/., ).
p : charge density.

>~ : summation over i.

o : stress in Chapter 2, section 1.

: material conductivity elsewhere.
T : mean time between electron-ion collisions.
¢ : scalar potential.
Xe : electric susceptibility.
Xm : magnetic susceptibility.
1 : vector potential.

w : angular frequency.

Miscellaneous
V : gradient operator.
V- : divergence operator.
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Chapter 1

Introduction

With an ageing infrastructure, detection of smaller defects and identification of the
start of cracking is becoming a higher priority industrial requirement [1]. This
work investigates ways to improve the ability of electromagnetic acoustic transduc-
ers (EMATSs) to detect smaller surface breaking defects, and to characterise the
capability of these improved designs for working in a non-contact manner at higher

lift-offs from the sample.

1.1 Surface Breaking Defects

Two important types of surface cracking that can occur in industry are rolling

contact fatigue (RCF) and stress corrosion cracking (SCC).

1.1.1 Rolling Contact Fatigue Cracks

Rolling contact fatigue (RCF) is a surface initiated, directional cracking caused by
a rolling contact between two surfaces [6, 7]. It can occur in systems containing two
metals in rolling contact, such as twin discs, ball bearings and in railway tracks.
Its importance was brought to the forefront after a fatal train disaster in Hatfield,
October 2000, highlighted its dangers [8, 9, 10]. The cracks initiate at a shallow angle
(~10-25° [11]) to the surface, propagating in the direction of the rolling contact, but
can branch deeper into the sample as they grow (figure 1.1). For early stage detection
of RCF, defects as small as 0.5 mm need to be identified [12]. The current advice
to treat this early stage cracking in railway tracks is to regularly grind off the top
layer of the rail head as they are too small to be detected and this prevents them

from propagating deep into the rail head, but this is not a sustainable policy [8, 10].



Figure 1.1: Rolling contact fatigue cracking found in a sectioned disc after laboratory
controlled rolling contact with another disc. Image reproduced from Ringsberg et

al. [7].

RCF cracking was originally found by visual inspection. The current detec-
tion system for RCF cracking consists of a wheel probe using a bulk wave piezo-
electric ultrasound transducer that looks for reflections returned from defects [13].
This method requires continuous application of couplant during scanning, usually
spray on water, and the pulse-echo system requires a scanning speed which allows
detection of the reflections returning to the probe from the sample bulk, making the
system inherently slow, 40-70 km/h [10]. The use of surface wave instead of bulk
wave analysis allows for a pitch-catch detection method, analysing the signal trans-
mitted along the material surface [14, 15]. This means the theoretical limit to the
detection is limited by the speed of the ultrasound velocity (~3000 m/s depending
on the type of steel [16]). As long as the scanning speed is less than the ultrasound
velocity the surface wave generated at one position in the scan will always catch
up with the detection probe as it is scanned along the surface. Surface waves are
also most sensitive to the deepest surface cracks, which will block most of the wave
transmission, whereas bulk waves can encounter masking of larger cracks by smaller
cracks due to the angled beam geometry of the set up, shown in figure 1.2 [10, 13].
EMAT probe systems have been designed to work with an unloaded, flexible con-
tact to the surface, with the EMAT magnet at a much larger lift-off than the coil,
allowing for fast movement without couplant [15]. EMATS can also directly induce
surface waves, unlike piezoelectric transducers which have to use an angled wedge
to convert the ultrasound reducing their efficiency, [17], and are usually used for
bulk waves instead. An alternative surface technique is the use of lasers, and/or air

coupled transducers [18], which are discussed later.
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Figure 1.2: Schematic of how shallow RCF cracks can shadow deeper RCF cracks
when inspected using bulk waves [10, 13].

1.1.2 Stress Corrosion Cracking

Stress corrosion cracking (SCC) originates from non-cyclic tensile stress in a corro-
sive environment [12, 19, 20, 21, 22]. The cracking process is complex and varied,
often resulting in complex geometry branching cracks propagating inwards from the
surface (figure 1.3). Depth gauging of these defects using ultrasonics is complex
due to this branching nature, but feasible [22], with branching cracks potentially
shadowing deeper vertical sections of cracks when using bulk waves, as shown in
figure 1.4. SCC detection is of high importance in many situations in industry, no-
tably in the nuclear power plant industry [20], where in-service inspection at high
temperatures is desirable to avoid the need to shut down the plant. SCC has also
been observed in buried pipelines, notably in the oil and gas industry [23].

Crack growth and branching is very difficult to predict as SCC describes
a whole range of different variations depending on the different mechanical and
chemical environments [12, 19]. In some cases the crack is largely due to the effect
of local stresses, and only marginally exacerbated by a corrosive enviroment, and in
some cases the cracking is created largely by corrosion as the chemical composition of
the material is altered, with only minor contributions from the stress. The dominant
factor may not be clear, with chemical changes causing changes in the local stresses,
and local stresses opening up cracks causing exposure of further material to the
corrosive environment. A report written by the National Physical Laboratory lists
three main SCC mechanisms: active path dissolution, hydrogen embrittlement, and
film-induced cleavage [24]. Active path growth is slow, around 1 mm in three years,
whereas hydrogen embrittlement can be as fast as 1 mm in 1 second. While there
are many standards in place to test materials to different SCC risk environments,

such as exposure to boiling 42% MgCly solution to test austenitic steels for chloride



Figure 1.3: Stress corrosion cracking in type 316L stainless steel, reproduced from
Mathers [26].
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Figure 1.4: Schematic of how shallow crack branches can mask the real depth of a
crack when inspected using bulk waves.

SCC [25], the mechanisms are not well understood. This makes early stage detection
and monitoring of such defects key to better understanding their nature, giving a

need for higher resolution imaging and depth detection [12].



1.2 Non-Destructive Evaluation Methods

Defect detection in industrial components, without damage to the component, is
called on for a variety of reasons. It can be for inspection at the manufacturing
stage, to ensure components are created as expected, for in service monitoring to
watch for component degradation, or for routine checking, taking a component out
of service to see if it is still fit for purpose. A great variety of techniques have been
employed for this, the simplest of which is unassisted visual inspection. This has
clear limitations in that it is difficult to automate, the software requirements for
computer recognition of defects from optical images are currently impractical, and
it is also restricted to defects which are open at the surface, and hence visible with
optical light. A variety of other techniques for surface breaking defect detection are

briefly reviewed here, however there are more techniques available.

1.2.1 Dye Penetrant Inspection

This is a type of visual inspection. Coloured or fluorescent liquid dye is spread
over the surface to be inspected and is drawn into any surface breaking defects by
capillary action. As the dye is often then hidden inside the defects a developer can
be used to draw the dye back out of the cracks and provide image contrast. The
defect locations are then observed by eye [27, 28]. This technique is quick, cheap and
simple. However, the surface has to be clean and completely dry for the capillary
action to work. Porous surfaces also prevent detection. The technique is mostly
qualitative, gives no depth information, requires a highly trained operator, requires

clean up of the dye after inspection, and is low resolution [17].

1.2.2 Magnetic Particle Inspection

This is another type of visual inspection. Magnetic particle inspection (MPI) runs
on the principle that cracks in a magnetised sample will disrupt the flow of the
magnetic field lines. This disruption causes concentrations of the magnetic field at
a defect. The magnetic field can be measured directly using e.g. Helmholtz coils,
which is known as Magnetic Flux Leakage (MFL) inspection [29]. Alternatively, a
faster and simpler way is to inspect the magnetic field visually by using particles such
as iron filings, or iron particles suspended in a fluid, which then concentrate at these
spikes in the magnetic field. A white contrast paint is often applied to increase the
visibility of the particles used. A device such as a yoke is used to apply a magnetic
field through the sample at the area of interest, the contrast paint is applied, and

then the particles. Some indication is given of the defect size from the surface extent



of the particles, however, it is again largely qualitative, with no indication of defect
depth. This is a simple, cheap, and quick to use technique, especially when large
areas need to be studied, but it is messy, low resolution, qualitative, it needs direct

access to the surface, and only works on magnetic materials [28, 30].

1.2.3 Radiography

Radiography inspects materials by exposing them to an x-ray or y-ray source and
detecting the transmission on the other side of the sample [28]. The input rays
spread out from the source uniformly, but variations in the density of the material
cause corresponding variations in the attenuation of the rays, creating an image
on the detection surface. X-ray sources are typically created by bombarding a
material (often Tungsten) with electrons. Varying the electron energy by changing
the voltage drop over which they are accelerated varies the x-ray spectrum created.
The total attenuation of the x-rays through a material is a combination of material
absorption and scattering, which varies depending on how different x-ray energies
interact with the materials, and so an appropriate x-ray source and energy is needed
for a good image contrast. Sometimes other related techniques using electrons,
protons, or neutrons can give better images depending on the material and defects
being imaged [28, 31]. The image detection mechanism was originally x-ray sensitive
photographic paper that darkens when the x-rays make contact, but is being replaced
by digitized detection plates.

Many different effects can lead to variations in the radiographic image, such
as variations in material density. In some ways, this then becomes a type of visual
inspection to interpret the images, although it is no longer surface limited and com-
puter algorithms are often employed [32]. Radiography is non-contact, can image
any defect type (although some types are more difficult and orientation dependent),
simple, and fast, imaging large areas very quickly. However, it is relatively high cost,
uses hazardous radiation, needs a highly trained operator to interpret the images,
and access is needed to the whole surface on both sides. A single source cannot be
used for all materials, and so systems have to be varied dependent on the individual

inspection.

1.2.4 Eddy Current Testing

When an alternating electric current, typically carried by a wire solenoid coil, is
present in proximity to a conductive material, the effect of its associated alter-

nating magnetic field generates an eddy current within the conductive material in
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Figure 1.5: Schematic of the cross-section through an eddy current solenoid coil and
the corresponding image current and magnetic fields in the proximity of a metallic
sample

opposition to the initial current [33, 34]. In turn this new current creates its own
alternating magnetic field, shown in figure 1.5. The behavior of this eddy current
and its field depends upon the properties of the material, such as its electrical con-
ductivity and magnetic permeability, and also upon the shape of the surface of the
material. Flaws within the range of the eddy current alter its path and therefore
change the magnetic field that it creates [35].

Eddy Current testing can be done using a continuous wave excitation of the
generation coil, or using excitation pulses [36]. The response from the sample can
be measured by directly measuring the magnetic field, for example with Hall effect
sensors [37], at the sample surface. Alternatively, the changes in magnetic field in
turn induce current changes back in the original conductor, and these variations can
be detected. A single coil can be used to generate the eddy currents and then detect
the sample response [38], but often a separate passive coil, or set of coils, is used for
detection to isolate the generation and detection systems. Whole arrays of coils can
also be used to map large areas at once [39, 40]. The variations of current in the
coils are small so the electronics have to be well isolated against noise. The depth
range of the eddy current within the sample depends upon the electro-magnetic skin
depth, §, of the input signal, which is predominantly dependent on the frequency,

5= -2, (1.1)

WHo
where w is the angular frequency, p is the material permeability, and o is the material
conductivity [41]. This is explained in more detail in section 2.2 in the context of
EMATSs. Consequently, lower frequencies extend deeper into the sample, and higher
frequencies are more surface sensitive. Very small size coils (1 mm or less) can be
used to give high spatial resolution of the defect surface profile, however, the data

is often qualitative and complex to interpret [35].



Eddy currents can be used for surface defect depth gauging with careful
calibration, depending on the material properties. However, the technique is very
sensitive to many sample parameters such as the conductivity and magnetic perme-
ability, making depth gauging impossible without complex sample characterisation.
Eddy current probes are also sensitive to variations in lift-off, so variations in the
sample surface roughness can affect the depth measurements made. High frequency
operation for the detection of small surface breaking defects becomes sensitive to
surface roughness creating more noise in the signals. This can be improved by
performing a frequency sweep and then using data fusion to couple all the data,
although this becomes time consuming [38, 42]. Data fusion with thermal imaging
has also been performed [43], improving imaging resolution. Operation at electrical
resonance has been investigated to improve the SNR [44]. Both techniques, [43, 44],
have shown defect detection capabilities down to cracks in the sub-mm range. A
distinct advantage over ultrasonic techniques is the ability to perform defect de-
tection on materials with grain structures close to the size of typical ultrasound
wavelengths, causing ultrasound signals to be highly scattered, such as the titanium
and composite materials often used in aerospace [44]. Eddy currents are a non-
contact technique and can therefore work through some coatings, however, their
strong surface sensitivity makes it difficult to to find small cracks beneath some
metallic coatings which can block operation in the sample under the coating at typ-
ical test frequencies, where non-contact ultrasonic methods can be advantageous.
The disadvantages of needing a calibration, sensitivity to roughness, and difficulty

operating through some coatings, means that ultrasonic inspection is also useful.

1.2.5 Alternating Current Potential Drop

The alternating current potential drop (ACPD) technique also relies on the elec-
tromagnetic skin depth effect to deep size cracks [35, 45, 46], but instead of using
induction, the current is applied directly into a metal sample. It is an extension of
the direct current potential drop (DCPD) technique which sends a direct electrical
current through a metal sample and measures changes in the detected voltage. If
the voltage is reduced, there is likely a defect in the material. The DCPD measure-
ment, however, had no depth sensitivity. Both ACPD and DCPD can be done as two
or four point measurements. Two point measurements simply monitor the voltage
drop between two electrodes. Four ponit measurements applies the AC between two
contact points, and the second two contact points are used to detect current flow
in the sample. DCPD usually uses currents of around 30 Amps, whereas ACPD

uses currents of around 1 Amp, making it safer and less likely to cause sample



heating. By varying the frequency of the AC between the first two contact points,
different depth sensitivities can be achieved, in accordance with equation 1.1. This
technique, however, has the same problems as eddy currents for the depth mea-
surements, as it is sensitive to changes in material conductivity and permeability,
this can be exploited to make stress and strain measurements, and to study closed
cracking [46]. The main noise source in ACPD is induction from the driving current
wires to the receiving wires, however this can be removed digitally, or using careful
isolation. Another disadvantage of these techniques is the requirement for direct

surface contact.

1.2.6 Ultrasound

Ultrasonic testing methods rely on the general principal that the material in which
an ultrasonic wave travels affects the wave propagation. A measurement of the
time of flight for an ultrasonic wave gives the distance it has traveled if the sound
velocity in the material is known. This can be used to locate defects by observing
reflections from a defect and measuring their arrival times, or to look for variations
in material thickness by measuring changes in reflection arrival time for applications
such as looking for thinning in pipe walls [17, 47]. Longer wavelengths can usually
penetrate further into a sample (depending on the material and the wave mode),
whereas shorter wavelengths tend to attenuate faster [48]. The attenuation of bulk
wave ultrasound is dependent on two main factors: the energy absorbed by the
material, and the scattering of the ultrasound. In polycrystalline metals, scattering
is typically caused by their granular structure, and ultrasound waves which have a
similar wavelength or smaller with respect to the average grain boundary size are
highly scattered [49]. A problematic material for typical ultrasound measurements
is Titanium as it has a large granular structure, causing most ultrasound signals to
be highly attenuated. However, shorter wavelengths typically provide better time
resolution as shorter wave pulses can be created, allowing reflections which are closer
together in arrival time to be individually resolved. Resolution capabilities will be
discussed further in the theory chapter.

Surface wave techniques can be used to locate surface cracks by observing
the enhancement of an ultrasonic wave at a defect as the incident and reflected
waves undergo constructive interference [50, 51]. When defects are smaller than
the ultrasonic surface wavelength a significant proportion of the wave will transmit
underneath and around the defect. This transmitted wave can be detected, and vari-
ations in amplitude and frequency can be used to size the defect, further discussed

in section 2.1.4.



All ultrasonic techniques are quantitative, although scans can take longer
than visual inspections, and the ultrasonic waves are safe, thus avoiding the health
hazards of radiography. Implementation of the most common technique, using piezo-

electric transducers, is relatively simple and inexpensive.

Piezoelectric Transducers

Piezoelectric transducers are the most well known type of ultrasonic transducer due
to their wide use in medical diagnostics and therapy. A typical material used to make
piezoelectric transducers is Lead Zirconate Titanate, or PZT, shown in figure 1.6 [52,
53]. Tt is both pyroelectric and piezoelectric. Pyroelectricity means that while the
material is below a critical (Curie) temperature the crystal structure distorts with
temperature, as shown in figure 1.6. However, the central Ti/Zi atom does not
move uniformly with the rest of the structure, causing an electrical polarisation
of the crystal which varies with temperature. This polarisation causes a voltage
drop between the top and the bottom face of the structure in figure 1.6b), which
can be measured, allowing them to be used as heat sensors. Piezoelectricity means
that when the material is distorted in shape by an applied stress the same type of
distortion is seen, creating a measurable voltage change, allowing them to be used as
vibration sensors. The reverse process can also be used to create vibrations, where an
applied external electric field causes the material to distort to create a polarisation in
alignment with the external field, and so an alternating current causes the crystal to
vibrate longitudinally. This is the property that is exploited to generate ultrasonic
bulk waves. Piezoelectric materials are often employed in inchworm actuators [54,
55, 56], for instance in atomic force and scanning tunneling microscopy, as controlled
voltages can be used to create very accurate step sizes from the piezoelectric material
distortion.

PZT is a common material for ultrasound sensors as it has a large physical
distortion for a small applied field, however, it is not the only material. Sodium
Bismuth Titanate, Bismuth Titanate and Lithium Niobate are being developed for
higher temperature applications of ultrasound, and also due to the environmental
concerns associated with the use of lead [52, 57, 58]. Bismuth Titanate has a Curie
temperature of around 675°C and Lithium Niobate around 1142-1210°C, however,
they are much less efficient. For example, Baba et al. [58] managed steel wall
thickness measurements up to 1000°C using a Lithium Niobate transducer but 256
averages were needed to obtain usable signals.

Another difficulty is the transfer of the piezoelectric vibrations from the ma-

terial to the sample of interest. In room temperature applications coupling fluids
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Figure 1.6: Schematic of an example lead zirconate titanate (PZT) configuration
(a) above the critical temperature, with no applied forces or electric fields (b) the
distortion seen below the Curie temperature, in a vertical applied electric field, or
under an applied stress.

such as water or gel are used to reduce the acoustic impedance mismatch (see sec-
tion 2.1) between the piezoelectric material and the sample, and also filling in any
air gaps which add a strong acoustic impedance mismatch. However, few of these
couplants remain liquid at such high temperatures. The study by Baba et. al [58],
coupled the transducer directly to the steel, making it immovable, so only a point
measurement could be taken. Burrows et al. [57] managed steel wall thickness mea-
surements with a movable Bismuth Titanate transducer, however it was limited by
the 300°C boiling point of the Pyrogel 100 couplant used, and measurements were
made at 225°C. Even outside of high temperature applications, the need for contact
and a coupling medium makes scanning slow. Additionally, piezoelectric transduc-
ers are efficient at generating longitudinal bulk waves, and can also be used for shear
wave generation. However, they cannot generate shear horizontal waves easily, and
can only generate surface waves with the use of angled matching wedges, reducing

their efficiency [17].

Air coupled Transducers

Transmission of ultrasound through air is desirable for non-contact measurements in
an air environment. Coupling ultrasound into air is intrinsically difficult for piezo-
electric transducers due to the large impendance mis-match, however it can be done
for Lamb wave generation with careful alignment, electronics, and post-processing
for the low SNR [59, 60]. One way to circumvent this is submersion in water, however

this can be impossible for in-situ measurements. Flexural transducers circumvent
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this by using the physical push from the bending modes of a vibrating plate, such as
a metal cap, or a membrane, to initiate ultrasonic vibrations into a fluid. The cap
or membrane can be vibrated using a piezoelectric material [61], however it can also
be done using micromachined capacitance transducers [62], and EMATs [63]. This
is needed as coupling ultrasound from a piezoelectric material into fluids such as air
is inherently poor due to their mismatched impedances (see section 2.1) although
matching layers can be used to improve this [64].

A widely known application of flexural transducers is car parking sensors,
however there are multiple applications for them where ultrasound propagation is
through air or liquids, such as fluid flow measurements in pipes [65]. Air-coupled
transducers have also been used for NDT [59, 60], although the interaction with
typical inspection materials such as steel is weak. They are inherently non-contact,
however for NDT purposes they need very careful alignment, but their non-contact

nature makes them simple to automate for robotic scanning [60, 66].

Laser Induced Ultrasound

Laser ultrasonic generation can be done in two main regimes. The first is the
thermoelastic regime, where the laser powers are kept low enough that the material
being inspected is usually not damaged. This relies on the principle of thermal
expansion and contraction [67]. A high powered, pulsed laser such as a Ruby or
Neodynium doped yttrium-aluminium-garnet (Nd:YAG) is fired at a sample and
the local area of the sample undergoes thermal expansion during the pulse, and
relaxation between pulses, initiating a vibration. This can generate both bulk waves
and surface waves [68]. If the power is high enough to damage the surface of the
sample this is known as the ablative regime. This generates ultrasound by ablating
the sample surface. A shock wave is created from the ablation, and it is no longer
non-destructive, typically rendering it undesirable. However, the ablative regime
can be utilised if a separate, disposable material is used, protecting the sample of
interest, and then the ultrasound is actually generated by the plasma created from
this ablation [69]. This plasma and the high power of the laser increase the safety
hazards of the technique.

There are multiple ways of detecting ultrasound using lasers. Laser detec-
tion systems can be safer than generation as lower powers can be used, although
this is not always the case. One detection method is interferometry. This method
reflects the laser beam off the surface and mixes it with a reference signal that has
traveled a known distance. The variations in the interference between the two waves

gives a measure of the displacement of the sample surface. These can measure the
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absolute out-of-plane displacement. Early versions of these, such as the Michelson
interferometer, could only be used on highly reflective surfaces, requiring sample
polishing. However, techniques have improved greatly and crystal diffraction tech-
niques have been used to perform the interferometry measurements on much rougher
surfaces [70]. These rely on a measured calibration, making them less accurate than
the Michelson interferometer, but much more practical. Heterodyne interferometers,
or ‘vibrometers’, use a reference wave that has been shifted in frequency, which is
equivalent to a modulation by the wave velocity rather than the displacement. This
can be used to directly measure the velocity, and also the displacement indepen-
dently [67]. Knife-edge techniques can be used to measure both out-of-plane and
in-plane motion, using a glancing angle to the surface and measuring the angle of
the reflected wave which oscillates with the surface below. Some techniques have
also measured in-plane motion using two laser beams incident on the surface and
observing their interference patterns [71].

Laser techniques can be used at very large distances, completely remotely,
and can be operated at very high frequencies, [72]. Very small beam spot sizes give
very good resolution [67]. However, they are expensive, need access to the surface,
and most laser generation systems have serious safety hazards. Safety hazards can
often be mitigated by sufficient beam confinement and lower powers, and the systems

can be fully automated for simple scanning.

EMATSs

EMATS are a robust and inexpensive alternative to piezoeclectric and laser ultra-
sonics, and are fairly safe when appropriate precautions are taken around the high
currents and magnetic fields used [2]. They can work without direct physical con-
tact to the samples, although have to be within a few mm, with no coupling gel
required, allowing them to be utilised in a variety of situations where standard
piezoelectric ultrasonics are not viable, such as on moving, hot, rough, coated, or
rusted surfaces [73, 74, 72, 15].

EMATS as generators consist in their simplest form as a coil of wire through
which an alternating current is pulsed [2]. Their generation and detection mecha-
nism will be discussed in more detail in section 2.2, however, in brief, this current
creates an alternating magnetic field around the coil elements which, when close to
a conductive sample, creates an image current from the sample’s delocalised elec-
trons, shown in figure 1.7. These image currents then experience a Lorentz force as a
moving charge in a magnetic field. The electrons in the image current transfer their

momentum by elastic collision causes their parent ions to move with them. This
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Figure 1.7: EMAT schematics showing the set-up of wire direction and magnetic
field for surface wave generation, and the variation in wave fronts created from
different coil profiles.

can be done without the external magnetic field, however this field typically creates
strong ultrasound waves. The configuration of the magnetic field direction and the
coil shape alters the wavemodes that are generated. Figure 1.7 shows the config-
urations for two types of EMATSs as examples which can generate surface waves,
and figure 1.8 shows the three main designs relevant to this work. EMAT detec-
tion works similarly, however, it is more efficient than the generation method as the
sample ions are already moving, causing the motion of the electrons which are much
lighter and so the energy transfer is more efficient, and the electron motion can be
detected by the coils [75]. The presence of a permanent magnet is a necessity for
detection as the ultrasound wave had no net charge movement due to the motion
of both the ions and the electrons,. Magnetisation and magnetostrictive forces are
also present when EMATSs are used on ferromagnetic materials which can enhance
their performance [2, 73]. The mechanisms are covered in more detail in section 2.2.

One application of EMATSs is in power plants due to their high temperature
capabilities, either in conjunction with water cooling around the magnet to prevent
it from rising above the magnetic Curie temperature [76], or using high temperature
magnets [77]. Another application is in the railway industry where the non-contact

ability has the potential for scanning speeds of up to 100 mph [13, 15|, whereas
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Figure 1.8: EMAT schematics showing the set-up of wire direction and magnetic
field for the three main surface wave generation designs applicable to this work. a)
shows a linear design with all wire elements in parallel, b) shows a racetrack design
with two halves of the coil having current flow in opposing directions, and ¢) shows
a meanderline design with alternating current directions.

most current systems operate around 20-30 mph. Another application is the steel
industry, where inspection of hot steel up to temperatures of 800° is required to
monitor the integrity of the steel as it is rolled [72]. They have also been used in
the food inspection industry for the inspection of the level of drink in cans after
production [78]. EMATSs do introduce some hazards as the driving currents used
are often high, and some designs hold large magnets, however, system automation

reduces the human risk.

Phased Arrays

Phased array techniques offer one type of ultrasonic beam focusing (discussed fur-
ther in the following section) [39]. Phased array transducers consist of a set of
identical ultrasound transducers arranged in an array forming a single unit. The
individual elements of the array can be excited to produce ultrasound with con-
trolled time delays with respect to each other [79]. Using the correct time delays
creates different shape wave-fields from the unit. The ultrasound waves excited by
the elements experience different constructive and destructive interference with the
waves from the other elements depending on the times at which they are incident
with each other. It is therefore possible to fire the elements so that there only is a
strong constructive interference of the waves in a small volume of the sample to be

inspected. This allows for high resolution inspection of small areas with stronger
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signals. Detection can be performed using the same array as the transmitter [79],
or another array if transmission measurements are desired. When the same array is
used, the exact origin of an ultrasonic wave reflection can be determined, as it has
a different arrival time at each array element depending on its origin. Full sample
images can be generated this way, however, the data processing is complex, and
computer algorithms are being developed to distinguish different defect types from
this imaging [80].

There are three typical array configurations: linear arrays, annular arrays,
and 2D grid arrays, shown in figure 1.9 [39], although there are more. A linear array
is comprised of a set of elements in a single line. This only allows for a variable angle,
but planar, wavefront, or line focusing into the bulk, in the image plane shown in
figure 1.9a). Annular arrays typically consist of a set of concentric annular elements,
allowing for variable depth point focusing, but no other directional variation without
scanning the unit [81]. 2D grid arrays give the most variability but they are also
the most complex to build. An ideal array would have infinitely small elements with
no gaps between them allowing for perfect focusing. The finite size of elements and
the pitch between them creates a diffraction grating effect, causing side lobes in the
profiles [82].

Phased array techniques have largely been pioneered using piezoelectric trans-
ducers, however they have also been implemented using EMAT:S [83, 84] and flexural
transducers [66, 60, 65]. Ohara et al. [85] have implemented a Rayleigh wave piezo-
electric focused array with a central frequency of 5 MHz to image a variety of long
(5-30 mm) surface breaking fatigue cracks and SCC type defects in aluminium, re-
porting a length measurement accuracy of 0.5 mm. Exact defect depths were not
reported, but appear to be above 1 mm. Deutsch et al. have used a similar ar-
ray to identify holes drilled through an aluminium sample with diameters of 2 and
1 mm [86]. Scanning of phased arrays requires sophisticated electronics and com-
putation to deal with the volumes of data being returned [39]. Piezoelectric phased
arrays also experience all the draw backs associated with the ultrasound generation
mechanism such as continuous applicant of couplant, or submersion in water for
scanning, and the need for surface access. EMAT phased array techniques have had
little use so far due to the difficulty in construction, and large sizes (typical single
EMATS being 30 mm or more in dimensions, although much smaller ones are now

possible).
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Figure 1.9: The three main types of phased array, a) linear, b) 2-D array, ¢) annular.
Image reproduced from Drinkwater et al. [39]

Ultrasonic Beam Focusing

Ultrasonic beam focusing offers part of the solution to the industrial need to image
small defects [1]. This allows the usage of large transducers, or whole arrays of
transducers to create a strong signal, but a detailed spatial resolution is achieved
through the focusing [39]. This also concentrates the signal power into the area
of interest, further increasing the capability to detect small defects. Focusing of
Rayleigh surface waves is therefore desirable for the improved detection of small
surface breaking defects such as RCF cracking and SCC.

Piezoelectric elements only generate bulk waves. Surface waves can be cre-
ated if the bulk waves are then mode converted through wedge shaped contact
‘lenses’. This gives additional attenuation as some energy is converted to different
mode types, and some is reflected, decreasing efficiency. For Lamb waves (plate
waves, see section 2.1.3) and different materials this also requires a different wedge
angle for exciting different modes. Rayleigh wave focusing has previously been im-
plemented using shaped piezoelectric elements and wedges [87] (figure 1.10a)) and
with piezoelectric phased arrays, as discussed in the previous section [86, 88, 85]

(figure 1.10b)). Single piezoelectric focused transducers have been produced with
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Figure 1.10: Rayleigh wave focusing using piczoclectric elements. (a) shows the
complex geometry wedge used to focus the beam from a single piezoelectric ele-
ment [87], (b) shows the focus created by using time delays from a piezoelectric
array [86, 88].

a beam width of 1.2 mm at 3.3 MHz [87]. Phased arrays allow for variable focus-
ing and can therefore perform multiple different inspections without having to be
scanned in detail over large areas. Single transducers are simpler and cheaper, how-
ever, these techniques focus to a fixed point and so have to be scanned over whole
surface areas, and suffer from the sound equivalent of the optical phenomenon known
as chromatic aberration [17]. Different wavelengths of a wave (optical or sound),
will refract by different angles when entering and leaving a focal lens or block as the
different wavelengths have different refractive indexes in a material (see section 2.1).
This causes different wavelengths to focus to slightly different locations, leading to
blurred images [17].

The use of non-contact ultrasonic methods for generating focused ultrasound
beams offers many advantages in terms of implementation of inspection, despite the
reduced efficiency of the techniques, and fixed focal points. The use of optical
components when generating ultrasound with a laser can give a ring shaped beam,
figure 1.11a)), which when incident on a sample surface creates an inward traveling
wave that becomes focused at the ring center. This focused point has much higher
intensity than is possible with a direct incidence laser beam while staying in the
thermoelastic (non-destructive) regime of laser generation [68, 89, 90]. A ring fo-
cused beam has been used to detect a 1 mm deep, 0.1 mm width, electro-discharge
machined (EDM) slot in aluminium (length not reported), but this measurement
required the defect length to be larger than the ring diameter [89]. Sample surface
deposits or screens can also be employed to shape the laser footprint on the sample
surface, changing the frequency bandwidth of the generated ultrasound waves and
creating a focus, (figure 1.11b)) [91, 92, 93, 94]. This has been developed into a
commercial technique called CHeap Optical Transducers (CHOTSs) [91, 92]. How-
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Figure 1.11: (a) the lenses used to focus a laser source into a ring [68], (b) surface
wave focusing using laser surface patterning, image from Kim et. al. [94].

ever, laser generation is not always viable for regular machine testing in a factory
setting due to their high costs and potentially serious safety implications.

The majority of previous work on focused EMAT techniques have concen-
trated on shear wave generation [2, 95, 96, 97, 98]. A straight meander line EMAT
can generate shear waves which propagate into the sample bulk, and varying the me-
ander spacings causes constructive interference of the beam to form a focal line [2, 96]
(figure 1.12a) and c)). Curving this design adds a geometric focus for constructive
interference at a point location (figure 1.12b) and c)), and this has been employed
for detection of slits deeper than 0.05 mm on the opposite surface of a 20 mm
thick stainless steel sample [97]. A curved EMAT design for Rayleigh waves has
been shown in EMAT testing standards [99], but this has not been the focus of
any concentrated research effort to understand and improve the EMAT behaviour
until now. This design is mentioned only briefly as complimentary to a patented
technique for finding weld defects [100, 101]. These designs are highly promising,
offering increased resolution, depth gauging, operation through some coatings and
high temperature operation, however more work is needed to understand their be-

haviour and capabilities.
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Figure 1.12: (a) the top view of the coil path used to create a line focused shear
wave into the sample bulk. (b) the top view of the coil path used to create a point
focused shear wave into the sample bulk. (c) the central cross-section of both (a)
and (b), showing how the beam converges through the sample bulk. The background
magnetic field used is into the sample surface.
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1.3 Summary

The NDE industry is a long established field, however changing safety requirements
demands improved techniques, especially for complex component assesment. For
the direct application of this work, EMATSs were chosen as the most viable testing
device for inspecting a metal substrate through a thin metallic coating due to their
non-contact nature and ability to function through a coating, and their quantitative
measurements, including depth gauging. The main challenge is improvement of their
intensity and resolution to find sub-mm surface breaking defects.

This work addresses a need for improved EMAT techniques for the inspec-
tion of sub-mm sized surface defects by using geometric focusing to increase the
scanning resolution as well as the signal strength. Coil designs are modelled and
characterised to find the optimum geometry for the increased frequencies required
for these small defects. The different capabilities of different types of designs are
compared, especially considering their ability to work at lift-off from the sample.

Further design improvements are also suggested.
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Chapter 2
Theory

This chapter outlines the well established theory on which the experiments in this
work are built. Section 2.1 outlines the principals of ultrasonic wave propagation in
materials, the constraint of a material surface, and the wave interaction with surface
breaking defects. Section 2.2 outlines the electro-magnetic interactions which allow
EMATS to generate elastic waves in a test material, and how these can then be
detected.

2.1 Ultrasound

Ultrasonic waves are vibrations of individual atoms or particles oscillating about
their equilibrium position at a frequency higher than the audible range, which ends
at roughly 18 kHz [17]. They can create standing waves where the maximum oscil-
lation amplitude of each atom does not change, or they can form travelling waves,
where the motion propagates through a material, passed from atom to atom. The
atoms themselves do not have a net movement, and return to their equilibrium posi-
tion once the wave has passed. These travelling waves can be exploited for ultrasonic
NDE.

2.1.1 Wave generation and Propagation

When a stress, o, is applied to a material, there is a deformation of the material,
which can be described by a material strain, e. Where this stress is below the elastic
limit of the material, Hooke’s Law applies; this strain is linearly proportional to the

applied stress. The general relation is:

0ij = Cijri€rl (2.1)
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where 1, 7, k, and [ correspond to positions in the tensors, and the summing conven-
tion over repeated subscripts is implemented. o;; the strain from a force applied in
the i direction, on a face perpendicular to j. € gives deformation in the [ direction,
and the type of deformations is given by k, where y is a compressive deformation,
and z and z are shear deformations. Cjj; is a 4% rank tensor, often referred to as
the elastic constant(s), or the elastic stiffness constant(s) [102, 103]. For NDE ul-
trasonic waves it can be assumed that all forces are below the material elastic limit,
as otherwise the technique becomes damaging, and so Hooke’s law holds [48]. This
represents nine different equations each containing nine coefficients of C, making 81
coefficients in total.

This general form of Hooke’s law can be greatly simplified if some assump-
tions are made [103]. Firstly, if it is assumed that the applied stress does not cause
a net material acceleration or rotation (i.e. the sample overall remains static), the
tensors o and € contain diagonal symmetry. This means that Cjjp = Chiji = Cipij-
This reduces the number of coefficients to 36. Secondly, if it is assumed that strain is
a function of the material state, and not dependent on how the strain was created,
then Ciji = Cjir. This is a valid assumption for any material behaving elasti-
cally [104]. This reduces the number of independent coefficients to 21. Together
these assumptions allow the number of indices for C' to be reduced, and Hooke’s law

reduces to six equations which can be written as:

o11 Cii Ci2 Ci3 Cuu Ci5 Cig| |en
T2 Cia Coy Coz Oy Co5 Cop| €22
033 Ci3 Co3 Csz3 C34 C35 Cs6| |e33
093 Ciy Coy C3yp Cy Cys Cyg| |€23
031 Cis5 Cos C35 Cys Cs5 Csel| |e31
T12 Ci6 Cos C36 Cus Cse Ces| |€12

A C index of 1 now stands for 11, 2 for 22, 3 for 33, 4 for 23 and 32 (now
equivalent), 5 for 13, 31, and 6 for 12, 21. This is the most general form of Hooke’s

Law for an elastic material. If the material can also be assumed to be isotropic (i.c.
the zy, zz and yz cartesian co-ordinate planes are equivalent) then Chy = Ci3 =
Co3 = 11, Cyy = Cs5 = Cgg = lo, C11 = Cyy = (33, and all the other co-efficients
become 0. I; and ls are known as the Lamé parameters [105], and are related using
C11 + Ca9 + Cs3 = I3 + 2l5. This means Hooke’s law (equation 2.1) can be written

as:

Oij = llelléij + 2l2€,‘j (2.3)
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where 0;; is the Kronecker delta. However, isotropy can only be assumed for cubic
structure crystals. There are other simplifications that can be used for other systems
which contain isotropy in some directions (e.g. a hexagonal system can be reduced to
six co-efficients), but are not relevant to this work [103]. The cubic assumption can
be used for the Rayleigh wave systems involved in this work as aluminium is a face-
centered cubic structure, and steel is a body-centered cubis structure. However, it
must be noted that this neglects effects from variations in grain stuctures. Extruded
and rolled metals ofter show distinct variations in ultrasound velocity between the
different rolling axes [106] due to changes in the grain structure, and so isotropy
cannot be assumed, but this work concentrated on machined samples.

The displacement of a material particle, u;, that is caused by an applied
stress can be found using Newtons second law (F' = ma where m is mass) [48]. The
force associated with a stress is the stress multiplied by the area over which that
stress is applied. The instantaneous force is the differential of the stress, and then

all the different stresses must be summed giving a force equation,
92
Z 094 _ 100 (2.4)
or; T

where m is now representing the mass density, and x; are the particle locations.

Equation 2.3 can then be substituted into equation 2.4, and using the definition of

material strain as a small particle displacement,

1 (0u; Ouj
= = 2.5
6” 2 <8Tj + 8:{@) ’ ( )
this gives an equation of motion for the material particles,
&g, O (0 50, T g, O (O (2.6)
o2~ 20w \owy )T T T 022 T T oy \ 0wy ) '

The plane wave solution to this equation of motion is known as the Christoffel

equation [48],

k’zriju]' — mwzui =0 (27)

where k is the the wave number (k = QT” where ) is the wavelength), w is the angular

frequency, and I';; is the Christoffel matrix, which is given by:
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0 0 Cn

for an isotropic material. The derivation of this is detailed by Achenbach [105] and

Rose [48]. This represents three equations:

k2 Cugu; = mw?u,, (2.9)
E2Cuyu; = mw?u;, (2.10)
k2 Cy1up, = mwuyg. (2.11)

Equations 2.9 and 2.10 are degenerate, and describe the motion of shear
waves where the particle motion is perpendicular to the wave propagation direction.
The two equations represent different types of shear wave, with the perpendicular
particle motion taking different polarisations. Equation 2.11 describes the motion
of longitudinal waves where the particle motion and the wave propagation are in the
same direction. The phase velocity of each wave type is calculated by rearranging
equations 2.9-2.11 to find ¥ /j:

Cn
=g = 2.12
o=, (212
cr = %, (2.13)
m

where cr, is the longitudinal phase velocity, and c¢r is the shear wave phase velocity.
If isotropy is not assumed, equation 2.2 can be substituted into equation 2.4
instead, creating a more complex equation of motion. The solution to this is the

Christoffel equation in anisotropic media:

(’ITLw?(Sil — Cijklkjkk)ul = 0, (2.14)
where k; and kj, are the different wave numbers associated with different orienta-
tions, and C' retains 21 independent coefficients. This correspondingly solves to give
directional dependencies for ¢z, and cp.

2.1.2 Bulk Wave Interface Interactions

When a travelling wave, such as the bulk waves outlined in the previous section,

encounters a sudden change in material properties, such as an interface between
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two different materials, a variety of interactions can occur. Some of the wave energy
can transfer through to the new material (transmission), some of the wave energy
can be reflected at the boundary, and sometimes wave energy can be converted into
a different type of wave (mode conversion) [48]. This latter behaviour is specific
to the interaction geometry and the wave type. Taking the simplest scenario of a
longitudinal bulk wave in normal incidence on a material interface, only the former
two interactions (transmission and reflection) will occur. In this case, the amount
of wave energy that is transmitted and reflected is given by the transmission and
reflection coefficients, T" and R respectively:

2mocy

T=-— (2.15)

mycy + macy’
R = AL Mat (2.16)

mic1 + maca
where m is the material density, ¢ is the bulk wave velocity in the material, an index
of 1 indicates the material the wave is initially travelling in, and an index of 2 indi-
cates the new material that it encounters at the interface [48]. mc is referred to as
the acoustic impedance of a material. It can be seen from these equations that when
the two materials have very similar acoustic impedances the transmission coefficient
will tend towards -1, so all the wave is transmitted, and the reflection coefficient
correspondingly tends towards 0. Conversely, when the acoustic impedances are
very disparate the reflection coefficient tends towards 1 or -1 while the transmission
coefficient tends towards (. This gives rise to the term ‘impedance matching’, which
is needed when transmission is desired between two materials. Solid-air boundaries
typically have very mis-matched impedances [48], and so coupling gels are often
used between contact transducers and solid samples. These coupling gels are typ-
ically chosen with an acoustic impedance between that of the transducer and the
solid sample to give maximum transmission between the two. An alternative is

submersion of the transducer and sample in water.
When a bulk wave meets a material interface at an angle, the transmitted
wave can change in angle as well as intensity, dependent on the angle of incidence
and the change in wave velocity between materials. This relation is given by Snell’s

Law:

c1sin(f2) = cosin(6y) (2.17)

where the respective angles are shown in figure 2.1a). This is analogous to the

effect seen with other types of waves, such as light waves, refracting at a material
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Figure 2.1: Graphical interpretation of Snell’s Law, showing a wave interacting with
a material boundary with a change in acoustic impedance, for a) a general case with
no mode conversions, b) a longitudinal incident wave and including potential shear
wave mode conversions.

boundary due to the change in wave speed in the new material.

When an angled incidence occurs, such as shown in figure 2.1, mode con-
version can also occur. For instance, if the incident wave is a longitudinal wave,
on incidence with the material interface the wave displacement can be considered
as having two components, one which is perpendicular to the interface, and one
which is parallel. This parallel component can give rise to motion that is not in the
direction of wave propagation, leading to a shear wave mode. The shear wave has a
different velocity, cro, in the new material to the transmitted longitudinal wave, cpo,
and therefore it travels at a different angle to the transmitted longitudinal wave,
governed by cry sin(f72) = epasin(@r1) and cp1sin(0r2) = crosin(fr1), where the
subscript L indicates a longitudinal wave, and the subscript 1" indicates a shear
wave. Similarly, this shear wave created at the interface can also travel away from
the boundary back into the original material. This example is shown in figure 2.1b)
for an incident longitudinal wave, but an incident shear wave gives a similar pat-
tern. When either 619 or 079 is equal to 90° it can be seen from figure 2.1b) that
one transmitted wave direction will be directly along the interface between the two
materials. This creates two critical angles, one for the longitudinal wave, and one
for the shear wave, at which interface waves are generated.

These bulk wave interactions with interfaces are exploited for some NDE
methods. If the wave velocity in the material is known, interface reflections can
be used to measure the distance to the interface by measuring the arrival time of
the reflection. This technique is often used to look for wall thinning in pipes by
measuring the pipe thickness using reflections [47]. It can also be used to scan
for defects, such as voids in rolled steel and welds, as the pockets of air return
reflections [107]. However, if the void is smaller than the ultrasound wavelength

it will act as a point scatterer of the wave rather than a reflector. While these
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scatterings are detectable, in accordance with the Rayleigh criterion, it is typically
said to be unresolvable [108]. The Rayleigh criterion was originally found in optics
as the image resolution achievable by an optical lens:
FA

Ax = 1.2203, (2.18)
where Az is the smallest distance between two objects that can be resolved, F is the
focal length of the optical lens, A is the wavelength of the light being used, and D is
the diameter of the lens [109]. In ultrasonics there is no optical lens present and the
Rayleigh criterion is often quoted as Az =* /5, approximately the full width at half
maximum (FWHM) of the Airy disk created by a point scatterer [110]. This means
that, while a sub-wavelength size object can be detected from scattering an ultra-
sonic field, its size, shape and orientation cannot be imaged. This also means that
systems where voids or cracks are closer together than the inspection wavelength
cannot be resolved as separate defects. However, some sub-wavelength ultrasonic
imaging has been performed by Simonetti et. al., extracting sub-wavelength infor-
mation that is encoded in the far field pattern of the scattered waves to distinguish
multiple reflections [111, 112].

2.1.3 Surface Wave Propagation

When the shear and longitudinal wave motions described in the previous sections
come into contact with a surface or surfaces this adds additional constraints to the
wave equations. When a surface is encountered but the relative refractive index
between the two materials is similar, interface waves known as Stoneley and Scholte
waves can arise [48]. When a single surface is encountered, and there is a very large
mismatch between the acoustic impedance of the two materials, such as between
metal and air, the surface can be considered free. This system is called a half-space
as the wave energy is contained entirely within one material with only one surface,
with the rest of the material assumed as infinite in depth, and the associated surface
wave is known as a Rayleigh wave. When two parallel free surfaces are encountered,
such as in a plate, the associated guided wave is known as a Lamb wave. Rayleigh
and Lamb waves are in fact extensions of each other, often referred to as Rayleigh-
Lamb waves, with Rayleigh waves taking the far limit where the two surfaces are
infinitely far apart. In reality a distance of more than approximately 10 wavelengths
apart is sufficient to neglect one surface and consider a wave to be Rayleigh in nature,
and in some cases 2-3 wavelengths can be sufficient.

This section will largely concentrate on Rayleigh wave behaviour as the most
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relevant to this work, with a small amount on Lamb waves to demonstrate that the
Rayleigh-Lamb waves used in this work can be approximated as Rayleigh waves. A
third surface wave must also be acknowledged for this work, known as sub-surface
longitudinal waves, or surface skimming longitudinal waves (SSL) [48]. These are
longitudinal waves very close to the critical angle at the surface so that they almost
travel along the surface (around 10 to 20° below it), and their far edge is incident
with the surface. They travel into the sample bulk with the same phase velocity as a
longitudinal wave, however, the speed along the surface itself is very slightly slower.
They can be used for NDT, [113], however, they are dispersive and relatively weak
in the EMAT generation systems used in this work and so have not been utilized

for any NDE, but they are detectable in some experiments.

Rayleigh Wave Motion

A solid material (e.g. aluminium or steel) surface interface with air can be assumed
to be a free surface [48]. This gives the boundary condition that the stresses at the
surface must be zero, so 0., = 0., = 0 at z = 0. Rayleigh waves can be defined
considering only a 2D plane of z and z with positive z into the sample and negative
z as ‘free’, assuming symmetry in the y direction. Following the classical derivation
given by Viktorov [104], a plane wave equation for the particle displacement vector,

u, is defined in terms of a scalar potential ¢, and a vector potential ¥ by:

u="Ve+Vxp. (2.19)

Here, ¢ corresponds to longitudinal particle motion in the direction of wave propaga-
tion (x), and 1 corresponds to the shear particle motion, perpendicular to the wave
propagation direction (z). The particle displacement components can be expressed
by:

- _dp Oy
Ujn = o 92 (220)

_ 99 Y
Uout — o + 97 (2.21)

Ui, 18 the component of u in the x direction, in-plane with the surface, and wgy; is
the component of u in the z direction, out-of-plane to the surface. The potentials

must also satisfy the wave equations, and hence:
>’ ¢ 07 w)?
¢ + ¢ + <—) ¢ =0, (2.22)

0x2 022 cr,
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2 2 2

8871’5 + ?971’5 + (%) P =0. (2.23)

Assuming an isotropic material, Hooke’s law takes the reduced form given

in equation 2.3. € can be written in terms of the potentials ¢ and 1 by subsituting
the expressions for u, equations 2.20 and 2.21, into the expression for € given by
equation 2.5. Substituting these expressions for € into the reduced Hooke’s law

(equation 2.3) gives:

9% 0%y ¢ 0%
o = (G ¥ ) + 2l ~ 55,) (224
¢ 0% ¢ 9%
022 = (55 + 53) +2(55 — 55-), (2.25)
2 2 2
Onz = 11(2 09 (oY% _9 w). (2.26)

0x0z = 0x2 022

Secking plane wave solutions for ¢ and ¥ of the form e/**=3) and using
the wave equations given by equations 2.22 and 2.23, the potentials can be expressed

as:

¢ = Ae~9Zelka—wt), (2.27)
h = Be %7l (ka—wt), (2.28)

where t is time, A and B are arbitrary amplitude constants, k is the wavenumber,
w is the angular frequency, and g and s are constants defined in terms of the shear
(¢r) and longitudinal velocities (c): ¢2 = 1 — (¢/¢,)* and s = 1 — (¢/,.)*. The
additional constraint of the half-space, 0,, = 0,, = 0 at z = 0, gives rise to relations
between A, B, and k, [48, 104], leading to the solutions:

¢ = —Aedlkz—wt)—az, (2.29)
2 .
b= j = _]T_qsg e](k:c—wt)—sz‘ (230)

As cphase = [k, k can be used to find an expression for the phase velocity.

This gives rise to the characteristic equation:

7% — 8t +8(3 —26%)n* — 16(1 — £2) =0, (2.31)

where n = /., and §& =T /., . There are six roots to this equation. Only one
root, however, corresponds to a real material solution; this is the root for n that lies

between 0 and 1, ng. This root gives a value of ¢ that corresponds to the Rayleigh
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wave phase velocity. This cannot be solved directly, however, Viktorov [104] gives

an approximate solution of

087+ 1.12v
B 1+v

where v is the Poisson ratio for the material and varies from 0 to 0.5. Poissons

R , (2.32)

ratio represents the relative distortions seen in a material when a stress is applied,
comparing the distortion in the direction of the applied stress and perpendicular to
it. There is no frequency dependence in this equation for phase velocity, showing
that Rayleigh waves are non-dispersive.

The solutions found in equations 2.29 and 2.30 can be substituted into the
particle motion expressions, equations 2.20 and 2.21. This gives rise to an elliptical

particle motion for the Rayleigh wave, shown in figure 2.2a), and described by:

Uin = A(re % — 25qe 8% cos(k(x — ct)), (2.33)
Uour = Aq(re ™ 7 — 26755 sin(k(x — ct)), (2.34)

where ¢ =% /. (the phase velocity) and r = 2—(¢/.,.)* [104, 48]. Figure 2.2 illustrates
how the components of u change with respect to each other the further into the
sample the motion is, with the out-of-plane component decreasing faster than the
in-plane component, changing the ratios of the elliptical motion, and eventually
reversing the direction of the elliptical motion after a certain depth. It should be
noted that Rose [48] loses the factor of k in each of the exponential terms. The
correct equations are given here, and also by Viktorov [104], where Viktorov has
used different definitions of ¢ and s to include a factor of k. Equations 2.33 and 2.34
have been used to plot the maximum displacement of a particle for a Rayleigh wave
in aluminium (Poisson’s ratios v = 0.345, ¢;, = 6374 m/s, ¢y = 3111 m/s [16]).
The cosine and sine terms have both been set equal to 1 to show the maximum
displacement, and the drop off with z is given with respect to A by converting
k =2 /x. The result is shown in figure 2.2b), with both components normalised
with respect to their values at z = 0. It can be seen that oscillations are almost

entirely confined within one wavelength of the surface.

Lamb Wave Motion

Extending the previous discussion to a Lamb wave scenario with two parallel free
surfaces gives the constraint o,, = 0., = 0 at 2 = £h as the boundary conditions

for an infinite plate of thickness 2h. Using a similar method to the one shown
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Figure 2.2: a) Schematic of the Rayleigh wave particle motion (green, u) dependency
on the depth into the sample (z) and the elliptical motion seen with time, as governed
by equations 2.33, and 2.34. b) plots of the in-plane and out-of-plane particle
maximum displacement from a Rayleigh wave.

for Rayleigh waves [48. 104] leads to two different types of wave motion, which are
symmetric about z = 0 or anti-symmetric about z = 0. The in-plane particle motion

for the symmetric modes is given by:

win, = tkAs cos(pz) + gBj cos(gz), (2.35)
and the out-of-plane is given by:
Uyt = —pAsgsin(pz) — ik By sin(gz). (2.36)
The corresponding components for the anti-symmetric modes are given by:
Uin = ikAj sin(pz) — gBasin(gz), (2.37)

Uout = pAj cos(pz) — ik By cos(gz) (2.38)

where A1, Ay, By and By are arbitrary amplitude constants, p? =’ / 2~ k2, and
2
92 = / 2 = k2.
The dependence of the wave phase velocity on the frequency of the wave and

the thickness of the sample (2h) (the dispersion relation) is governed by:

32



= + Symmetric
1000 + Antisymmetric| |
05 ; 5 3 4

Frequency-Thickness (MHz-mm)

Figure 2.3: The phase velocity dispersion curves for Lamb waves in aluminium.
The solutions found to equation 2.39 are shown in blue, and the solutions found to
equation 2.40 are shown in red.

tan(gh) 4k?pg
= — 2.39
tan(ph) (9> —k*)*’ (239
for solutions which are symmetric about z = 0 and
t h 2 k?)?
an(gh) (g ) 7 (2.40)

tan(ph) 4k2pg

for solutions which are anti-symmetric about z = 0.

This shows that the phase velocity of “ /i is dependent on both the thickness
of the plate and the frequency of the wave. Equations 2.39 and 2.40 cannot be
solved directly, but solutions can be found numerically. This is done by defining a
matrix of frequency x thickness values to evaluate, and choosing an arbitrary start
value for the phase velocity. Equations 2.39 and 2.40 are rearranged by subtracting
the left side of the equations from the right, so as to give two equations that should
evaluate to zero. These are then evaluated with the arbitrary phase velocity. If
the equations are positive then the phase velocity estimate is reduced by a small
increment, and if they are negative it is increased by a small increment. When the
value of the equations changes from positive to negative or vica-verca then either a
root or a discontinuity must be located between those values. Discontinuities can
be checked for by finding the gradient either side of the zero crossing; if there is a
change in the sign of the gradient then it is likely to be a discontinuity and should be
discarded. If the gradients have the same sign (both positive or both negative) then
a root of the equation must lie between the two values. The root can be estimated

as half way between the two phase velocities calculated, or a more detailed sweep
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of possible phase velocity values can be done over the narrower range. There are
multiple roots for one frequency-thickness and so the possible values of the phase
velocity must be swept over a large range to look for all the roots.

The results of this numerical calculation using the material parameters for
Aluminium [16] are shown in figure 2.3. The x-axis shows the frequency multiplied by
the thickness to combine the effect of both parameters. There are multiple different
wave modes, but it can be seen from the figure that even in the range shown the
two first symmetric and anti-symmetric modes (labeled SO and A0) have converged
to the same phase velocity by approximately 3 MHz.mm. Similarly, all the other
wave modes converge at higher frequency-thicknesses, leaving only the Rayleigh,
longitudinal and shear wave phase velocities at higher frequency-thicknesses. The A0
and SO modes of a 1 MHz wave will appear almost Rayleigh-like for samples of 3 mm
thick. This corresponds to samples thicker than the Rayleigh wavelength, which is
3 mm for a 1 MHz wave in Aluminium. This corresponds with the Rayleigh wave
displacement calculations made in the previous section which shows that particle
displacement has mostly dropped off after one wavelength depth into a sample, and
so having an interface at that depth will have only a small effect on the wave. At

2-3 wavelengths it will essentially appear as a Rayleigh wave.

2.1.4 Rayleigh Wave Defect Interaction

Ultrasonic surface waves can be used to look for surface breaking cracks such as RCF
and SCC (section 1.1). Similar to the bulk wave scenario detailed in section 2.1.2,
when a surface wave encounters a sudden change in material properties, such as a
small inclusion of air created by a surface breaking crack, some of the wave can be
transmitted, some can be reflected, and some can be mode converted. An additional
point of consideration is also the depth of the surface breaking crack [114]. As shown
in figure 2.2, Rayleigh waves decrease in amplitude with depth into the material.
Therefore, if the surface breaking defect is very shallow with respect to the depth of
penetration of the Rayleigh wave then the majority of the wave will be unaffected by
it. It also means that Rayleigh waves become highly attenuated if they encounter
a surface with variations (or roughness) that are a significant percentage of the
wavelength [104].

The theory behind Rayleigh wave interactions with simulated surface break-
ing defects have been extensively studied by many authors [104, 115, 116, 117, 118,
119, 120]. These types of interaction are typically studied using finite element anal-
ysis (FEA, section 3.5) instead of direct calculations due to their complex nature.

When a Rayleigh wave encounters a corner on a sample surface some of the wave
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Incident Rayleigh Transmitted Rayleigh

Figure 2.4: Approximate Rayleigh wave interactions with a surface breaking defect
when a) the defect depth is much larger than the Rayleigh wave length, and b) the
defect depth is much smaller than the Rayleigh wave length.

can travel around the corner to continue along the new surface, however some of the
wave energy carries on into the bulk of the material, mode converting into longitu-
dinal and shear waves [117, 119]. Extending this to a Rayleigh wave encountering
a surface breaking crack the Rayleigh wave shows multiple effects, illustrated in
figure 2.4. There are two main regimes of interaction, a) where the defect depth is
much greater than the Rayleigh wavelength, and b) where the defect depth is much
smaller than the Rayleigh wavelength. In reality, a combination of the interactions
from both a) and b) of figure 2.4 are seen in both regimes, but one mode tends to
dominate.

When the defect depth is much greater than the Rayleigh wavelength the
dominant effects are as shown in figure 2.4a). Some components of the wave will be
directly reflected on encountering the opening of the crack. Some components will
travel down the length of the crack to the crack tip. At the crack tip some of this
wave component will mode convert into shear and longitudinal bulk waves [121].
Some of the wave will be reflected back up the crack length from the crack tip creat-
ing another reflected Rayleigh wave. Some of the Rayleigh wave may also transmit
up the far side of the crack to create a transmitted Rayleigh wave, although for
a crack much deeper than the Rayleigh wave length this is negligible. Addition-
ally, real cracks tend to have rough and irregular inner surfaces, attenuating any
transmitted Rayleigh wave along the crack surface [104].

When the crack is much smaller than the wavelength of the Rayleigh wave,
figure 2.4b), the wave can no longer be thought of as following the crack surface.The
crack tip now acts as a point scatterer with respect to the wave, making shear and
bulk wave circular wave fronts. Additionally, as the surface ‘depth’ of the wave

is largely within one wavelength of the surface, higher frequency waves will have
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a larger proportion of the wave reflected, whereas lower frequency waves will be
able to transmit below the defect more easily. However, most wave fronts contain a
bandwidth of frequencies and therefore wavelengths. High frequency content can still
behave closer to the depiction in figure 2.4a), while lower frequency content behaves
closer to that depicted in b). When a broadband wave is incident at a crack this
means that the reflected wave has a higher proportion of the high frequencies, and
the transmitted wave has a higher proportion of the lower frequencies [114, 121, 50].

Defect depths can be measured simply by comparing the amplitude of ei-
ther or both the transmitted signal and the reflected signal. Shallower defects give
weaker reflections and stronger transmissions. Viktorov [104] calculated the effect
of a notch defect on a transmitted Rayleigh wave, and predicted oscillations in the
transmission and reflection coefficients at the defect with an approximate periodicity
of A\/2, however he assumed a narrow band signal, which is not typical of most real
ultrasound transducers, although some piezoelectrics are narrow band.

Edwards et al. [114] have experimentally found real calibration curves relating
slot depth to the frequency profile of the transmitted ultrasound generated by a
broadband EMAT. The FFT of the transmitted signal at a defect is found. This is
then divided by the FFT of the transmitted signal found with no defect present. The
resulting data is linearly fitted over the frequency range in which there is significant
amplitude from the original two profiles, so ignoring discontinuity spikes and zeros.
The frequency at which this linear fit intersects the x-axis, giving a zero amplitude,
is named the ‘cut-off’” frequency and was found to show a strong relation with the
defect depth when tested with a range of machined defects. A similar technique
has been reported by Ochiai et al. [122] using laser generation and detection. This
cut-off frequency measurement is independent of variable parameters such as the
EMAT generation efficiency which can vary with lift-off, and crack breadth.

A crack which is narrow with respect to the incident Rayleigh wave front,
or oriented such that it appears narrow, also interacts less with the wavefront than
one which is broader, giving an increased transmission without necessarily being
any shallower [123], however, the effect on the frequency domain in theory remains
unchanged, although it will affect the FFT analysis. The amplitude of reflected
signals is additionally affected by the roughness of the defect, and whether it con-
tains branches [22], leading to a weaker reflected signal for the crack depth when
compared to a smoother defect, again giving an underestimate of the defect depth.
Furthermore, if a defect is angled into the sample surface, as opposed to propagating
perpendicularly into the surface, this again changes the reflection and transmission

co-efficients without any changes in defect severity [124].
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a) before reaching defect b) constructive interference ¢) destructive interference

Figure 2.5: Rayleigh wave signal enhancement close to a defect showing a) the
wave before it reaches the defect b) constructive interference and c) destructive
interference.

An additional effect that can be seen when measuring ultrasonic waves near a
surface crack opening is signal enhancement. This is due to the interference between
the incident surface wave, and the reflected surface wave, causing an increase in
the signals when they interfere coherently, and a decrease when they destructively
interfere, as shown in figure 2.5 [50, 125]. An additional enhancement can also be
seen if the crack is angled into the surface, as the Rayleigh wave can mode convert
inside the wedge shape into a Lamb wave, changing in phase velocity as the wedge
narrows [124, 126, 127].

2.2 EMAT Mechanisms

EMATS generate and detect ultrasound via electro-magnetic interactions with the
material of interest [2]. The electro-magnetic fields are generated using pulsed AC
through a coil of wire, often enhanced by a background magnetic field from a perma-
nent magnet or electromagnet, as outlined previous in the introduction, section 1.2.6,
and figure 1.7. Delocalised electrons in a metallic sample are susceptible to forces
from external electro-magnetic fields due to their mobility within the parent mate-
rial. The main governing equations for EMATSs are Maxwell’s equations [128]. The
first arises from Gauss’ Law and states that the electric flux density, D, leaving a

closed surface is proportional to the charge density within the surface, p:

V-D=p. (2.41)

The second arises from Gauss’s law of magnetism and states that the net
magnetic flux density, B, through a closed surface is zero, i.e. there are no magnetic

monopoles so magnetic field lines are always continuous:

V-B=0. (2.42)
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The third is the Maxwell-Faraday law, and arises from Faraday’s law of
induction. This states that any time-varying electric field, E, will generate a time
varying magnetic field, and vica-verca:

0B

The fourth is the Maxwell-Ampere law, arising from Ampere’s law, and states
an electric current, or moving electric charge, will induce a magnetic field, H, in a
closed loop around it. The curl of the magnetic field loop will be proportional to
the electric current density within the loop, J, plus the variation in the electric flux
density:
VXH:J—Fa—D. (2.44)
ot
The constitutive relation between the magnetic flux density and the magnetic
field is:

B = po(H+ M), (2.45)

where M is the magnetisation, which describes how a material reacts to an applied
magnetic field, and pg is the permeability of free space. The equation can often be
simplified if the relation between M and H is known for the material in which the
field is present. This is often approximated as M = x,, H, where x,, is the magnetic
susceptibility tensor, determined empirically. In a vacuum M = 0. If the material is
assumed to be isotropic and homogeneous this can be simplified further by defining

a single constant, the permeability of the material, pu, = xm + 1:

B= ,U,(),U,TH. (246)

Similarly, the constitutive relation between the electric flux density and the

electric field is:

D = ¢E + P, (2.47)

where €y is the permittivity of free space, and P is the polarisation field, which
describes how a material reacts to an applied electric field. Once again, this can be
simplified if a relation between the polarisation and the electric field is known, often
determined as P = egxeE where x. is the empirical, material dependent, electric
susceptibility tensor. In a vacuum P = 0. Similarly, if the material is isotropic and

homogeneous this can be approximated to:
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D = ¢¢, E, (2.48)

where €, = x. + 1 is the material permittivity.
Finally, the current density in a material, J, within a conductor can be related
to the electric field by Ohms law:

J=0E, (2.49)

where o is the material conductivity. While this does not hold for some materials,
such as semi-conductors, the materials of interest to this work are copper (the EMAT
coils), aluminium, and steel, which obey Ohms law. It must also be noted that a
high frequencies o is no longer a constant and has a frequency dependence [128],
however in this work it can be assumed to be constant within the electromagnetic

skin depth of the sample, as explained in the next section.

2.2.1 Generation of Ultrasound using EMATSs

EMAT generation is only possible on electrically conducting or magnetic samples,
as this indicates the presence of sufficient delocalised electrons or the presence of
magnetic domains [2]. Three main mechanisms come into play: Lorentz force, Mag-
netisation force, and Magnetostriction force. Simplified descriptions of EMAT's often
only consider the Lorentz force as in some materials, such as aluminium, this is the
only factor, and describes the electrical energy transfer from the EMAT coil to the
sample [129]. However, for ferromagnetic materials, such as some types of steel,
the other two forces can have significant contributions, arising from magnetoelastic
mechanisms [130, 131].

Electromagnetic Skin Depth

The alternating current pulsed through the EMAT coils, as briefly outlined in the
introduction, section 1.2.6, generates a corresponding alternating magnetic field,
which can be calculated using equation 2.43. The subsequent electric field created
in the sample forms eddy currents, or an ‘image’ current in the sample surface,
in correspondence with equations 2.43 and 2.44. This current flow also creates its
own magnetic field, in opposition to the field that induced the eddy currents, in
correspondence with Lenz’s law [33].

It is important to note that the eddy currents can only be induced near the

surface of the material, close to the induction coils. This was first considered when
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alternating currents flowing through wires were discovered to experience an unchar-
acteristically high resistance when the frequency of the current was increased [128].
This is because a high frequency current in a wire will begin to travel predominantly
at the outer edge of the wire, or within the wire ‘skin’. An expression for the skin
depth is derived by finding the solution to the electric field within the conductor,
starting with the assumption that equations 2.46, 2.48 and 2.49 hold true [128]. The
expressions for H, D, and J can then be substituted into the Maxwell-Ampere law,
equation 2.44, giving an equation only in terms of B and E:
1 OE
;V x B =0E+ €5 (2.50)
An expression for V x B purely in terms of E can also be found using the
Maxwell-Faraday law, equation 2.43, to give an equation purely in terms of E.
This is done by taking the curl of both sides of the Maxwell-Faraday law, giving
VXVXE=-Vx %—]?. The vector calculus identity V x V x E = V(V-E) — V2E
simplifies to V x V x E = —V2E as Gauss’ law, equation 2.41, gives V-E = /. =0
on a macroscopic level as the electron density matches the ion density in a conductor,
therefore the overall charge density, p, is zero. Therefore:
9 2
&(V x B) = V“E. (2.51)
The expression for V x B from the re-written Maxwell-Ampere’s law, equa-
tion 2.50, can now be substituted into equation 2.51 giving:
O*E OE

5 TS = VZE. (2.52)

JL€

A solution to this is:

Z

E = Ey/@5)e75, (2.53)

where w is the angular frequency of the electromagnetic field within the wire or sam-
ple, z is the depth into the material from the surface, and § is the skin depth [128] [41],

5= \/% (2.54)

It can be seen from this solution that when z = ¢ the magnitude of the electric field
has dropped off by 1/, of its surface value, Eq.

In aluminium, a frequency of 1 MHz, using X, = 0.82 x 1078 per kilogram
at 20°C, puo = 1.26 x 107 m kg s72 A2, ¢ = 413 x 10° Q'm~!, and w =
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271 x 108 rad/s [16], gives a skin depth of 78 pum. This is much smaller than the
Rayleigh wavelength of A = 2.92 mm. Therefore the eddy currents can be taken
to be a purely surface phenomena when compared to the depth the elastic waves
propagate to. However, when considering the electric current in the EMAT coils
themselves, using wires with diameters much larger than 78 pm will be inefficient,
as the current flow will remain near the wire edges, and conversely using wires with
diameters much smaller than 78 pm is inefficient. The wire used in this work is
0.08 mm diameter. For a 2 MHz pulse, the electromagnetic skin depth is 55 pm,
so slightly thinner wire would potentially be more efficient for the measurements
taken at this frequency, however, coils become increasingly fragile when the wire is

thinner.

Lorentz Force Generation Mechanism

The above analysis considers the magnetic field due to the current pulse. EMAT
generators often have the addition of a strong background magnetic field, By, from a
permanent magnet, such as NdFeB or SmCo, or an electromagnet [132]. The general
equation for the force experienced by a moving charged particle in an electromagnetic
field, or the Lorentz force, is ¢(E + v x B), where ¢ is the charge on the particle
and v is the velocity of the particle. The component gE arises from the Coulomb
force. With a background magnetic field present the total magnetic field comprises
of both Bg and the dynamic magnetic field created by the coil alternating current
(AC), Bp. Rueter [133] discusses EMAT generation without a permanent magnet
and even proposes an ‘active’ coil method for detection without an external magnet
(normally a necessity, as discussed in the Detection section of the Theory). However,
for the EMATSs presented in this thesis the effect of Bp is much weaker than the
effect of By, found experimentally by attempting generation without the permanent
magnet and finding no detectable signals, and so it will largely be neglected here.
The eddy currents in the sample induced by the AC through the EMAT
coil indicate an overall electron movement, and therefore they experience a Lorentz
force due to both the self-field of the coil, and the background magnetic field. The
delocalised electrons in a sample also undergo ‘collisions’ with the sample ions on
time scales dependent on the material temperature, giving rise to another force,
—MeVe /| where m, is the mass of an electron, v, is the mean electron velocity, and
7 is the mean time between electron-ion collisions [2]. At room temperature, 7 in
a metal is typically of the order of 10714 seconds [2]. These two forces are equal to

the mass times the acceleration of the electron, F' = mv,:
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meve = —e(E+ ve x B) — @, (2.55)
where —e is the charge of the electron. v, can be approximated as zero, as the
electron-ion interaction is on a much shorter time scale than the oscillation of the
applied AC, i.e. 7 < T where T is the period of the AC pulse. The period is
inversely proportional to the angular frequency, so wr < 1. The electron-ion energy
transfer can therefore be considered a continuous process. This approximates that
the electrons transfer the Lorentz force experienced to the ions via elastic collision.

The equation of motion for an electron is then:

MeVe

= —¢(E+v. x B). (2.56)
-

The total force experienced by a material ion will include a term Z;(E +
v; X B), where Z; is the charge on the ion, and v; is the mean ion velocity, and the
collision force from the electrons, as given in equation 2.56. The total force on all

the ions will then be:

N;Z;{(E+v; x B) —nee(E + ve x B) (2.57)

where IV; is the ion density, and n. is the electron density. The net charge in a metal
is neutral, therefore N;Z; = n.e, and so the E terms cancel. It can also be assumed
that ve > v; as the electrons are delocalised, whereas the ions are in the material
lattice and less free to move. Therefore, the predominant force on the ions will be
the collision force from the electrons, rather than the Lorentz force they experience

from the magnetic field. Therefore the force on the lattice ions will be:

F=-neev, xB=1J, xB. (2.58)

where J, = —n.ev, is the eddy current density.

For the EMATSs in this work, B is dominated by the external magnetic field,
By, which does not change orientation, however the eddy current density will alter-
nate in opposition to the current density in the EMAT coils. As such, the total force
on the ions will oscillate, causing a vibration. This oscillation will be at right angles
to both the eddy current and the external magnetic field. The total induced current
is the integral of the current density. Integrating over z gives the total current for
a unit surface area. Using Ohm’s law (equation 2.49) and the expression for the

electric field from equation 2.53 this gives:
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I= / Jdz = —2_IWi="/4) (2.59)
0

N
where Jy = 0Eg. Therefore the Lorentz force in the sample is proportional to the
driving current, and will oscillate at the same frequency as the current in the EMAT
coils, but with a phase lag of 7/4, when only considering the external magnetic
field. However, when the self-field is considered instead of the static field, Bp
oscillates in proportion to the driving AC as well as J.. Consequently the force on
the ions (J. x B) is proptional to I2, instead of just I. This creates a doubling
in frequency of the ion oscillations and consequently the generated ultrasound for
self-field generation [2, 133].

Magnetisation Force Generation Mechanism

When most metals are manufactured the material is cooled from a liquid, form-
ing a crystal structure. However, nucleation into this structure occurs at multiple
different locations, unless care is taken to attempt single crystal growth [134]. In
ferromagnetic materials the crystal structure has a magnetic polarisation, however
the different domains that form are randomly orientated with respect to each other,
leading to a net magnetisation of 0. However, when an external magnetic field is
applied the different domains experience a rotational force to move them into align-
ment with the external field. This is dependent on the degree to which a magnetic
field can magnetise a material. As such, it is only significant on ferromagnetic mate-
rials which experience measurable magnetisation in an external magnetic field. The

force is given by:

1
F = / M-VHdv+§Mo/ﬁMgds (2.60)
\%4 S

where the first integral over V' denotes a volume integral, the second over S denotes a
surface integral, 1 is a unit vector normal to the surface S, and M, is the component
of M in the fi direction [2]. This body force term is called the magnetisation
force. The surface term arises from the change in the electromagnetic fields at
the material surface due to the change in the material properties from a magnetic
material to non-magnetic (air). When the external static magnetic field is parallel
to the material surface the magnetisation force out of the surface acts in opposition
to the Lorentz force out of the surface, making EMATSs inefficient at generating
longitudinal-waves into the material bulk (requiring out-of-plane displacement) in

ferromagnetic material [2].
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Figure 2.6: An intuitive interpretation of magnetostriction within a single crystal
domain, equating atoms with spin as bar magnets, and the crystal lattice as spring
connections. a) shows the domain with no applied background magnetic field, and
b) shows the dimensional change due to an external magnetic field.

Magnetostriction Force Generation Mechanism

An external magnetic field creates a dimensional change to iron atoms as the 3d
electron shell orbits are affected by the external field [2]. Within a single crystal or
single magnetic domain this can be explained by equating the atoms with spins as
bar magnets,as shown in figure 2.6. The change in the atoms causes a change in the
shape of the magnetic domain or crystal.

In a polycrystalline material there are multiple effects. The domains closest
to alignment with the magnetic field will expand, shifting the walls of neighboring
domains. This creates strain between the neighboring domains. This enlarged do-
main then rotates to align with the external field. The presence of the oscillating
self-field from an EMAT coil causes vibrations due to the expansion and contrac-
tion of the magnetic domains. This leads some materials to have much stronger
ultrasonic responses to EMAT generation as this magnetostrictive effect enhances
the Lorentz force and magnetisation force effects. This is difficult to predict as it is
dependent on the crystal structure and magnetic phase of the individual material
being used. However, a material of note is magnetite, a type of iron ore, and also
a type of rust that forms on steel in a low oxygen environment, as its strong mag-
netostrictive response leads to much stronger EMAT signals than seen in regular
steels [23, 74, 77, 135, 136]. EMATS can generate stronger signals in certain steels
than non-ferromagnetic materials, such as aluminium, due to the magnetisation and
magnetostrictive forces. These forces in steels have been extensively investigated by
Ribichini [130, 131], however the research concludes that the Lorentz force is still

dominant for most steels.
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2.2.2 Detection of Ultrasound using EMAT'Ss

The propagation of ultrasound is through the crystal lattice of ions [48]. The free
electrons oscillate due to the Coulomb force to maintain a net charge density of
zero as the ions in the lattice oscillate [2]. The ions have greater momentum than
the electrons, and so this momentum transfer is more efficient than the EMAT
generation process [129]. No net electromagnetic fields are created by a propagating
ultrasound wave due to the zero net charge density. However, if an external magnetic
field is applied then the moving charged particles will experience a force, perturbing

their motion, and creating an electric field:

ou
E — x B 2.61
D X 82? X 0 ( 6 )

where u is the particle displacement. It must be noted that while this is the Lorentz
force process again, EMAT detection cannot be said to be merely the reverse of the
generation due to the improved efficiency of the particle momentum transfer [129].

The motion of the particles from an ultrasonic wave is dependent on the wave
mode. Rayleigh waves have both in-plane and out-of-plane components, with the
individual particle motion described by an ellipse [48]. If a static background mag-
netic field, By, is applied in the z direction then particle motion will only generate
a dynamic electric field, Ep from the in-plane motion, as the out-of-plane is parallel
to the magnetic field, yielding zero from the cross-product. Using equation 2.33 for
the particle motion and substituting this into equation 2.61, an in-plane dynamic
electric field is created, perpendicular to both the in-plane particle motion and the

out-of-plane magnet field, given by:

Ep = % x Bg = Akc(re” 7 — 2sqe™ **) sin(k(x — ct))|Bo|. (2.62)

If u;y, is defined to be in the component of u in the X direction, then Ep will
be in the y direction. It must be noted that for a detection coil to pick up effects
from Ep is must be in the ¥ orientation, at right angles to both the wave propagation
and the external magnetic field applied. Using Ohms law (equation 2.49) it follows
that:

o 1)
J = —/ Epdz. (2.63)
J Jo

Ep is integrated over the skin-depth to find the total current, as .J is fully contained

within 0 < z < ¢ and this skin depth is much smaller than the ultrasonic wavelength.
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Using the Rayleigh wave expression for Ep (equation 2.62) equation 2.63 evaluates

to:

o|Bo|

J = T2 Akesin(k(x — o)) (2q(e—85 —1):(1- e—qé)) . (2.64)

The in-plane velocity of the particles at the surface is the differential of

r
q

equation 2.33 evaluated for z = 0:

augi’ ) = Akc(r — 2sq) sin(k(x — ct). (2.65)
This allows the expression for J to be re-written in terms of the particle surface
velocity:
o|Bo|  0u(0,1t) s r —aé
= 2 _D)+-(1—-e1)). 2.
St o (2 =) e (2.66)

A similar effect is seen for bulk waves, and shows that the current generated is
proportional to the wave velocity, making EMATS velocity sensors as opposed to
displacement sensors (e.g. piezoelectrics and laser interferometry).

There is also a reverse magnetostrictive mechanism that occurs in ferromag-
netic materials [2]. Ultrasonic vibrations cause distortions in the magnetic domains
in the material, which causes an additional magnetic flux density, affecting the elec-
tromagnetic fields in the vicinity of the detection coil. This can be considered as the
reverse of figure 2.6, where an elastic perturbation of the chain of atoms creates a
net magnetic field, and so an oscillating perturbation creates an oscillating magnetic
field. By Maxwells equations this can generate a current in a nearby conductor and
therefore be detected. This mechanism is important in some steels, especially ones
which can form the rust magnetite, as mentioned previously in the generation sec-
tion. However, for all the experiments performed in this work it is either not present

(aluminium) or negligble compated to the Lorentz force mechanisms.

2.3 Summary

This chapter has outlined the main theory behind the propagation of ultrasonic
surface waves and their generation by EMATSs. The importance of careful EMAT
design, and magnetic field orientation, for the required waveform is highlighted,
including consideration of the material being tested as magnetic effects can alter

the waveform.
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Chapter 3

Methodology

This chapter outlines the main experimental and modelling techniques used in this
work. Firstly section 3.1 gives a summary of the main EMAT designs through out
this work. Part 3.2 then outlines the vibrometry technique used to characterise these
EMAT designs, part 3.3 outlines how these EMAT's were used for defect detection,
part 3.5 outlines the Finite Element Analysis techniques used to model them, and
section 3.6 outlines how the EMATS were constructed and optimised. Typical EMAT
set-ups employed an adapted Ritec RAM-5000 pulser to output a controlled, AC
signal to the EMAT generation coil, and then the detection EMAT was connected
to an oscilloscope via a separate amplifier and the voltage waveform recorded. The
Ritec is adapted for improved high frequency production. It can be set to produce a
sinusoidal output with a controlled number of cycles at a set frequency. The output
power can be varied, but full power was used for all of this work. In some cases a
22 MHz low pass hard filter has been used, however the EMAT operating frequencies
have not exceeded 8 MHz and so this should not have distorted any of the signals.
The amplifiers used have not always had exactly the same gain, and so not all work
is comparable for absolute voltage readings, however where direct comparisons have

been made the same amplifiers have been used.

3.1 EMAT Designs

3.1.1 Coil designs developed for operation in pulse-echo mode
Meanderline Coils

As a reference point to compare later designs to, a standard meander line dual-
EMAT coil, shown in figure 3.1, was designed. It is optimised to generate Rayleigh

waves at 2 MHz in aluminium, corresponding to a meander line spacing of 1.5 mm.
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Figure 3.1: a) Meanderline EMAT coil template. b) schematic of the current, static
magnetic field, and force directions in a meanderline wire leading to the wavelength
of ultrasound generated

The wire is 0.08 mm in diameter and is wound three times through each of the
meander line elements. T'wo separate coils are used, nested close together to create
a pseudo pulse-echo arrangement while allowing for individual impedance matching
of the coils. They are individually tuned using capacitors to create an LCR circuit
with a resonant frequency of 2 MHz in order to achieve maximum signal strength [2].

2 MHz is chosen for the ultrasound frequency as it gives a wavelength suitable
for detecting defects with depths in the mm range, while still allowing hand-winding
of the coils to give a high current density. For comparative purposes with the later
focused designs the EMAT is used with a 35 mm diameter, 20 mm height, Nd-
FeB magnet, grade N45, with a maximum magnetic field of 0.5 T measured at the
surface. The signal pulse used to excite the coil is a 7 cycle, 2 MHz sinusoid, for
optimum signal generation, generated using an adapted Ritec RAM 5000 pulse gen-
erator. When a single wave cycle is used as the driving signal the multi-wavelength
coil still creates a multi-cycle signal. This is shown in figure 3.2a); the red signal has
a one cycle driving signal. Data has been digitally filtered with a bandpass butter-
worth filter of 0.5-4 MHz. The dead time from the initial generation noise ends at
approximately 13 ps and the detected Rayleigh wave starts at approximately 30 us
for the 1 cycle data. A very weak surface skimming longitudinal wave can be seen
starting at approximately 15 us in the 1 cycle data. No bulk wave signals are seen
as the meanderline coil geometry does not produce coherent bulk waves [2]. When

more cycles are used the multiple impulses from each coil winding superimposes
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Figure 3.2: a) three example signals produced by the meanderline EMAT detailed
in figure 3.1 operating in reflection against a sample edge. All three have a 2 MHz
driving signal, but the number of sinusoid cycles used is varied according to the
legend. b) Maximum peak-to-peak signal generated by multiple cycles.

with those from the other coil cycles, creating a stronger signal, giving the blue and
black signals in figure 3.2a). However, more wave cycles increases the dead time
from the initial signal generation. This can be seen in figure 3.2a) as the deadtime
increases from 13 us for the 1 cycle data, to 16 us for the 6 cycle, and almost 20 us
for the 12 cycle data. It can also been seen that for the 12 cycle data the tail end
of the surface skimming longitudinal wave is now much stronger and very close to
interfering with the start of the Rayleigh wave signal. Furthermore, while all the
Rayleigh waves can be seen to have the same start time at 30 us, accurately predict-
ing the signal start is difficult as this is the weakest part of the signal packet. The
signal peak is typically used to estimate the wave arrival time, and this can be seen
to shift later in time with increasing cycles, and to become more difficult to identify
as the peak flattens out. This means that time resolution can be lost with a higher
number of cycles. Figure 3.2b) shows how the peak-to-peak signal strength of the
Rayleigh waves varies with the number of driving cycles. 7 cycles was chosen as
a compromise between increased signal strength, and the increased dead time and

loss of resolution.

Focused Meanderline Coils

This design is the equivalent of the standard design presented in the previous section,
with the addition of geometric focusing, and is shown in figure 3.3, with the focal
point designed to be at 50.6 mm from the coil back edge. The coils have different
aperture angles (11.4° and 20.1° as labelled in figure 3.3) as they were designed to
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Figure 3.3: Annotated photograph of the focused meanderline EMAT coils. Dashed
circle indicates magnet placement

fit under the same 35 mm diameter NdFeB magnet to facilitate simple scanning and
effective alignment of the focal point with only one moving unit. The reflected signal
will be weaker than the initial generated signal as it has travelled further through
the attenuating sample, and reflections are often only partial depending on the size
and roughness of the defect. Therefore the coil closer to the focal point was designed
to be the detector coil as the reflected signal has travelled less far before detection.
Furthermore the detection coil is larger. It was found in practice, however, to make
marginal difference which coil is used as the generator and which as the detector.
The generation coil has a designed radius of curvature, and hence focal point, of
50.6 mm when measured from the back edge of the coil. It was also used with
a 35 mm diameter, 20 mm height NdFeB magnet, and excited with a 7 cycle, 2
MHz sinusoid pulse. Results and full characterisation of this coil are presented in
Chapter 5.

Focused Linear Coils

Despite the disadvantages mentioned at the start of this chapter, some linear coil
designs were trialled, as they have been found to give better lift-off capabilities from
the sample (discussed further in chapter 4), thought to be due to their parallel
and single direction currents leading to purely constructive magnetic dipoles being
formed. However, to generate high frequencies the coil used has to be increasingly
narrow [137], so much less wire is used for high frequency generation, decreasing
the efficiency of the transducer. This is explained in more detail in section 4.1.
Figure 3.4 shows a sketch of the design for the fused deposition modeling (FDM)

3D printed former used to make a linear reflection design with a focal behaviour
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Figure 3.4: SolidWorks diagram of the former used to create the focused linear
reflection EMAT

similar to the meanderline designs described in the previous paragraphs. The two
curved segments of the coils were formed using a 3D printed former with insets of
depth 0.2 mm to fit the wire into, with the wire looping through tracks around the
back of the former. The coil path looping back behind the former was deliberately
curved in the opposite direction, so that the wire paths were not directly above each
other. This reduces interference as the opposing coil direction creates an opposing
magnetic dipole reducing the effectiveness of the active wire beneath. A 1 mm
width straight groove between the two coils is included, with a depth of 0.3 mm
and a matching groove on the other side, to try and help isolate the two coils by
reducing the transfer of the vibrations in the plastic former. Copper shielding was
used on the back of the former, placed under the wire, again to try and improve
the isolation between the coils. This design had about 40 us of dead time with an
expected signal from the focal point arriving earlier than that, making this design
not practical for use. 40 us is a much longer deadtime than expected.

An additional EMAT was used to ascertain if the generation coil was working
as expected despite the deadtime by placing it at the focal point. An unfocused
racetrack coil was used, with the winding shown in figure 3.5, with a separate magnet
and this was sufficiently isolated that the signal could be detected, proving the
generation coil design does work. A variety of isolation techniques, including using

copper tape between the two linear coils, were trialled, but none were sufficient
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to reduce the dead time of the incorporated detection coil. The linear designs
inherently have more interference as they couple better to the sample, allowing for
better lift-offs, but causing strong interference due to the coupling of the generator
to the detector coil via parasitic capacitance through the sample. A solution would
be to increase the size of the EMAT, moving the focal point further away from the
coils so that any signals reflected from the focal point would arrive later than the
dead time, however the size becomes impractical and the further the ultrasound has
to travel the more the signal becomes attenuated by the material. Furthermore,
the longer the focal length is the more likely there will be multiple defects within
the beam path causing shadowing and making it harder to characterise the defects.
However, the coils can be moved further apart without increasing their size or the
distance the ultrasound has to travel in the material if the design is switched from a

pseudo-pulse-echo to a transmission, or pitch-catch, design (shown later, figure 3.9).

3.1.2 Coil designs developed for operation in pitch-catch mode

Pitch-catch ultrasonic measurements, as outlined in section 3.3, detect signals which
have either passed around, or transmitted underneath any defects located within
the beam path. Rayleigh waves have an energy content primarily within the first
wavelength of the surface, so higher frequencies travel with the majority of the wave
energy closer to the surface than lower frequency waves, as explained in section 2.1.4.
The frequency content of transmitted ultrasound waves compared to their original
frequency content can therefore be used to measure the defect depth [138]. Trans-
mission designs allow the two coils to be separated further apart than the pseudo-
pulse-echo coils, improving the isolation between coils and therefore decreasing the
noise. Operating in transmission also means that the ultrasound signal potentially
has less distance to travel (depending on the design) which also helps with signal
strength due to the waves suffering from less sample-based attenuation. No mean-
derline transmission designs were investigated as this would require two separate

large magnets and a highly complex set up.

Racetrack Coils

A compromise design between meanderline, with its very close proximity alternating
direction current flow, and the linear design with a single current directionality, is
the racetrack design, shown in figure 3.5. The unfocused designs shown in figure 3.6
with the wire contained within the black loops, were not used for defect detection,

but were built as a comparison for the behaviour of the focused designs. Two

52



Figure 3.5: Racetrack EMAT coil design and current flow.
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Figure 3.6: Schematics of the unfocused racetrack coils used as a comparison to the
focused designs in the following section, all 1.5 mm in width.

different coil lengths were used to test the effect of the increased wire resistance of
the longer design for comparison with the unfocussed coils. Both were designed to

fit approximately under the same cylindrical magnet for a direct comparison.

Focused Racetrack Coils

The main focused racetrack design used is shown in figure 3.7. The other related
design that has been employed is identical, except that the coil widths were decreased
to 0.75 mm instead of 1.5 mm to try and improve high frequency generation and
detection. The simplicity of the design means that, despite using transmission,
the two coils can still be fitted under one magnet, which is not possible with the
meanderline designs without greatly increasing the size of the magnet. The magnet
used for the majority of work was a NdFeB ring magnet, with outer diameter of
35 mm, inner diameter of 10 mm, and a height of 20 mm. It was found that
the racetrack coils generate a Rayleigh-like signal in the base of the magnet with
a similar wave velocity to Rayleigh waves in aluminium, creating an interfering
signal arriving at the detector coil at exactly the same time as the signal of interest
travelling through the sample. The magnet was changed from a cylindrical magnet

to the ring magnet, with the foot print shown in the diagram 3.7, which blocks
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Figure 3.7: Focused racetrack diagram

Figure 3.8: Focused racetrack diagram, extended to four confocal coils.

all noticeable signals generated in the magnet traveling through to the detector
coil. The transmission designs were found to be sensitive to any direct physical
connection between the coils through the focal point, with wave propagation also
occurring through the plastic and kapton tape due to vibration of the wires, which
resulted in slow, low frequency waves being transmitted directly from generator to
detector. Cutting a 10 mm hole at the focal point (matching the ring magnet hole)
was found to fix this. Both of these changes also allow direct access to the sample
surface at the focal point allowing for vibrometry imaging, more accurate focal point
alignment during scanning, and also does not load the surface of the sample at the

focal point allowing for free vibrations.

Focused Four Racetrack Coil Set

A logical extension of the focused racetrack transmission design was to utilise the
space on either side of the two coils, with the new design shown in figure 3.8. This
was constructed identically except for the addition of identical confocal coils at 90°
to the first pair. This design allows detection of defects which are angled relative to

the direction of wave propagation, discussed fully in section 6.3.
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Figure 3.9: SolidWorks diagrams of the former used to create the focused linear
EMAT.

Focused Linear Coils

A focused linear transmission design was trialled, attempting to match the separa-
tion of the racetrack design of section 3.1.2 to keep the two coils under one magnet,
however, the close proximity of the coils was found to still cause too much inter-
ference. The two coils were then fully separated and used with entirely separate
magnets. The design can be seen in figure 3.9. The central rectangle is a cut-out to
access the focal point position of the design and to prevent any potential vibrations
travelling through the plastic at the focal point from generator to detector, as was
found to be an issue with the focused racetrack design (section 3.1.2). Part b) shows
the underside of the former, with the coils wound through the curved groove lines
shown, with a radial width of 0.75 mm, intended for 1 MHz signal generation. The
same central rectangular cut-out can be seen over the focal point. This design has a
separation of 60 mm between the outer edges of the coils giving a signal arrival time
of just over 20 pus. The coil separation decreased the deadtime to approximately
11 ps when driven by a three cycle, 1 MHz driving signal. A second coil set was
then built with a coil separation of 47.5 mm from the outer edges of the coils, so the
30 mm measurement in figure 3.9b) was decreased to 23.75 mm, and the symmetry
was retained. This gave a signal arrival time of just over 16 us, and roughly the
same dead time, e.g. 11 us for a three cycle, 1 MHz driving signal, and the closer

proximity of the coils increases the strength of the detected signal.
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3.2 Wavefield Imaging

To image the ultrasonic waves generated by an EMAT and how they propagate
through a sample, the surface wave-field was imaged using a laser vibrometer. The
vibrometer used is a Polytec OFV-5000 using an OFV-534 Compact Sensor Head,
with a spot size of 250 pum, a spatial resolution of 0.5 mm and a recording time
resolution of 0.1 us. This vibrometer has more than one detection capability de-
pendent on the decoders used in conjunction with the equipment. The decoders
available for this work are the VD-03 and the DD-300. The former decoder takes
velocity measurements via the Doppler vibrometry, however its detection capability
is limited to a maximum frequency of 1.5 MHz, making it impractical for this work.
The latter decoder gives displacement measurements by differentiating the velocity
measurements from the Doppler vibrometry. This has a frequency limit of 20 MHz,
and was found to return stronger signals for the wavefields imaged in this work than
the VD-03. The conversion quoted for the displacement decoder is 50 nm per V,
however, the data in this work is left as a voltage signal as the signal output is very
variable based on the correct alignment and focusing of the laser. Therefore the
amplitude of the majority of scans are consistent during a single scan, but scans are
not comparable with each other, unless the laser was carefully not altered between
measurements.

The EMATSs were fixed to an aluminium sample on an x-y stage and both
were scanned underneath the laser, as shown in figure 3.10, to create a 2D map
of the sample surface. The samples were smaller than those used in section 3.3
as the x-y stage has a weight limit, however, the depths were always at least 10
times the wavelength used to ensure the wave was still in the Rayleigh regime. The
laser measures the out-of-plane displacement of the Rayleigh wave; Rayleigh waves
contain significant in and out-of-plane motion and so the wave can still be imaged
without considering the in-plane motion. EMAT detectors measure the velocity of
the wave and not the displacement, and so these vibrometry measurements cannot
be used for direct comparisons, however, coupled with finite element modelling of
both the velocity and the out-of-plane displacements, the EMAT wave generation

can be characterised using this method.

3.3 Defect Detection

There are multiple different ways to scan samples to detect surface breaking defects.

The main distinction is whether the transducer is scanned in pulse-echo mode, look-
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Figure 3.10: EMAT surface wave-field imaging using a laser vibrometer

ing for reflections returning from defects, typically only using a single transducer
(figure 3.11 a)) or in pitch-catch mode, where variations in a transmitted signal
are studied, requiring two separate transducers, one as a generator and one as a
detector (figure 3.11 b)). A composite method can also be used, with either a fixed
generator or a fixed detector, with the other transducer being scanned, or scanning
both together but with a significant fixed distance between the two. This allows for
reflections to be seen when the two transducers are in close proximity to a defect,
but not between the two, transitioning to pitch-catch mode once the defect is inci-
dent between the two transducers. Both pulse-echo and pitch-catch mode scanning
techniques are investigated in this work. Pulse-echo mode has the advantage that
only a single transducer is needed, however, the duplexing required to both send
and receive ultrasound from one transducer creates a long dead time right after
sending the initial signal where reflected signals cannot be received, creating a blind
spot near to the transducer. Hence, in later work, a pseudo-pitch-catch technique is
used by fixing separate send and receive coils in close proximity to each other; they
still suffer from some interference and dead time but the noise level is improved.
Pitch-catch mode allows for complete isolation of the generator and detector which
can decrease noise, and minimises this blind spot, although dead time can never be
eliminated, but this can increase the complexity of the design.

Ideally, full 2D scans over an entire surface area would be made to find any
surface defects, and a fully automated system would work in this way. Due to drift
in the simple x-y stages used in this work 2D scans are difficult to reliably perform.
However, the defect locations are known approximately for all samples in this work,
and so two single line scans can be taken; a transverse scan across the sample width

with the defect at the focal point, and an in-line scan down the length of the sample
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Figure 3.11: Typical surface wave scanning set ups for a) a single pulse-echo EMAT,
b) a pitch-catch pair of EMATS, to detect a surface defect.

across the defect. Directions are labelled in figure 3.11. This allows for accurate
sizing of the defects as they are known to pass through the focal point in both scans.

To compare the defect detection capabilities of multiple EMAT configura-
tions, a set of 24 machined slot defects in two aluminium blocks were used, with a
schematic shown in figure 3.12. They were machined using a 1 mm diameter milling
piece and so are all 1 mm in width, with curved ends, and flat bottomed. The
defect lengths used were 1, 3, 5, 7, 9, and 11 mm measured end to end including
the rounding at the ends, as labelled in figure 3.12. The 1 mm width leads to the
smallest length defect actually being a cylindrical defect of diameter 1 mm. These
lengths were all created with depths of 0.5, 1, 1.5 and 2 mm, creating a total of
24 defects on two different billet samples. The defects have been staggered so no
defects are directly above each other in the sample to try and avoid effects from
bulk waves interacting with a defect on the lower surface. However, for the pitch-
catch mode transducers, the two coils are within close enough proximity that any
bulk waves arrive significantly after the Rayleigh wave, and so the waves should not
interfere. The pulse-echo transducers used were meander-line coils, figure 3.1, and
no measurable bulk waves were found from these. The defects on the same surface
have also been spread out so that when a transducer with a focal length of 50 mm
is 50 mm away from the defect of interest, the defect behind the transducer is more
than 50 mm away, so that any reflections from that defect will not interfere with
those from the defect at the focal point, i.e. a spacing between each defect pair of
greater than 100 mm. Some defects come within 100 mm of the sample end walls,
however, they were simply scanned from the other side, to avoid reflections from the

end wall.
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Figure 3.12: Aluminium billet samples containing defects on all sides. The two sides
visible contain defects all of the same depth. The two hidden sides are identical
except that the defects are a different depth, and aligned so that the defects are not
directly underneath those on the opposite surface. Two such billets make up the 24

defects used for calibration.
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3.4 Signal Processing

The majority of EMAT generation in this work was done using a tone burst output
from an adapted Ritec RAM-5000 pulser-receiver to allow for a high level of control
over the generation. A variety of different tone burst signals were used dependent on
the EMAT design and the desired frequency, however, all consisted of more than one
cycle of a sinusoid, creating a multi-cycle wave-packet ultrasound signal. The known
shape of the signal which is generated can be utilised to improve signal detection
and time resolution using a cross-correlation technique [3]. Cross-correlation is a
standard signal processing technique used to compare the shapes of two wave forms
using Fourier analysis. The cross-correlation of two continuous wave forms, f(¢) and
g(t), is defined as:

/_ T gl + )t (3.1)

where f*(t) is the complex conjugate of f(t), ¢ is time and 7 is the time shift applied
to signal g(¢) [139]. This ‘scans’ signal g past signal f using the 7 time shift and
compares the shape of the two signals.

To illustrate this technique the example set up shown in figure 3.11a) has
been used except that the ‘defect’ is the end wall of a sample block, simulating an
infinite defect, and the transducer used was the focused meanderline (figure 3.3)
held at a fixed position. This generation EMAT design has optimal signal strength
generation when using a seven cycle, 2 MHz, sinusoidal tone burst. Signals reflected
from defects therefore return as a seven cycle, 3.5 us long wave packet, and therefore
if no signal processing is used the spatial resolution of the technique is limited.
However, cross-correlation can be used to extract the wave packet peak to allow
accurate position measurements.

To extract the peak of the wave packet in an automated manner, a synthetic
signal G with its real component designed to match the generated signal was created,

—(t—tg)?

G=¢e 2 eme(t_tO), (3.2)

where f is the frequency, tg is the time offset, and a is the width of the signal in the
time domain. The values were set to match those contained in the real output signal
(a=1 us, f=2 MHz, tp=20 pus). This synthetic signal was cross-correlated with the
detected waveforms and the absolute value squared returned, giving the signal power
of the wave packet (effectively measuring the peak in the wave envelope), making

it possible to find the maximum peak position to a higher degree of accuracy. The

60



[

=)
@
E’ OM\WNNWW_WMW
(o]
> . ‘ : ‘
2 20 30 40 50
Time ps
£l
gs !
I [1})
= E 0.5
32
= E 20 30 40 50
Time us

Figure 3.13: a) shows the single shot voltage data detected by an EMAT when
looking for a reflection at the focal point from a large defect. b) shows the same
data as a) after cross-correlation with a synthetic signal designed to mimic the
generation EMAT output, and so extracting the signal wave packet.

cross-correlation process also takes advantage of data from all seven cycles of the
detected wave as it compares the shape of the full signal packet with G, increasing
the accuracy of the peak characteristics found, and reducing noise which has different
frequency content.

To illustrate this processing, figure 3.13 shows an unprocessed, and a pro-
cessed, A-scan detected by the EMAT when aligned with the focal point at the
center of a defect much larger than the beam profile. The only processing that has
been used on the signal in (a) is an amplifier and a 0.8-5 MHz band pass hard filter.

The reflection from the defect can be seen with a peak just after 30 us.

3.5 Finite Element Analysis

Finite Element Analysis (FEA) is a numerical technique employed for modelling of
complex, dynamic systems [140, 141]. It can be used for modelling a large range
of applications including structural mechanics, fluid dynamics, electromagnetic in-
duction, and ultrasound propagation, and has the versatility to be able to model
inhomogeneities, unlike most analytical solutions. The structure to be modelled
is mapped using a grid of elements, with nodes at each element corner. Element
shapes are typically triangular or rectangular in 2D, or tetrahedral or quadrilateral
in 3D. Tetrahedral grids are more accurate for more complex geometries and have
been used for the COMSOL magnet models employed in this work. The commercial
ultrasound modelling software PZFlex that has also been used in this work only uses
a rectangular or quadrilateral grid. A set of partial differential equations is then

defined for each element, or node depending on the property being mapped, and a
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set of boundary conditions imposed. This can then be numerically solved to find a
solution to these equations for the entire complex geometry. For example, PZFlex
maps the pressure field for each element throughout the model using the relevant
wave equations, section 2.1. Care must be taken with the definition of the grid,
as coarse grids lead to numerical dispersion and inaccurate models. For ultrasound
modelling, the Nyquist sampling theorem [142] gives the minimum necessary grid
size as two elements per wavelength. This, however, is rarely sufficient, and so for
most models 15 elements per wavelength have been used, considering the shortest
wavelength of interest for the model [?]. The simplest method to check the model
accuracy is to gradually increase the number of elements per wavelength and once
the results are identical between two numbers then it can be assumed that the model
has converged.

FEA techniques are employed in this work to study the different wave-fields
generated by different EMAT coil configurations. While FEA models are a com-
putationally heavy way of building a wave-field image it allows for the comparison
of in-plane velocity as detected by an EMAT, and out-of-plane displacement, as
detected by a laser vibrometer. It also allows for investigation of the wave-field
interaction with defects and boundaries.

PZFlex was employed for modelling the ultrasound fields generated using a
pressure loading to initiate the ultrasound. It was assumed that the spatial area
of the sample directly beneath an EMAT coil will receive an even pressure force
at 90° to the current and the permanent magnetic field, obeying the right hand
rule. For the surface wave EMATSs modelled, this puts the pressure force directly
along the surface of the sample. This is an over simplification, as there will be
some component of the force into the sample bulk due to variations at the magnet
edge field, and any contributions from the dynamic field have been neglected (see
section 2.2.1), however, comparisons of the FEA models with experimental data
from the laser vibrometer showed good agreement, and therefore this modelling was
deemed sufficient.

For faster modelling, Huygen’s principle modelling has been investigated [143].
However, traditional Hugyen’s principle modelling assumes the superposition of
point sources, whereas EMATSs work via the Lorentz force which has a strong direc-
tionality. Superpositioning of dipole point sources was investigated to try and find a
faster alternative to the computationally heavy and slow FEA models for predicting

EMAT focused beam profiles with moderate success.
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3.6 EMAT Construction

3.6.1 Coil Construction

All the coil designs created have been produced using hand winding of wire to form
the coil, as wires give greater current density than flat, printed circuit coils, and so
have improved signal generation efficiency. A discussion of printed circuit techniques
can be found in reference [2]. A typical EMAT coil, as discussed in section 2.2, is
wound to be roughly 2D so that the majority of the wire is flat relative to the sample
to be inspected, as shown in figure 3.14. This is so that the active coil is as close to
the sample as possible for optimal signal generation. The exceptions in this work are
the linear coil designs, detailed in sections 3.1.1 and 3.1.2, where the wire elements
closest to the sample are all desired to be parallel, with the current flowing in the
same direction in each element [144, 137]. The linear designs in this work were
made by FDM 3D printing thin (around 1 mm thick) plastic formers with an inset
groove for wire placement, so that the wire is wound around the former, leaving the
bottom face with parallel wires with the same current flow direction (figure 3.15).
This has the disadvantage that a large proportion of the wire is now not actively
generating ultrasound while increasing the resistance of the system, wasting power.
The opposing direction wire on the opposite face of the former also has the potential
to interfere with the signal generation and so copper isolation is included below it.
Designs where the upper former wire was deliberately staggered with respect to the
active wire gave less interference as any signals picked up by the upper wire (despite
the shielding) was also time staggered (e.g. figure 3.9). However, this design can
increase the amount of wire without increasing the amount of active wire. A more
traditional method often employed to create a linear EMAT coil is to wind the wire
fully around the magnet so that the opposing wire is at large separation for the
sample (figure 3.16), however, this greatly increases the amount of wire used for the
same amount of active coil, and for cylindrical and ring magnets can greatly increase

the complexity of building the design.

text redacted
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copper wire

Figure 3.14: EMAT assembly with a spiral or ‘pancake’ coil, flat to the sample. A
cylindrical magnet is rendered translucent for clarity.

copper wire

Figure 3.15: Linear EMAT made with all the wire below the magnet, wound around
a plastic former. Only the lower half of the wire is actively producing ultrasound,
with the upper half placed on top of copper shielding. A cube magnet is rendered
translucent for clarity.
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Figure 3.16: A different linear EMAT over a sample segment and the EMAT cross-
section. The active wire for ultrasound generation is the wire between the magnet
and the sample.

text redacted
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text redacted

3.6.2 Impedance Matching

Ideally, an EMAT coil would be purely inductive, with no resistance or capacitance.
However, the resistance of the long thin wire is not insignificant with respect to its
inductance. EMAT coils also experience parasitic capacitance between the neighbor-
ing turns of wire and also between the coil and the sample. As such, a true EMAT
coil behaves as an inductor in series with a resistor, both of which are in parallel
with a capacitor [13]. The electrical resonance of the EMAT coils used in this work
is much higher than the frequency at which the input AC is driven, typically around
40 MHz as measured with an impedance analyser, with operational frequencies of
below 4 MHz. Electrical resonance is the point at which a circuit changes from
behaving predominantly as a capacitor to predominately as an inductor [145]. An

AC circuit with a capacitor in parallel to the current source is not affected by the
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Figure 3.18: Circuit diagram of the impedance matching used between the EMAT
and the pulser. X, can usually be assumed to be negligible.

lower frequencies, and so this circuit below resonance behaves predominately as an
inductor [145] and can be modelled as purely L-R.

Simple racetrack designs (figures 3.5 and 3.6) have been measured using
an impedance analyser and have resistances of around ~1 €2, whereas the larger
meanderline designs (figure 3.1) have around 5-7 ) resistance. EMAT coils exhibit
a frequency dependent delay to an applied AC signal due to their inductance, and
have a total impedance of Rg + 27 fLgj, where Rg is the resistance in €2, f is the
frequency of operation in Hz, Lg is the inductance in H and j is v/—1. The term
Xp = 27w fLEg is the reactance of the coil, and is typically around 12 €) for the coils
in this work [145]. The pulsers used to drive most coils in this work have an output
impedance of 50 €, but with negligible inductance and negligible capacitance. This
is typical for most standard EMAT pulsers. This leads to a significant missmatch
between the impedance of the generator and the load applied (the EMAT). Mismatch
causes electrical reflectance, and so optimum power is not transfered to the coils.
Such a situation is a common occurrence in any electrical set-up where a load with
a lower resistance is applied to a power source.

To maximise the power transfered from a source to a load, a capacitor and
an inductor can be used to match the impedance [145]. Ideally, neither of these add
any resistance, and so no power is lost from the system; if the load resistance was
simply increased to match the power source, power would be lost. Figure 3.18 shows
the pulser-EMAT circuit diagram of the system, with two matching components, A
and B, to be calculated. The total impedance, Z, from component B and the EMAT
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in series is:

Z =Rp+j(Xp+ Xg). (3.3)

The total impedance due to the pulser and component A in parallel, setting
X, = 0 as the pulser has no inductive or capacitative component, can be found

using '/z = /g, +' /jx,. re-arranging as:

o X2R, + jX,R?
- R+ X2

(3.4)

Z from equation 3.3 must equal Z from equation 3.4 to create a matched
system for maximum power transfer. This can be done separately for the real
components and the imaginary components of the equations. Equating the real

parts gives Rg =XaBy /R127+X3 This can then be solved for X,:

X, =+Rp, | o (3.5)

Equating the imaginary parts of equations 3.3 and 3.4 gives X + Xg =Xa Ry /R?,+X3-

Substituting in the solution for X, from equation 3.5 and rearranging gives:

X, = —Xp 4 Ry /22 1 (3.6)
Rg

If X, is not assumed to be negligible, solutions can also be found, and are

calculated in reference [2] to be

2 X2
= DptXp (3.7)
Xp+QRp
X, = QRp — Xp, (3.8)
where
Rp Xp\?
=4,|— |1 — — 1. .

Q=T 1+ ( RP) (3.9)

When Xp = 0, Q = ++/Br/p, — 1, and X, =F7 /o and X, = —Xp + QRp,
equivalent to equations 3.5 and 3.6.

To calculate the components needed to create an impedance matched system,
the output resistance from the pulser, R, typically around 50 €2, needs to be found,
along with the resistance and reactance of the EMAT coil, Rp and X, which are

measurable using an impedance analyser. The desired frequency of operation must
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also be identified, as capacitors and inductors exhibit different behaviour depending
on the frequency of operation. The EMAT coil will also give a different reactance
dependent on the frequency of operation. It must be noted that the EMAT coil will
exhibit different properties depending on its proximity to other materials, especially
metals, and so the measurements should be made in situ [34]. The appropriate

capacitance and inductance can be calculated using:

-1
- 2rfC

for a capacitor, with capacitance C' in Farads, and reactance X in Ohms, and

Xe

(3.10)

X, =2rnfL (3.11)

for an inductor, with inductance L in Henrys, and reactance Xy in Ohms.

X will always be negative, while X, is always positive, as f, C, and L are
always positive. X, and X} therefore equate to either a capacitor or an inductor
depending on whether the solutions are positive or negative. Some solutions will be
physically meaningless if these values become imaginary, i.e. when @ is imaginary.

For EMATS, it is not necessarily maximum power transfer that is needed.
The desired output is the alternating magnetic field, and that is at a maximum
when the current is at a maximum. It can therefore be beneficial to maximise the
current, rather than the power. Maximum current is transfered when the circuit is at
electrical resonance, when the reactance of the pulser and the EMAT are matched,
and there is no overall phase shift, or imaginary component to the circuit [145].
This can be achieved by adding a capacitor in parallel to the EMAT, so X; = 0 and
Xo = X4 = Xg. This is much simpler to calculate from setting X, = Xg:

1
2 fCy

where Lg is the inductance of the EMAT coil, and C, is the capacitance of the

orfLp = (3.12)

component that is added to impedance match the circuit, hence

1
(2nf)2Lp

This gives the EMAT circuit a resonant frequency of f. This is also a sim-

C, = (3.13)

pler circuit to build, as all it requires is one capacitor to be soldered across the two
output wires from the coil. For very thin wire the simplest way to do this is to stick
two small pieces of copper tape on the edges of the EMAT design, keeping them
separated by the width of the capacitor. It is simplest to do this while building the
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Design Parameters
Coil type  Receive type  Chapters wavelength/ length aperture angle

width(mm) (mm) ()

, . . 3(4)5 1.5 20,30 unfocused

Meanderline  Reflection (4§ % 78 1.5 20,30 20, 11, 15, 19
Reflection 3 1.5 28, 36 21, 20

Linear Transmission 348 1.5, 0.75 20 unfocused
348 0.75 20 25

Transmission 34678 1.5 24, 30 unfocused
Racetrack 34678 1.5, 0.75 20 45
Mixed 36 1.5 20 45

Table 3.1: Summary table of all the EMAT designs tested in this work.

coil, before the coil is fully covered, between steps 5 and 6 in figure 3.17. One wire
can then be soldered to each tab, and then the capacitor soldered on the top. It is
useful if markings for the copper tab placement are included in the paper template
and cut along with the EMAT coil pattern. Resonance tuning only increases the
EMAT response very close to the resonant frequency, and so the signal becomes
narrower in frequency band width; this method is therefore only desirable when a
single frequency is of particular interest. Furthermore, the coil inductance is very
susceptible to the coil environment, so for EMATSs without a single specific applica-
tion this matching and tuning is not possible as accurate inductance measurements
cannot be made.

It must be noted that this theory assumes a continuous AC excitation. Full
analysis should include transient circuit analysis at the start and end of the tone
bursts used, and entirely transient analysis should be used for single pulse excita-
tion [145].

3.7 Summary

This section describes all of the standard experimental techniques used in this work,
including wavefield imaging, defect scanning, and the signal processing producers,
FEA design, and coil manufacturing. In summary, the different coil designs explored
are complied in table 3.1 with a reference to the chapters in which they are detailed, if
they were useful, and what testing was done with them. (Chapter labels in brackets

only contain brief details on the coil, rather than extensive testing).
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Chapter 4

The Effect of EMAT Coil
Geometry on the Frequency of
Generated and Detected
Rayleigh Waves

The EMAT coil geometry, when used for surface waves puts a limitation on the upper
frequency that can be generated and detected [5, 137]. This is because the coils have
a spatial width, meaning that the signal gets averaged out underneath a coil in both
generation and detection. If a full wavelength of a signal fits exactly underneath the
full width of a linear detector coil the positive half and the negative half of the wave
cancel out, making the wave undetectable no matter what phase the signal has, as
pictured for L = A for the linear coil in figure 4.1. An infinitely thin detection coil
would have a limit on the detectable wavelength of A = 0, hence f = oo, and would
be sensitive to all wavelengths. However, the thinner the coil, the weaker its signal
amplitude and detection capabilities. Similar wave cancellation effects are also seen
from the superposition of multiple wave fronts from a finite width EMAT generation
coil.

The frequency behaviour of meanderline and linear coil designs are both well
understood [137, 146], however, the frequency response behaviour of the racetrack
coil has not been fully characterised. It is important to understand this behaviour
in order to design EMATSs which will operate at a chosen frequency. This chapter
discusses several mechanisms which affect this, considering geometric effects, time
domain effects, pulse cycle length, and lift-off of the transducer from the sample.

The work largely focuses on the effects from the detection coil, but the generation
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coil effects are considered finally using FEA simulations.

The optimum driving frequency for maximum detected signal was found to
range between 1.1 and 1.4 MHz on aluminium for a 1.5 mm width racetrack coil.
A simple analytical model based on the instantaneous velocity of a wave predicts
a maximum signal at 1.44 MHz. Modelling the detection coil as a spatial square
wave agrees with this, and predicts a general relation of fp = 0.761v/L between
the optimum frequency fp, the wave velocity v, and the coil width L. A time
domain model of the detection coil predicts a 1.4 to 1.5 MHz peak for continuous
wave excitation, with a frequency that decreases as the length of the wavepacket
is decreased, consistent with the experimental data. Linear coil modelling using
the same technique is shown to be consistent with previous work, with improving
detection at lower wave frequencies, and signal minima at every integer multiple
of the wavelength. Finite Element Analysis (FEA) is used to model the effects
of the spatial width of the racetrack generation coil and focused geometry, and
no significant difference is found between the focused and the unfocused EMAT
response. This highlights the importance of designing the EMAT coil for the correct

lift-off and desired frequency of operation.

4.1 Analytical Solutions

Meanderline coils, as shown in figure 3.1, have a very simple relationship between the
coil design and their optimum generation and detection frequency, as the meanders
are designed to match the wavelength of the desired wavefront when operating with
a large background magnetic field [146]. When operated using purely the self-field
generation mechanism instead, the opposing coil directions generate an opposing
direction magnetic field, causing the forces to always be in parallel instead of al-
ternating, causing their optimum wavelength to halve. This is only applicable for
generation EMATS, as the detection EMAT cannot work without an applied static
magnetic field. This work only considers set ups with a large external magnetic field
as these gave much stronger signals in the experimental work conducted, and due to
the difficulties of creating very high frequency detector coils. Meanderline coils can
be made to be much closer to the ideal, infinitely thin, detectors, but circumvent the
problem of reduced width by having multiple meanders, spaced so that the correct
wavelength will always increase the signal.

Predicting the operation frequencies for coils of more significant width is less
simple. Dixon et. al [137] explore this relation for linear detection coils, with the

design shown in figure 3.16, by taking the wave equation:
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Figure 4.1: Comparisons of the detection capabilities of racetrack and linear coils for
different wavelength and phase waves. In green is shown the waves to be detected,
and red shows how this is seen by the coil. Notably the opposing direction of
racetrack wire flips the sign of the detected wave.
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A= A,elwt—hz) (4.1)

where A is the wave displacement, A, is the maximum amplitude, w is the angular
frequency, k is the wavenumber, ¢ is the time over which it has propagated, and z is
the distance propagated. Differentiating with respect to x gives the instantaneous

wave velocity:

V = —iwA,el @tk (4.2)

Integrating this between —L/2 and L/2 gives the effect of the wave being averaged
out over the spatial width of a coil width L, with 0 at its center, as EMATs are

velocity sensors. This solves to give a current in the coil of:

—2et /(KL
Looi ’ (sm (7>) . (4.3)

Neglecting time variations, and so assuming e* is a non-zero constant, this

gives

1 . (kL
Loyt 7 5in <7> . (4.4)

Minima in detection will occur when the sin term equates to zero. As k =27/, it

can therefore be predicted that minima for a coil of width L will be at:
L=——=n), (4.5)

where n is 0 or any integer (neglecting negative solutions as unphysical). This makes
intuitive sense as shown in figure 4.1 for the L = A, and 2\ examples; for the linear
coil from symmetry the positive and negative currents generated in the coil during
wave detection will always cancel out over the width of the coil, no matter what the
phase of the wave is beneath the coil. Without the !/; term, maxima would then
be found at half integer values of the wavelength, however, the !/, term cannot be
ignored. As shown in figure 4.1 for the L = */5 example, some signal phases will
be detectable as the currents in the coil add, while others will not. It was shown
by Dixon et. al. [137] that the detected signal tends to a maximum at increasing
wavelengths, giving a maximum at a frequency of zero, and the detected signal drops
to half the maximum when the coil width is equal to twice the wavelength of the
generated signal. It is therefore advisable to design detection linear EMAT coils to

have a width equal to at least twice the wavelength of the signal of interest.

75



To extend this analysis to racetrack coils, which have two halves of the coil
with opposing current directions, as shown in figure 3.5, a similar integral can be
evaluated by considering first the current in the range —L/2 to 0 and then subtract-
ing that from the range 0 to L/2 to account for the opposing current directions.
Then

0 L/2
I.oil oc/ ei(wt_kz)dm—/ e Wt—ka) g, (4.6)
) —L)2 0

2ie™wt kL
I.pi1 < ’ <1 — cos (7>> . (4.7)

Neglecting time variations again, the maximum current induced will be ob-

Loost o % (1 ~ cos <%L>) . (4.8)

Minima in detection will therefore occur when the (1 — cos) term equates to zero,

This evaluates to:

tained when

l.e. at L
— =2nm, (4.9)
2
_ 4nm

These minima have a similar intuitive explanation as for the linear coils,
as shown in figure 4.1, where a coil with a width of 2\ will always cancel to give
zero amplitude for all wave phases. Again, as with the linear case, the maxima are
less clear as the phase impacts whether the signal will cancel or not, as shown for
L =?/2and L = X in figure 4.1.

Figure 4.2a) shows the solution to the absolute value of equation 4.8 for
v = 2906 m/s (Rayleigh wave velocity in aluminium), for frequencies of f = 0 to
20 MHz, and a coil width of L. = 1.5 mm. This clearly shows the first two minima are
as expected, at 3.9 and 7.8 MHz. Without the !/; term this would give symmetric
peaks between the minima, however, the decay term shifts the peaks to slightly
lower frequencies. In this example the first peak occurs at 1.44 MHz, suggesting
this as the optimal frequency for operation. Figure 4.2b) shows the solution to the
absolute value of equation 4.4 for the same parameters as a reference for linear coil
behavior.

This analysis gives a useful prediction of the behaviour of a coil of a chosen
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Figure 4.2: a) theoretical coil response for a racetrack EMAT coil of width 1.5 mm,
detecting a wave with a velocity of 2906 m/s. b) theoretical coil response for a linear
EMAT coil of width 1.5 mm detecting the same wave.

width L. However, experimental observations [4] found that a racetrack coil with a
width of 1.5 mm used on aluminium had optimal signal generation when a 3 cycle,
14 0.3 MHz signal was used to drive the coil, which is below the predictions of this
simple model. Further consideration must be made of the other factors which will

affect the frequency behaviour of an EMAT.

4.2 Experimental Results

Characteristics conditions that might affect the frequency response of a coil include
the electrical impedance of the coil and the whole system, the lift-off between the
coil and the sample, and the accuracy of the coil width during production. The
racetrack coils used were: two sets of focused, 1.5 mm width coils (figure 3.7), the
second being an attempt at an identical repeat to see if inconsistencies in production
cause much variation in the output frequencies; one identical focused set except with
the coil width reduced to 0.75 mm; and two unfocused racetrack pairs, (figure 3.6),
one set being 6 mm longer than the other to see if the large increase in wire length,
and therefore resistance, had any effect on the output frequencies. A three cycle
sinusoid was used to excite all racetrack designs; further details on the focused design
can be found in chapter 6.

All coils used in the experimental work are hand wound using 0.08 mm
diameter wire, as wire gives a better current density than printed circuit board, and
hence variations in geometry can occur. As such, the widths of all the racetrack

coils were measured under an optical microscope. Three measurements were taken
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per coil along their length and the average taken, to account for minor variations
in the width. Table 4.1 gives the measured widths of both the generation and the
detection coil, seperated by commas, from the optical microscope in the column
‘Measured Coil Width’. Two 1.5 mm designed width racetrack coils were made to
test reproducibility. The expected optimum frequency for the strongest generated
signal from the analytical calculations outlined in section 4.1, based on the measured
width of each coil, is given in the column ‘Theoretical Frequency Peak’ of table 4.1,
assuming a Rayleigh wave in aluminium. The largest discrepancy from the designed
width of 1.5 mm is 0.31 mm thinner than intended, which would lead to an increase
in frequency peak of 0.5 MHz in aluminium. Some variation in peak frequency
is therefore expected from variations in the coil widths, however, they are mostly
under the designed width which should increase the peak frequency compared to
the designed value assuming a 1.5 mm coil. All racetrack coils were found to have
electrical resonant frequencies of around 40 MHz as they create an L-R resonant
circuit. This is much higher than the driving frequencies considered, and so resonant
effects will not affect the operation.

An example set of A-scans from the original set of focused coils, designed to
operate at 1.45 MHz, are shown in figure 4.3 with varied driving frequencies. The
noise from the driving signal can be seen starting at 3.8 us which is the time delay
of the Ritec used for generation; the noise is erratic in shape as it saturates the
signal amplifier being used. The Rayleigh wave is seen starting at ~15 ps. The
Ritec driving frequency was varied incrementally and the peak to peak amplitude
of the Rayleigh wave was measured for each frequency. The maximum peak to
peak signal strength of each Rayleigh wave packet, after a high pass filter has been
applied to remove the low-frequency background variations, is plotted as a function
of the driving frequency in figure 4.4a). It was expected to give a maximum signal
when the driving frequency is close to the designed coil frequency, 1.4 MHz. It
can clearly be seen from 2 MHz and above how the wave packet starts to distort,
showing stronger leading and trailing edges.

Overall, the driving frequencies that gave the strongest peak to peak signals
ranged from 1.1 MHz to 1.4 MHz for the different 1.5 mm width racetrack coils.
These are listed for comparison in table 4.1, in the column, ‘Driving Frequency for
Maximum Signal’. It can be seen that these are consistently lower than predicted
by the analytical model.

Figure 4.4a) also includes the frequency profile for the unfocused racetrack
coil pair using a pair of cuboidal magnets (length 20 mm, width 10 mm, height

20 mm, N45). The data outlined in the table used the same ring magnet as the
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Figure 4.3: Detected signals from the 1.5 mm width, focused transmission coils pair,
with a driving signal of 3 cycles and varied driving frequencies.

focused coils for all tests, (shown in the schematics in figure 3.6) to try and main-
tain similar magnetic field strength. However, the cuboidal magnets give a better
comparison of a consistent magnetic field orientation with respect to the coils over
the full length of the unfocused coils. The driving frequency of the peak in the
cubic spline fit for this was not included in the table as the fit is poor; however, it
is roughly consistent with the peaks found using a cylindrical magnet, but weaker
and noisier due to a reduction in magnet volume.

The current output by the Ritec during the focused racetrack measurements
was monitored by attaching a set of parallel resistors to the return ground in the
coaxial cable and measuring the voltage drop over them. The resistors made a 1 €
load, and so the current output in Amps is equal to the measured voltage in Volts
within the 10% tolerance of the resistors (this was the availability at the time).
Example data for the focused racetrack pair is shown in figure 4.4b). This shows
that the Ritec output increases as the frequency is increased, indicating that the
peaks measured for the coil (figure 4.4a)) should actually be lower than the peaks
found. However, the slope of the data is gradual, so it does not make a large
difference. The frequency response of the amplifiers used in conjunction with the

EMAT detectors was also checked and found to have no variation until well above
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Figure 4.4: a) Output maximum peak to peak signal found for multiple 1.5 mm
width racetrack coils. b) Current monitoring by measuring the voltage drop over a
1 Q load on the ground to the coil during the focused data scan in a).

the frequency range being used.

As the driving frequency was increased from 0.5 to 1.0 MHz, the Rayleigh
wave generated had a peak in its fast Fourier transform (FFT) amplitude at a fre-
quency that matched the driving frequency, as shown in figure 4.5a) for the focused
racetrack coil pair. However as the driving frequency was increased beyond 1 MHz,
the frequency of the peak output from the FFT started to fall short of the driving
frequency. The relation between the driving frequency and the frequency at which
a maximum is found in the FFT amplitude for the racetrack coils is shown in fig-
ure 4.5b). The frequency of the generated Rayleigh wave, calculated from the peak
in the FFT when the driving frequency is set such that the signal amplitude is at a
maximum, is also included in the column, ‘Detected Frequency of Maximum Signal’
in table 4.1.

It can be seen in the example profiles in figure 4.5b) that the profiles have
side lobes which do not increase in amplitude as the main peak increases. This
means that as the signal becomes weaker these side lobes can dominate the profile.
At driving frequencies above about 2.25 MHz for the 1.5 mm wide racetrack coils the
signal becomes too weak and the detected maximum magnitude of the FFT becomes
dominated by theses lower frequency side lobes, as can be seen in figure 4.5b). At
the driving frequency of 2.25 MHz the frequency of the peak in the signals’ FFT is
close to 2 MHz for all the 1.5 mm width racetrack coils. This frequency is defined as
the cut-off frequency for the coil, and is given individually as the ‘Cut-off Frequency’
in table 4.1. This can been seen in the A-scan data, figure 4.3; at a 2 MHz driving
signal the wave packet can be seen to distort, and by 3 MHz it no longer appears as a

three cycle wave of one frequency. Clearly the frequency behaviour of the racetrack
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Figure 4.5: a) The frequency content of three example signals shown in figure 4.3 for
the original focused racetrack coil pair, with the frequency locations of the maximum
amplitudes labelled. b) The frequency locations of the maximum amplitudes, as
labelled in a) dependence on the driving frequency of the coils. The dashed line
indicates where the axes are equal.

coils is not behaving as simply as giving a maximum signal at odd factors of the
wavelength (1.9 MHz) and minima at even factors of the wavelength (3.9 MHz).

Figure 4.6a) shows the peak to peak signals for the thinner racetrack coil,
which is nominally 0.75 mm in width, and the same for a thin linear coil, also
nominally 0.75 mm in width. Their strongest peak to peak signals are found at 2.25
and 0.6 MHz respectively. For the racetrack at this width, a maximum is expected at
3.9 MHz from the analytical theory. The linear coil, however, is close to consistent
with the analytical theory as its signal should increase with lowering frequency
(figure 4.2b)) except for very low frequencies which are outside the operational range
of the Ritec. The thin racetrack coil has a correspondingly higher cut-off frequency
of 3.96 MHz at a driving frequency of 4.5 MHz, as can be seen in figure 4.6b). The
linear coil is consistent with the behaviour of the 1.5 mm racetrack coils, with a cut-
off frequency of 1.8 MHz at a driving frequency of 2 MHz, which is to be expected
as linear coils only contain a single wire direction, similar to one half of a racetrack
coil.

The data from a pair of reflection meanderline coils can be seen in figure 4.7a),
for a focused design and an unfocused design. They have been tuned with capacitors
to have an electrical resonance as close to 1.9 MHz as could be reached within the
tolerance of the capacitors. A seven cycle wave was used to excite the meanderline
coils and further details can be found in reference [3] and chapter 5. The mean-

derline coils generate signals which have a peak in the FFT at the same frequency
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Figure 4.6: a) Output maximum peak to peak signal found for two 0.75 mm width
coils, one racetrack and one linear. b) The frequency locations of the maximum
amplitude found in the FFT analysis of the data from two 0.75 mm width coils, one
racetrack and one linear.

reguardless of the frequency of the driving signal, shown in figure 4.7b), due to
their resonant frequency and the meanderline design. The average frequency loca-
tion of the peak of the FFT of the Rayleigh waves generated by the meanderline
coils across all driving frequencies is given in the column, ‘Detected Frequency of
Maximum Signal’ in table 4.1. This falls short of the expected 1.9 MHz to 1.6 MHz
and 1.7 MHz for the unfocused and the focused coils respectively. This is likely due
to inaccuracies of the capacitors, which are manufactured with a 10% error in the
capacitance, and inconsistencies in hand-winding the designs.

These experimental results show that the driving frequency which gives the
strongest detected signals for the racetrack coils is consistently falling short of the
expected optimum frequency based on the analytical model, and that this cannot be
due to manufacturing error in the coils, electrical resonance, or chances in impedance
between different coils. Two remaining factors to consider are the lift-off of the coils
from the sample, and effects from the signal phase which is neglected in the analytical

predictions. Both of these factors will now be analysed using modelling techniques.

4.3 Modelling

4.3.1 Lift-off Behaviour

The distance between the EMAT coils and the sample surface has been minimised
for the experiments shown here. As the coils are encapsulated in a layer of insulating

tape, the lift-off from the sample is about 0.1lmm. The electromagnetic field profile
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Figure 4.7: a) Output maximum peak to peak signal found for two meanderline
reflection EMATS, tuned to 1.9 MHz. b) The frequency locations of the maximum
amplitude found in the FFT analysis of the data from two meanderline reflection
EMATS, tuned to 1.9 MHz.

seen by the sample will therefore be wider than the coil width, as the electromagnetic
field extends beyond the coils. The vector potential, A, generated in a two layer
sample by a coil formed of a ring of wire has been calculated by Dodd and Deeds [33].
Assuming only one substrate («; = ag in the notation used by Dodd and Deeds)

the theory simplifies to the expression:

A(r, z) = ulro / ,93’1(ar0),%’1(ar)e_o‘la( ¢ )da, (4.11)
J0O

a+ «

where r is the radial position from the center of the coil, rg is the radius at which
the coil is located, z is the vertical distance from the coil, p is the permeability of
the substrate, I is the magnitude of the current pulse in the coil, % is a first order
Bessel function, a = \/m, w is the angular frequency of the current pulse
in the coil, o is the electrical conductivity of the substrate. This can be used to
approximately predict the lift-of behaviour of an EMAT coil.

The effect of a whole set of concentric rings, approximating a pancake EMAT
coil, can then be found by summing the effects from multiple such equations at dif-
ferent locations. Neglecting self-field generation (experimentally found to be negli-
gible) and neglecting magnetic edge field effects, the vector potential is proportional
to the eddy current density, which is proportional to the current induced in the
sample (equation 2.43). An example current density profile underneath a coil and
into the sample is shown in figure 4.8a). Summing this throughout the skin depth
(equation 2.54) of the sample gives a surface profile proportional to the current in

the sample surface, with the half under the opposing coil direction taken to be neg-

84



o~

Depth (mm)
N w

Proportional to Current

Frequency at Peak Magnitude

5 15 1.4
5
0. 1 : o
13
i
05
"
0 1.2 o
:
£.05 °
1.1 °
1 4 e
H
2 15 1
4 05 0 05 1 -t

-0. L -1 -0.5 0 0.5 1 0 0.1 0.2 0.3 0.4 0.5
Radius (mm) r(mm) Lift-off (mm)

(a) (b) (c)

Figure 4.8: a) Example current density profile in an Aluminium substrate, 0.1 mm
below a pancake coil of radius 0.75 mm with a continuous AC of frequency 1.285 MHz
(color bar values are proportional to the current density). b) the surface current
profile from the same coil. ¢) the frequency at which a peak is found in the magnitude
of the FFT of profiles such as the one in b) with varied separation from the pancake
coil.

ative, figure 4.8b). Taking the FFT of this profile gives another theoretical measure
of the frequency content from the coil spatial profile. While this method was de-
veloped for a pancake coil, the 2D cross-section through the coils will look similar
for a racetrack coil. A 1.5 mm diameter coil creates a profile with a peak in the
FFT magnitude at 1.35 MHz at zero lift-off from the sample. At 0.1 mm lift-off
this drops to 1.29 MHz, as shown in figure 4.8¢). It is therefore possible that lift-off
effects partly account for the lower frequencies seen. However, it is not enough of
a drop to account for the experimental drop observed, especially when the effects
of the coils being narrower than designed and the increase in Ritec output current

with frequency are added.

4.3.2 Spatial Frequency Model

The detected signal from an EMAT coil should be the convolution of the frequency
of the signal it is trying to detect, and the frequency profile arising from the spatial
width of the coil. Considering purely the detector coil, a basic spatial model for a
racetrack coil, assuming equal detection capabilities across its full width, is a square
wave, where the wave amplitude represents the current flow in the coil. This has
been modeled for a 1.5 mm coil with a nominal current of +1 over the range 0
to 0.75 mm, and —1 over the range 0.75 mm to 1.5 mm, corresponding to current
flowing in the opposite direction, shown in black in figure 4.9a). A more extreme
model is to assume detection is only at the center of the sets of wire containing
parallel current, i.e. a pair of delta spikes, +1 at 0.375 mm and —1 at 1.125 mm,

shown in blue in figure 4.9a). A compromise between the two models is a single cycle
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Figure 4.9: a) shows a single cycle square wave, a single cycle sinusoid, and a pair of
delta spikes, all spaces for a 1.9 MHz signal, with b) showing their actual frequency
content.

of a sinusoid across the same spatial range, shown in red in figure 4.9a), modeling
optimal detection towards the center of each set of wires.

Taking the FFT of these waves, and using a Rayleigh wave velocity of
2906 m/s in aluminium to convert spatial response to frequency response, gives
the profiles shown in figure 4.9b). The first frequency maxima for the 1.5 mm coil
are at 1.9 MHz for the delta spikes, 1.7 MHz for the sine wave, and 1.5 MHz for
the square wave. All give a minimum at 3.9 MHz which is in agreement with the
analytical model of section 4.1. The square wave modeled is in agreement with the
original analytical calculations in section 4.1.

Re-calculating the frequencies for the square wave FFT profile to match
different coil widths gives a consistent relationship between the square wave width

and the maximum output frequency from the FF'T of the data:

g
L

where f, is the peak frequency, v is the surface wave velocity, and L is the full width

f» = 0.761 (4.12)

of the square wave, or the full width of the racetrack coil. This allows an upper
frequency limit to be calculated, however, as with the analytical calculations, it is

too high to explain the experimental results.

4.3.3 Time Evolution

To study the effect of time variation and different signal shapes on detection, a

synthetic wave, G, is generated using:
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G = Re |e 242 (4.13)

where f is the frequency, tg is the time at which the center of the signal packet occurs,
and «a is the width of the signal in the time domain. This wave is evaluated over a
time range from 0 to 15 us with tp=5 us. f is varied from 0.4 to 10 MHz in steps
of 0.1 MHz. To test a signal close to a continuous wave the entire first exponential
term that creates the wavepacket was removed, leaving just a cosine signal, i.e.
the condition where a = oo. The only reason this is not actually a continuous
wave is because it is only evaluated from 0 to 15 pus. To an opposite extreme a
is varied as !/ f Yo, Y/as, Y/sss 1165, making the envelope increasingly narrow,
heading towards a delta spike, making the generation increasingly broadband. A
value of a = !/f creates a signal with three main significant peaks, to match the
experimental work (black dotted line in figure 4.10a)).

The calculated G signals for these different a values, except for the continuous
wave, are shown for a frequency of 1 MHz in figure 4.10a) to show how the envelope
width affects the signal shape. The a parameter is given in the legend. Figure 4.10b)
shows the FFT analysis of the signals shown in a). As the signal becomes closer to
a delta-like signal the frequency content moves to peak at 0 MHz despite the input
f value, and increasing f increases the bandwidth rather than shifting the peak
location.

The EMAT coil is modeled by considering a spatial range of 0 to 1.5 mm

with increments of 0.1 mm, as the wire used in the EMAT designs are 0.08 mm
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Figure 4.11: An arbitrary synthetic signal is shown in blue. As it travels in x its
arrival time becomes correspondingly delayed. The actual signal detected by an
EMAT coil (shown on the left) is the superposition of these signals, s shown in
green.

diameter, and so 0.1 mm is a reasonable approximation to the coil winding spacing.
At each spatial step the synthetic wave G was delayed by a time given by the wire
spacing divided by the Rayleigh wave velocity in aluminium, 2906 m/s. This is
shown schematically with exaggerated delays in the top half of figure 4.11. It was
then approximated that the EMAT coil would measure the signal underneath the
whole coil instantaneously, and so a single detected signal was generated by summing
all the data over the positions 0 to 0.75 mm, and the data over 0.75 to 1.5 mm at
each time instance. As the coil is a racetrack design, the second half was subtracted
from the first half to account for the change in direction of the wire. This time
staggering therefore includes the effect of the variations in the signal detected by
each wire over a finite coil width at a single time, creating a simulated ‘detected’
signal from this superposition, as shown in figure 4.11.

Some example results of the relation between the input signal and the de-
tected signal are shown in figure 4.12a), ¢) and e), for simulated data with a =1/,
at three different frequencies; 1, 4, and 6 MHz. The 1 MHz detected signal shows
very similar amplitudes to the input signal, and the 6 MHz detected signal, while
smaller in amplitude, is still similar in shape to the input signal. 4 MHz, however,
shows a greatly distorted signal shape, as expected for this detector width as this
is a predicted minimum. Figure 4.12b), d) and e) show the FFTs of all the signals
shown in a), ¢) and e). The 1 MHz detected data has the same frequency content

as the input signal, although reduced in amplitude. The 6 MHz detected data has
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Figure 4.12: a), ¢) and e) show example G signals (blue) and synthetic detected
signals (red) from a simulated 1.5 mm width racetrack coil with an envelope width
of a = 1/f. a), ¢), and d) have input frequencies of 1, 4, and 6 MHz respectively.
b), d), and f) show the corresponding FFT output data of the signals shown in a),
c¢) and e).

a smaller bandwidth than the input signal, but the peak in amplitude occurs at
roughly the same frequency as the peak in the input signal. The 4 MHz input data
shows that the signal has distorted such that it has no 4 MHz signal content, and
only the upper and lower portions of the frequency band remain, as expected.
Figure 4.13 shows similar data to figure 4.12 except for a bandwidth of ! /g 1
As the input signal is now close to a single delta spike there is a large amount of
low frequency content, and for higher frequencies of operation the bandwidth is
increased. This shows something close to the full frequency response of the coil
spatial width, with little variation due to the input signal. It can be seen that
in both ¢) and e) the detected signals have the same duration in time despite the
input signals being different. This is because the input signal width is smaller than
half the coil width in the time domain. Therefore the spatial width of the coil is
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Figure 4.13: a), ¢) and e) show the input G signal (blue) and the synthetic detected
signals (red) for input frequencies of 1, 4 and 6 MHz respectively, with an envelope
width of '/g¢. ¢), d) and f) show the corresponding FFT output data from the
signals shown in the left hand graphs.

dominating the detected signal rather than the frequency of the input signal. d)
and f) both show detected frequency responses close to the profile predicted by the
analytical model. Therefore, even if a higher input frequency is used, the frequency
lobe in the FFT profile between 0 and 4 MHz dominates the frequency response.
To compare the differences caused by varying both f and a, figure 4.14a)
shows the maximum peak to peak signal of this synthetic detected signal s (the red
signals in parts a), ¢) and e) of figures 4.12 and 4.13), for each value of f input into
the equation for G, all normalised with respect to the maximum peak to peak signal
from the continuous wave (cosine) data for comparison. It should be noted that the
input frequency does not necessarily reflect the actual peak frequency produced by
the initial G signal, as seen in figure 4.10b). The two narrowest wave packet signals

for G, a="/g5 and a = ! /15y, have peaks at 0 MHz, and are increasingly broadband.
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Figure 4.14: a) normalised, maximum peak to peak signal of the detected wave as
a function of the set frequency input into the synthetic signal for a 1.5 mm width
racetrack coil. b) the peak output frequency of the modelled detected signals plotted
against input frequency.

Figure 4.14b) shows the frequencies at which a maximum amplitude is found in the
FFT data of the detected signals, i.e. the peak locations of the red signals in parts
b), d) and f) of figures 4.12 and 4.13. It should be noted that these peaks are also
plotted against the value of f input into the equation for G, equation 4.13.

The continuous wave data has a peak at 1.5 MHz (figure 4.14a) green squares)
in agreement with the analytical calculations and the simple square wave analogy
shown in figure 4.9. However, as the signal packet shrinks from the continuous
wave, the peak shifts to the lower frequencies, with the ! /4y data having a peak
at 1.1 MHz. The minima are in agreement with the analytical calculations, but
the time averaging effect causes the central peak to be more asymmetric towards
lower frequencies. The detected frequency is firstly convoluted with the frequency
profile from the coils’ square wave spatial profile, and then as signal packets decrease
in length as a is changed, the frequency is ‘blurred’ to a lower value by the time
averaging effect. As the signal becomes close to a delta spike there is always a
strong input frequency content between 0 and 4 MHz, meaning that this part of the
coils frequency profile remains dominant over the high frequency peaks. Therefore,
the curves for the '/4r, '/ss, and /16y data seen in figure 4.14a) have no distinct
minima at 4 and 8 MHz, but simply a gradual decrease in amplitude.

The frequency profile of the continuous wave data (Figure 4.14b) green
squares) shows the expected response: a straight line of gradient 1, with gaps at
4 and 8 MHz corresponding to 2\ and 4\, where the signal cancels. As the signal

wave packets are decreased in length, and so become broader band, the response
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Figure 4.15: a) normalised, maximum peak to peak signal of the detected wave as
a function of the set frequency input into the synthetic signal for a 1.5 mm width
linear coil. b) the peak output frequency of the modelled detected signals from a
linear coil detector plotted against input frequency.

shown in figure 4.14 moves increasingly further away from a straight line. This is
due to more signal content at both lower and higher frequencies than the input peak,
(figure 4.12d)), allowing a stronger distorted signal to remain even when the main
input frequency is cancelled out by the coil geometry. However, the discontinuities
at 4 and 8 MHz remain for most wave packets. For the three widest band profiles
the frequency location of the maximum amplitude remains dominated by the first
lobe of the FFT, as seen in figure 4.13, and so the data plateaus at this frequency,
converging towards 1.5 MHz for all higher input frequencies, in agreement with the
square wave profile of section 4.3.2.

The same program has been run considering instead a linear coil, where all
data between 0 and 1.5 mm is summed at each instant in time. A similar effect is
seen, but with minima at every integer value of the wavelength, corresponding to
frequencies of 0, 2, 4, 6 etc. MHz. This is shown in figure 4.15. The frequency
range used for this work was 0.05 to 5 MHz in increments of 0.05 MHz. This is
as expected from the analytical calculations, and shows that this model is valid. It
does not predict the drop of at very low frequencies seen experimentally in figure 4.6,
however this drop is due to the lower limit of the Ritec generator being reached.

This effect partially explains the low frequency peaks observed experimen-
tally, however the drop predicted for a = 1/f is still too small to explain all the
data. A sufficiently large drop is given by narrower input signals, but these have
not been tested experimentally. It is possible that this model is too simplified still,

and that this effect is stronger than the model predicts. However, considering the
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frequency drop created by the coil lift-off, these effects together can mostly explain
the frequency drop. These models, however, have not considered the effects of the
generation coil. It is possible that the generation coil is creating a signal which is
already lower than the Ritec driving frequency, which is then compounded by the
detection bias of the detection coil. Furthermore, multiple coils that were tested
contained geometric curvature. There is no theoretical reason for this to effect the

frequency content, however it could effect the signal phase [147].

4.3.4 Finite Element Modelling

The analytical model outlined in the previous section considers a generic wave packet
and does not consider differences between wave amplitude and wave velocity. It
also neglects effects from the finite width of the generation coil, and only considers
the detector coil. The experimental results obtained using the original focused
racetrack coil pair also had geometric curvature, shown in figure 3.7. A 3D finite
element model was developed using the software PZFlex to see if the same frequency
lowering effect is seen when considering wave velocity, to look for influence from the
finite width of the generator coil, and what effect geometric focusing might have. All
of the models had an element size of 34 pum, making them much higher resolution
than the analytical models, a requirement to model the high frequency wavelengths
accurately. For generation, a 3 cycle sinusoid wavefront was applied from every
element within the 1.5 mm coil width, with the waveform applied as negative in
the second half of the coil to represent the opposite wire direction. The driving
frequencies of the wavefront applied were varied from 0.3 to 3 MHz in increments of
0.1 MHz for the focused designs, and from 0.5 to 3 MHz in increments of 0.5 MHz
for the unfocused designs to check for consistency.

Figure 4.16 shows an example of the simulated x-velocity data recorded at
16.5 mm horizontally away from the generation coil back edge along the centre line
for a focused simulation with a driving frequency of 1 MHz. This location is at
the designed focal point of the curved design. Figure 4.17a) shows the maximum
peak to peak signal found at that location for all the different driving frequencies
used for both the focused and the unfocused design, and also for the simulated z-
displacement data. Y-velocity data is not considered as along the centerline of the
design the motion is purely in the x- and z-directions, with no y-component. The
peaks found are at 2.1 MHz for the x-velocity focused simulations, 1.6 MHz for the
z-displacement focused simulations, 2 MHz for the x-velocity unfocused simulations,
and 1.5 MHz for the z-displacement unfocused simulations. This shows there is some

discrepancy between the focused and unfocused simulations, with a slight tendency

93



X Velocity (arb.)

o 2 4 6 8 10
Time (ps)
Figure 4.16: Example A-scan of the FEM simulated x-velocity data at 16.5 mm
away from the coil back edge, for a driving frequency of 1 MHz. The strongest, later
arriving, signal is the three cycle Rayleigh wave, the smaller, earlier arriving wave
is a surface skimming longitudinal wave.

towards lower frequencies in the unfocused simulations. Discrepancies are likely due
to the spreading of the unfocused wavefront as opposed to the coherent wavefront
seen at the focal point of the focused design, leading to variations in phasing as the
wave reach each wire the coil [147]. In both cases the peak is seen at about 2 MHz
for the x-velocity data, suggesting the generation is in keeping with the analytical
models first outlined, while the z-displacement data is closer to the lower peaks
expected from the spatial width of the coil. It is unclear why they differ.

To simulate the racetrack detector, for simplicity just the centerline, y = 0,
data was considered. The same method as for the time evolution model was then
used to simulate a racetrack detector coil; the data between 31.5 and 32.23 mm was
summed, and then the sum of the data between 32.25 and 33 mm was subtracted
from the first sum to account for the opposing coil directions. The maximum peak-
to-peak signal found from this simulated signal is plotted as a function of the driving
frequency in the right hand graph in figure 4.17. The peaks for all of these are
roughly coincident at 1.5 MHz, with a slight bias towards the lower frequency content
in the z displacement data. This indicates that, despite the higher frequency peak
seen at the focal point in the x-velocity data, the spatial effect of the detector coil
dominates the frequency location of the maximum signal detected by the whole
system, and is in agreement with the continuous wave scenario considered in the

previous section.
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Figure 4.17: a) maximum peak to peak signal found at the focal point, or equivalent
position for the unfocused coils, as a function of the driving frequency used from a
1.5 mm racetrack spatial profile. XVel indicates the x direction velocity and ZDsp
indicates the z, or out-of-plane displacement. b) maximum peak to peak signal
found simulating a racetrack detector at the model centerline as a function of the
driving frequency used from a 1.5 mm racetrack spatial profile.

4.4 Conclusion

Experimental data from a range of 1.5 mm width transmission racetrack EMAT coils
has been presented and the driving frequency which gives the strongest peak to peak
detected signal ranges from 1.1 to 1.4 MHz. A simple analytical solution for the
detector coils is presented using the velocity of the wave equation, as an extension
from previous work on linear coils [137], which would indicate a peak frequency
should be detected at 1.44 MHz, showing this calculation is overly simplified. The
continuous wave excitation of a racetrack coil can be modeled as a square wave
spatial profile, giving a maximum detection at 0.761V/;, where v is the Rayleigh
wave velocity and L is the full coil width. A Matlab time evolution model was
developed, giving a range of peaks between 1.1 and 1.5 MHz depending on the
envelope width of the excitation signal, consistent with the experimental data. The
time evolution model predicts minima in the detected signal at every even integer
multiple of the wavelength, unless a fairly broadband signal is used, which eliminates
the minima. The zero minima show that racetrack coils act as DC filters. The same
model shows that linear coil detectors are more efficient the lower the frequency is,
with minima at every integer multiple of the wavelength, again, unless a broadband
signal is used, eliminating the minima.

It can be concluded that time averaging causes the actual frequency peak lo-

cation for a finite wave packet to ‘blur’ the signal to a slightly lower frequency, down
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to as low as 1.1 MHz for a 1.5 mm racetrack coil. The maximum peak frequency
that can be generated by the coils is 2 MHz for a 1.5 mm width coil, approximately
the theoretical peak frequency from the coil width, but is only obtained using a
higher driving frequency of 2.25 MHz, and is a very weak signal due to the time
averaging effect. Increased coil lift-off has also been shown to lower the central fre-
quency produced by the same coils by 0.06 MHz for a 0.1 mm increase in lift-off
using analytical calculations, adding to the other effects. Focusing is shown through
FEM to have negligible effect on the detected frequencies. The FEM also shows
that detected frequencies are dominated by detector effects, and not the generation
coil. Analysis of a single point from simulated racetrack generation gives a peak in
the simulated x-velocity data close to 2 MHz, as predicted by the simple analytical
solution first presented, but the time averaging of the detection coil causes the signal
to blur to a peak at 1.5 MHz, which is consistent with the continuous wave model
first presented.

fp = 0.7617 can be used to give a rough guide for the optimum frequency
of operation for a racetrack coil when long excitation pulses are used if a coil de-
sign needs to be created for a specific frequency of operation. However, if shorter
excitation pulses are used it has been shown that the optimum frequency of oper-
ation will be lowered. The Matlab time evolution model presented offers a way to
individually calculated the expected operation frequency depending on the input
signal used. Operation at lift-off also lowers the optimal frequency of operation. It
is recommended that for optimal EMAT signal strengths all coils should be tested
with a driving frequency sweep in their desired operation set-up to find the exact

optimal operation frequency of the whole unit.
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Chapter 5

Characterisation and Defect
Detection Capabilities of
Focused and Unfocused

Pseudo-Pulse-Echo Meanderline
EMAT Designs

For the improved detection of small surface breaking cracks, focused surface waves
are investigated. Geometric focusing in the EMAT coil design is used to create a fo-
cusing effect. This chapter details the behaviour and capabilities of the pseudo-pulse
echo meanderline EMAT detailed in section 3.1.1, with the coil design pictured in
figure 3.3. A standard, unfocused EMAT as detailed in section 3.1.1, figure 3.1, is
first presented and used for comparable defect detection scans to show the improve-
ments from the focused design. The technique presents as a pulse-echo technique,
however two separate coils are used in close proximity instead as this allows for

isolation between the coils, and hence the term ‘pseudo-pulse-echo’.

5.1 Wavefield Imaging

The out-of-plane displacement of an ultrasound wave generated in a sample by an
EMAT can be mapped using a laser vibrometer over an area to create an image
of its beam profile, as outlined in section 3.2. This section studies the wavefields
produced by the unfocused meanderline coils, and the focused meanderline coils,

as discussed in section 3.1.1, to give a comparison of how the change in geometry
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affects the wavefield shape created. Pseudo-pulse-echo mode uses two coils in close
proximity so that the two coils are isolated and can be individually tuned to a
resonance frequency, as discussed in section 3.6.2. As such, the behaviour of both
the generation and the detection coil must be understood to fully charactise the
EMAT unit. The frequency analysis in chapter 4 forms part of this characterisation,
but in addition, for focused designs the focal behaviour must be understood. The
cross-correlation technique, outlined in section 3.4, was used to find the signal power
from the EMAT at each X-Y location on the sample surface.

Figure 5.1 shows the results from the unfocused design and figure 5.2 shows
the results from the focused design. Figure 5.1a) and b) and figure 5.2a) and b)
shown two time snap shots from the EMATS, the first at 11 ps and the second
at 26 ps after the EMAT pulser triggers. The colour scales have been normalised
with respect to the strongest signal seen during each scan, with red indicating the
strongest signal, blue the weakest signal, excluding noise outliers. No direct com-
parison is made here between the signal strengths of the two coils due to variations
in set up, in particular the focus of the laser beam, making a numerical comparison
obsolete.

To give a single, time independent, image showing the spread of energy over
the whole sample, the signal power was summed from 0 to 50 us at each x-y position
and then re-normalised to give the final profile ¢) shown in figure 5.1, unfocused
design, and figure 5.2, focused design. This will show the maximum power (red)
when the ultrasonic wave is strongest, and so should show the focal position of the
curved EMAT design. Some positions did typically show more noise spikes than
others due to variations in surface roughness leading to the speckled variation in
signal within the beam profile. The magnet placement, shown by the circular effects
in the time independent images, contains a large quantity of noise in the focused
scan, because the change in height of 20 mm to the surface of the magnet puts
the beam of the vibrometer used out of focus. This effect does not occur on the
unfocused scan due to a different set up of the laser focus, causing a loss of signal
at this increased height instead. The x-axis zero position has been set at the back
edge of the generation coil for both scans. Figure 5.2¢) shows the focus at 43 mm
from the coil back edge.

The unfocused beam is approximately symmetric on either side of the magnet
with waves propagating in both directions, with a vertical extent clearly larger than
the 20 mm extent of the coil. The shape appears to be stronger at the edges, at
around 5 and 25 mm on the vertical axis; this is due to the curved ends of the

wire as it turns between meanders, figure 3.1, creating a near field effect. The
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Figure 5.1: a): normalised signal power as detected by a laser vibrometer at 11 us
after the generation coil is triggered, the x zero position indicates the back edge of
the generation meanderline coil. b): the same plot as the top graph except 26 us
after the coil fires. ¢): the full beam profile, summed between 0 and 50 us and
renormalised. The coil location has been superimposed in red/white for reference.
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Figure 5.2: a): normalised signal power as detected by a laser vibrometer at 11 us
after the coil fires, the x zero position indicates the back edge of the generation
meanderline coil. b): the same plot as the top graph except 26 us after the gener-
ation coil is triggered. c): the full beam profile, summed between 0 and 50 us and
renormalised. The coil location has been superimposed in red/white for reference.
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Figure 5.3: Directivity plot of the signal in dB from the focused meanderline EMAT.

wave energy appears more evenly spread throughout the beam width by the time
the beam has reached 100 mm from the zero position. The profile is fairly noisy,
however, and this y-axis variation in intensity is not significant enough to draw any
further conclusions from. The focused coils show a clear difference in wavefield, with
the wave transmitted to the left hand side of the magnet propagating outwards and
diverging, and the wave on the right hand side focusing to a stronger, tight profile.
Peak signal strength is reached at 43 £1 mm from the back edge of the generation
coil. This is 7 mm shorter than the designed focal point at 50.6 mm (figure 3.3) due
to the small aperture angle of the generation coil, as discussed in the next section.
The vertical extent of the beam, or the beam width, at this position is 3 £1 mm,
significantly narrower than the coil extent.

To further analyse the focusing effect, figure 5.3 shows the focused signal in
dB as a function of angle at two different distances, 43 and 50 mm, as measured
from the back edge of the generation coil. 0° gives the data directly in the beam
path, i.e. the data at 43 and 50 mm away from the back edge of the coil along the
x-axis. 90° is defined as the positive y-axis direction from the back edge of the coil,
90° from the focal axis, and -90° correspondingly as the negative y-axis direction
from the back edge of the coil. At a radius of 43 mm the signal is stronger at 0°,
but does in fact have a slightly broader angular extent than the signal at a radius
of 50 mm (close to the designed focal point). Plotting the data in dB (i.e. a log
scale) shows the presence of side lobes which are not picked up in the power image

in figure 5.2.

5.2 Aperture Effect

The shortening of the measured ultrasonic focal point from the designed geometric

focal point is due to the aperture angle of the coil. This is demonstrated experi-
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Figure 5.4: Focused meanderline beam profile comparisons, using either a) the gen-
erator or b) the detector coil as a generation coil to image its behaviour, the active
coil has been superimposed in red, and the other coil in blue for reference.

mentally through a comparative pair of vibrometer scans, run sequentially, changing
from using the generation coil, to using the detection coil to generate the ultrasound,
with results shown in figure 5.4. The generation coil has an aperture angle of 11°,
and the detection coil has an aperture angle of 20°, as labelled in figure 3.3, so this
allows for a comparison of the ultrasonic focal points between two coils with differ-
ent apertures. The only difference between the two coils in design is their aperture
angle. Due to their different positions the generation coil has a geometric focal
length of 51 mm, and the detection coil has a geometric focal length of 41 mm, so
that their geometric focal points are aligned, as shown in figure 3.3. The vibrometer
focus was not altered between the scans, and the exact same sample and positioning
was used. The two scans have been plotted on the same, normalised colour scaling
in figure 5.4. The x-axis data between the two scans do not quite line up due to
drift in the x-y stage used for imaging when resetting the equipment between scans.
This is duly compensated for in focal length measurements. The data is noisier
than the previous scan, figure 5.2, due to difficulties with the beam focusing of the
vibrometer. However, it is clear that the focal points are not the same.

For a more detailed study of the focal position, a two-wave mixer laser inter-
ferometer was used, with the detection point scanned along the y=15 mm centerline,
along the focal axis of the beam, again using both coils alternately as generators.

This system has a single direction stepping stage, so full wave field images could not
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Figure 5.5: B-Scan data of normalised signal power from (a) the narrow aperture
generation coil and (b) the wider aperture detection coil of the focused meanerline
EMAT. Blank or noisy data at 30 mm shows where the laser beam caught the edge
of the magnet.

be made. However, this detection system has much better time and spatial resolu-
tion, and has been designed to perform better on rough surfaces, giving better signal
to noise ratios [148]. The associated B-scans can be seen in figure 5.5, with time on
the x-axis, and position on the y-axis, corresponding to the same position direction
as used for the x-axis data in figure 3.3, with the zero position set to the generation
coil central back edge. The data has been individually normalised to a maximum
amplitude of 1. Figure 5.5a) corresponds to the centerline of the vibrometer data
in the top image of figure 5.4, with a peak at 43 mm. Figure 5.5b) corresponds to
the centerline of the vibrometer data in the bottom image of figure 5.4, and shows
a signal peak at 50 mm, at about the designed focal point. The wider aperture coil
(detector) also shows a much tighter focal length, the signal having become almost
completely dispersed by the end of the scan, unlike the signal shown in a).

It is found that the 11° aperture angle coil had a focal offset of 8 mm from
the designed focal point, and the 20° aperture angle coil had a focal offset of less
than 1 mm from the designed focal point. The larger detector coil gives rise to a
stronger signal, as expected and can be seen in figure 5.4, and the wider aperture
gives a tighter focal spot, followed by a faster spread of the signal. The narrower
aperture angle gives a longer beam profile for the focal point, which is often more
desirable for ultrasonic scanning as it means defects can be detected regardless of
how close they are to the focal point. It can clearly be seen that the two coils are
not focusing to the same spatial position despite being designed to do so.

Finite element analysis using the software PZFlex, was used to simulate the
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Figure 5.6: Finite element model of the beam profile for a focused meanderline
EMAT with an aperture angle of 11°, as shown in figure 5.2.

Rayleigh wave produced by the EMAT and then to vary the aperture angle of the
simulated coil to study its effect. The EMAT, was modelled by assuming a radial,
consistent, in-plane pressure within the material surface at right-angles to the coil.
The actual value of the pressure was neglected as the results of interest are com-
parative changes, rather than numerical. Following identical signal processing to
the experimental data, the simulated, time-summed, beam profile for the modelled
generation coil is shown in figure 5.6. This predicts a focal position of 40 mm,
and the profile shape is roughly in agreement with the experimental measurements
from the laser vibrometer. The laser vibrometer measures the out of plane displace-
ment of the surface, whereas the EMAT detection coil measures in-plane velocity,
however, simulations were run to study both the out-of-plane displacement and the
in-plane velocity, and the profiles were found to be very similar, with the focal points
appearing in the same location.

Coil models were generated with aperture angles varying from 10 to 20°.
Figure 5.7 shows some example data, plotting signal power measured along the
focal axis from the time-summed signal power profiles for three different aperture
angles. All the coils have been designed to focus at 51 mm, as marked on the figure,
but the profile peaks fall increasingly short of this as the aperture angle decreases.
The beam depth along the x-axis is also seen to increase with decreasing aperture
angle, as seen in the wave field images from the two coils (figure 5.5) and the peak
height decreases as the depth increases as the beam profile is more spread out. The
measured focal point has almost converged to the designed focal point by 20°.

As the detection coil has a designed focal length of 41 mm (figure 3.3) due
to its different placement position, the same modeling was also run for a set of coils

with apertures angles from 10 to 20° but a designed focal position of 41 mm. To
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Figure 5.7: Focal axis profiles along y = 0 for coils with three different aperture
angles, all designed to focus at 51 mm.

compare the results from the two different designed focal points, the focal position
found for each model is subtracted from the designed focal position to give a focal
offset, therefore showing how far the found focal point is away from the designed
focal point. This is plotted in figure 5.8 as a function of aperture angle. The two
different curves represent the two different designed focal lengths as indicated in
the legend. Both curves are very similar in shape, with slight variations due some
small oscillating patterns showing up in the beam profile, which can be seen on
close inspection of figure 5.8, particularly in the smaller aperture designs, causing
the peak to vary in a few places. The FE model predicts a focal offset of 11 mm
for the 11° aperture coil, which is an overestimate from the experimental offset of
8 mm, however, it predicts an offset of 1 mm for the 20° aperture coil, in close
agreement with the experimental offset of just under 1 mm. It can be concluded
that for aperture angles of 20° or more, the actual focal point position will be within
an error of 1 mm from the geometric, designed focal point.

Having analysed the two coils separately they need to be tested as a single
unit, since they are designed to work as a pair, with one generating the focused beam
profile and the other detecting the curved wave front reflected back from an EMAT.
This was done by scanning the EMAT pair towards an ‘infinite depth defect’, in this
case the end of a 5 by 50 mm cross-section aluminium bar. The strongest reflection
was detected by the detection coil at 51 mm, the designed focal point and the focal
point of the detector coil, as shown in figure 5.9. This indicates that the focal point of
the detector coil dominates the system. This can be understood from considering the
extent of the beam spots of both coils along their focal axis, as shown in figure 5.5.
While the 11° coil has its strongest generation point at 41 mm, there is very little

signal generated by the 20° coil at this position. It can therefore be assumed that
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Figure 5.8: The change in focal position of the EMAT with respect to the designed
focal position (or focal offset) as a function of the coil aperture angle. The two
different designed focal lengths are indicated in the legend.

the 20° coil has correspondingly poor detection capabilities at 41 mm. At 51 mm
the 20° coil can be assumed to have optimum detection in correspondance with its
generation capabilities, as shown in figure 5.5. For the generation coil at 51 mm,
while it is not the optimum point of generation, there is still a significant amount of
signal generated due to its longer beam length, and so this is preferentially detected.

Figure 5.9 shows the y=0 focal axis profiles from the laser vibrometer scan,
the FE model for an 11° aperature, and the EMAT-EMAT scan against the alu-
minium end wall, all aligned to a zero displacement position at their respective
focal points to compare the beam profiles. The EMAT-EMAT data has a double
focus, as the generator coil and the detector coil are both focused, and so the FE
and the laser data have been squared to allow for the focusing effect in detection
that neither considers. The profiles are in good agreement, however, the FE model
underestimates the attenuation over distance.

All this shows that consideration needs to be made of the coil design, par-
ticularly the aperture angle, when designing a focal point. A new set of focused
meanderline coils were made, with aperture angles ranging between 15 and 19°,
shown in figure 5.10. This means that the focal point of the generator and detector
coils will be much closer aligned, allowing for both coils to be operating at their
optimum focal point. The coil apertures were made to fit to the magnet shape to

maximise the use of the space under the magnet. The design is shown in figure 5.10.
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Figure 5.9: Signal profile comparisons down the focal axis of the coil, as measured
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Figure 5.10: Focused meanderline coil schematic, with less disparity in the aperture
angles to improve the focal point alignment. The green outer circle indicates the

magnet placement. The green inner circle indicates the edge to which the meanders
extend.
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Figure 5.11: Meanderline inline scans of a set of slot defects, all 1 mm in depth, and
1 mm in widths, lengths given in the headers. Red indicates maximum detected
signal, blue indicates no signal. a) the top row of graphs are normalised collectively
to the maximum signal found in the top right hand graph, the 5 mm length defect.
b) the lower three graphs have been individually normalised with respect to the
maximum signal detected within each graph.
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5.3 Defect Detection

Both the unfocused meanderline EMAT pair, and the new design focused EMAT
pair shown in figure 5.10, were employed to scan the machined slot defects detailed
in section 3.3. The scanning set up is shown in figure 3.11, with the back edge of the
generator coil at a distance of 51 mm from the defect leading edge, scanning in the
transverse direction. This leads to an expected arrival time of the Rayleigh wave
of approximately 32 us. Figure 5.11 shows some example data from the unfocused
EMAT represented as brightness scans (or B-scans). The data is presented twice
as the first set (a) shows the data normalised to the overall maximum found for all
defects (shown in the third scan of the 5 mm length defect), and the second set (b)
shows the data individually normalised to the maximum found within each scan.
The y-axis shows the displacement of the center of the detector coil from the center
of the sample (and hence the center of the defects) as it is scanned across the sample
parallel to the long edge of the defect. The x-axis shows the time, and the colour
data shows the normalised signal power detected by the EMAT at that position and
time, with red indicating a detected reflection, and blue indicating no reflection.

The unfocused EMAT does detect all of the defects, however, the signal for
the smallest, 1 mm depth, 1 mm diameter drilled hole is weak and noisy compared
to the others. The extent of the detected signals does not appear to have any
correlation with the defect length, with all three scans showing reflections over a
similar distance, which corresponds to the beam width (figure 5.1) and therefore the
coil length (figure 3.1). The same scans were run for similar defects but with depths
of 1.5 and 2 mm, with very similar results, showing that an increase in depth does
not provide increased spatial resolution; defects smaller than the beam width will
show strong reflections regardless of where they are incident within the beam width.

The focused EMAT pair was also used to scan all of the billet defects outlined
in the methodology. The lengths of the defects were varied from 1 to 11 mm in
increments of 2 mm, all at depths of 0.5, 1.0, 1.5, and 2 mm, making for a total of
24 different defects. Figure 5.12 shows the scans from the 0.5 mm and 1.5 mm depth
defects. The white space at the end at some of the scans is where no data was taken
as the scans were shorter than other scans. All of the defects are detected with up
to 30 dB signal to noise ratios, despite all data being taken as single shot, with no
averaging. The images have been individually normalised to their peak signals, as
with the data in figure 5.11b) for the unfocused EMAT.

At each displacement position in figure 5.12, the maximum reflected signal

power was measured, and this is plotted for the 0.5 mm depth defects in figure 5.13,
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Figure 5.12: Focused meanderline B-scans of a set of slot defects, all 1 mm in width,
lengths given in the headers, depths given in the captions.
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Figure 5.13: The maximum signals detected from the B-scan data shown in figure 772,
lengths given in the legend, all at a depth of 0.5 mm. The dotted vertical lines show
the expected locations of the defects.

with all the signals normalised with respected to the strongest overall signal so that
the profiles can be compared. As expected, the strongest signals are returned from
the largest defect, and the weakest from the smallest defect. The reflection from the
1 mm length defect is particularly weak because the defect is significantly smaller
than the 3 mm beam width of the Rayleigh wave at the focal point, however, it is
still detectable. The 7 mm defect has a surprisingly weak reflected signal, weaker
than both the 5 and the 3 mm length defects. This is due to variations in the
EMAT lift-off. The set-up was designed such that the EMAT should be scanned
in contact with the sample surface, however, with the automated scanning system
that was used, this can cause it to catch on the sample surface, and the pressure
of the contact was variable. The inconsistencies in peak signal strength along the
length of the defects individually, especially noticeable on the 7 and the 9 mm length
defects, might also be an effect of the EMAT catching on the sample, or variations in
the roughness of the defects and the sample. An industrial scanning system would
mitigate some of these variations.

The finite width of the beam profile, 3 mm, means that each defect shows
a rising edge as the beam moves from partially impinging on the defect, to fully
incident. The rounded ends of the defects from the cylindrical milling also add to
this effect. As such there is not a precise edge which can be used to identify the defect

location. Instead, the defects were considered individually, normalising the signal
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Figure 5.14: Predicted defect lengths for the 0.5 mm depth defects as dependent
on the signal level as a fraction of the maximum signal used for the measurement.
Dotted lines indicate the actual defect lengths.

maximum to 1 for each separate defect. An arbitrary threshold signal level was then
chosen, ranging from 0.1 to 0.9 of the signal maximum, and the position at which
the signal crossed that level defined as the end of the defect. These defined ends
were then used to give a predicted defect length, which is plotted in figure 5.14.
The dotted lines show the actual defect lengths. It can be seen that for all of
the defects, except for the smallest, 1 mm cylindrical hole defect, the predicted
length only matches the actual defect length when the threshold is set at a very
low level, between 0.1 and 0.2. The level that gives a correct prediction for the
1 mm defect, conversely, is around 0.7, due to the fact that it is significantly smaller
than the beam profile, therefore behaving as a specular scatterer. This analysis was
performed additionally for all the other depth defects, all of which showed similarly
low thresholds.

A typical change used in ultrasound to define a detectable signal is a change
of 6 dB [17]. This corresponds to a change in power of 0.5 as a fraction of the
maximum. It can be seen from figure 5.14 that this will underestimate all the defect
lengths. The signal level at which the predicted length matches the actual defect
length was found for all defects, including the depths of 1, 1.5, and 2 mm which
are not pictured. Finding the levels which gave the actual defect length for all the
defects scanned, and then taking the average of all of these, gives 0.3 as a suitable
threshold.

Figure 5.15 shows the difference between the measured defect length, and the

112



-
[

1 mm length
3 mm length
5 mm length
7 mm length
9 mm length
11 mm length

o
PO
+ x4 O 4 I

(=]

- 0.5 power level
— 0.3 power level

'
-
T

Predicted Offset (mm)

1
]

o
[4,]
o

15 2 25

05 1 .
Defect Depth (mm)

Figure 5.15: The error in the predicted defect length measurement, found by sub-
tracting the predicted value from the actual value, depending on the change in signal
level used to indicate the presence of a defect.

actual defect length (the predicted offset) as a function of the defect depth for both
a 0.5 signal change (in red), and the calibrated 0.3 signal change (in blue), for all
defects measured. The calibrations are skewed by the 1 mm, cylindrical hole defects,
which are consistently under-estimated in size. This is because they are smaller than
the beam profile and act as a point scatterer for the ultrasound, causing the strong
discrepancy from the other defects. Despite this, using the calibrated level of a 0.3
change in signal all of the defect lengths are predicted with an accuracy £1 mm,
and the measurements are not affected by the depth of the defect, despite some of
them being significantly shallower than the 1.5 mm wavelength of the ultrasound.
This indicates that if an initial length measurement of a defect is made using the 0.5
power level and then this initial prediction is used to choose the correct calibration

level, the error can be reduced to 40.5mm.

5.4 Conclusion

A standard meander-line coil design has been presented, with a 1.5 mm pitch, show-
ing that the beam profile has a wavefront length approximately equal to the length of
the coils, with no dispersion. It has been employed with a second standard meander-
line coil in a pseudo-pulse-echo configuration to detect surface defects down to a
1 mm depth, 1 mm diameter drilled hole in aluminium, but cannot be used to size
these defects. A focused version of the coil pair has also been presented. The focal

position and size of the beam is dependent on both the curvature of the coils and
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the size of the aperture angle used. It has been found through experimental data
and FEA that aperture angles under 20° focus closer to the coils than is expected
from just the geometric curvature, but by 20° the focal point is within error of
the geometric focal point. The beam at the focal point has a width of 3 +1 mm
(perpendicular to the focal axis), which is much smaller than the coil extent of over
20 mm. This focused design has been shown to detect surface defects down to a
0.5 mm depth, 1 mm diameter drilled hole, and to be able to predict defect lengths
with an accuracy of £0.5 mm with accurate calibration. This could be used to size

defects which are hard to measure visually, e.g. under a paint layer.
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Chapter 6

Characterisation and Defect
Detection Capabilities of

Focused and Unfocused
Pitch-Catch Racetrack EMAT

Designs

A variety of transmission EMATSs have been designed and built using a generator
and detector coil separated by a distance on the order of 10’s of mm, and used to
study the transmission of surface waves over these set distances. The transmission
technique allows for placing the EMAT coils further apart from each other than the
designs in the previous chapter, reducing the interference found between the coils.
This can be done with the previous meander designs, but that would require a long
travel distance for the ultrasound wave, subjecting it to more material attenuation,
to keep the two coils sufficiently far apart. The transmission designs used instead,
based on racetrack or linear coil designs, decrease the total distance travelled for
the wave, while also moving the coils further apart, because the designs are more
compact. Transmission designs also allow for the additional measurement of the
changes in amplitude and frequency content of the transmitted signal which can be
used to measure the depth of a defect [121, 138].

The racetrack and linear coil designs were used in this work to simplify
coil construction, as opposed to the complex meander line designs of the previous
section, and with a view to finding designs with improved lift-off capabilities, as

explored later in chapter 8. They also give a wider bandwidth of frequencies, allow-
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ing for better analysis of the changes in transmitted frequency content due to the
defects [121, 138]. For the sake of maximising signal strength, most of the following
designs were built intending to put the coils as close together as permissible by the
dead time interference. In the case of the racetrack designs this allowed them to
maintain the advantage of remaining under the same magnet as this facilitates sim-
pler scanning and alignment. The frequency response of the coil profiles has already

been explored in chapter 4.

6.1 Unfocused Racetrack Coil Designs

Racetrack designs are broader band than meanderline coils. The typical frequency
of operation is influenced by the width of the coil, as discussed in chapter 4, with
higher frequencies requiring narrower width coils and consequently giving reduced
signal strength. Figure 6.1 shows the laser vibrometer wave field image (see Method-
ology) generated by the unfocused racetrack design (outlined in figure 3.6a)), used in
conjunction with a 25 mm long, 10 mm wide, 20 mm height, cuboidal magnet, with
a 1 MHz, 3 cycle driving signal. The X=0 mm position in the scans is just onto the
edge of the magnet. The coil center is positioned off the left of the scan at —3 mm.
The Y extent of the coil is slightly off center, with the coil center at approximately
22 mm. The Y extent of the coils is 24 mm, and it can be seen that the Y extent of
the generated wavefront is approximately the same as the coil length, covering from
Y=10 to 32 mm. However, the Y extent of the signal power does become a little
more concentrated to the center of the beam by the final image shown at 27 us. The
signals for this EMAT are weaker than the meanderline EMATS, and the higher
noise level made a time summed image, such as those presented in section 5.1, too
noisy to be of use. Figure 6.1d) e) and f) show the cross-correlations of the data
shown in a) b) and c), showing the positions of the signal wave packet.

This is as expected for an unfocused coil. The signals can be used for defect
detection, however any defect within the vertical range of Y=10 to 32 mm will return
a reflection, giving poor spatial resolution. Defects with a Y extent much smaller
than the wave front will also only block a very small proportion of the wave front,
leading to difficulty in detecting the change in transmitted signal. Focusing of the
beam profile should lead to improved Y resolution and also better SNR for small

defects due to the concentration of the wave front.
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Figure 6.1: Unfocused racetrack beam profile, driven at 1 MHz. a), b), and ¢) show
the detected signals, d), e) and f) show the signal power. a) and d) show the data
7 us after signal generation, b) and e) 17 us after, and ¢) and f) 27 us after signal
generation.
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Figure 6.2: Focused racetrack beam profile within the 23 mm magnet hole, driven
at 1 MHz. a) 3.7 us after signal generation, b) 5.4 us after signal generation, c)
7.1 ps after signal generation.

6.2 Focused Racetrack Coil Designs

This section covers the focused racetrack design shown in figure 3.7, section 3.1.2.

6.2.1 Wavefield Imaging

The coil pair first built (repeat constructions were used in some later work) was found
to have a maximum detected signal when a 1 MHz driving signal was used. The
beam created by this coil at 1 MHz has also been imaged with the laser vibrometer.
The results are shown in figure 6.2. This was done in conjunction with a ring magnet
with a larger inner diameter than the one detailed, figure 3.7, so that more of the
profile could be imaged. The magnet had the same outer diameter, 35 mm, and the
same height, 25 mm, however, it had a larger inner diameter of 23 mm, so that a
23 mm diameter area in the center can be imaged. The inner edge of the magnet can
be seen, in particular in the top left of the images, where the angled magnet edge
and change in height changes the focus of the vibrometer. There are no noticeable
side lobes to the beam profile. The beam depth (X extent) at the focal point is
7.6+0.3mm, and the beam width is 2.740.3 mm (Y extent).

The coil pair were employed for defect scanning using a 2 MHz driving signal
to improve the sensitivity to small defects, despite the reduction in signal strength.
The wavefield was therefore also imaged with this driving signal, and also with the
larger magnet used with the 10 mm central hole, to find the beam profile incident
with the defects. This magnet is the same grade (N50) as the previous one, which a
large increase in volume, hence a stronger field. The results are shown in figure 6.3.

Although the EMAT system as a whole was found to generate a stronger signal at
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Figure 6.3: Focused racetrack beam profile within the 10 mm magnet hole, at 5.4 us
after pulse generation, driven at 2 MHz. a) shows the surface displacement, b) shows
the signal power, as found by the appropriate cross-correlation and processing.

a 1 MHz driving signal, the wavefield image signals for the 1 MHz driving signal
are weaker than those found for the 2 MHz driving signal. This is due to the
large reduction in the volume of magnet used for the 1 MHz image which would
correspondingly reduce signals generated and detected, and also differences in the
laser alignment. The beam depth (X extent) at the focal point for the 2 MHz
generation is 3.740.3 mm, and the beam width is 1.34+0.3 mm. The beam depth
of the 2 MHz signal is roughly half the beam depth of the 1 MHz signal because
the ultrasound wavelength is half that at the higher frequency. The beam width
is also roughly halved, despite the fact that the aperture angle of the coils is the
same, which is the main controlling factor of the focal effect. This shows that the
ultrasound frequency is just as important a consideration as the geometry of the

coils.

6.2.2 Defect Detection

A driving function of three cycles at 2 MHz, giving a 1.5 mm wavelength in alu-
minium, was chosen to give suitable frequency content for reliably detecting sub-
millimetre depth defects, while still having a reasonably strong and undistorted
signal (see chapter 4). The defect profiles are shown in figure 3.12 and the scanning
directions are shown in figure 3.11b). Defects were artificially produced using a
1 mm diameter milling piece, giving rounded ends and a constant opening width
of 1 mm. The lengths were varied as 1, 3, 5, 7, 8, and 11 mm, and the depths

were varied as 0.5, 1, 1.5, and 2 mm, giving a total of 24 simulated defects. The
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Figure 6.4: Schematic of in-line scanning of a defect using the focused transmission
EMAT design.

lengths include the 1 mm diameter curved edge; the 1 mm length defects are hence
cylindrical milled holes. A set of scans were performed, with two scan directions
used; transverse (perpendicular to the focal axis) and in-line (along the focal axis),
labeled in figure 3.11b). All data is taken in single shot (no averaging).

Figure 6.4 shows the three main stages of the in-line scan of a defect: a) the
position where signal enhancement is seen (as discussed in section 2.1.4, figure 2.5),
b) the transition through from a) to ¢) where the amount of signal being blocked
gradually increases, and the ¢) the position where the maximum amount of signal
is blocked. The second half of the scan then mirrors the first, as signal increases
again, followed by enhancement as the other coil moves over the defect.

Figure 6.5 shows some examples of B-scans from in-line scans of three dif-
ferent length, 2 mm deep, defects. The B-scans show scanning position along the
x-axes, time along the y-axes, and the colour scale shows the signal power. Each
image has been normalised to the maximum power during that scan. When there
is no defect between the two coils a strong signal power will be measured. However,
when a defect is present the power transmitted will be reduced, and if the defect is
of sufficient size and in the correct position no signal will be transmitted. This effect
is shown clearly in the figure; for the 1 mm length (cylindrical) defect even at the
focal point there is still some transmission around the defect as it is smaller than the
beam width, nevertheless, the defect is still detected by a reduction in transmission.
For the longer defects, a region of minimum signal power is found with the length
of this region dependent on the length of the defect relative to the focal beam area.
Deep defects wider than the transducer width will block all signal once it is between
the coils (seen later in chapter 7).

When the generator or detector coils pass over the defect, signal enhancement
can be seen; This is the interference pattern and enhancement of signal power close

to the defect (e.g. between 10-15 mm on the scan of the 5 mm length defect,
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Figure 6.5: a) In-line scans of three different length, 2 mm depth defects. Lengths
indicated in the headers. Each scan has been individually normalised to its own
maximum. b) Maximum signals from the in-line scans of three different length,
2 mm depth defects, from the data in part a). Lengths indicated in the legend.

figure 6.5a). This effect has been studied in several works [51, 50]; the enhancement
is due to interference between the incident Rayleigh wave and the reflected and
mode-converted waves from the defect. For the 5 mm length defect the enhancement
is much stronger than for the shorter lengths, as it is reflecting more of the incident
waves, and covers a larger length when it is underneath the coils.

The maximum signal power within the expected Rayleigh wave arrival time
was measured at each scan position of figure 6.5a and is shown in figure 6.5b, with
a scan position of 0 mm now set when the focal beam is at the center of each
defect. This shows the enhancement, with sharp signal spikes around +15 mm from
the central position when the coils are incident over the defect, and the gradual
blocking of the signal in the center. Longer defects do block more of the signal
earlier in the scan, and this effect could be used for defect sizing. However, this
effect is largely dominated by the width of the focal point, and so is not the most
accurate way to size the defects. It also does not make optimal use of the focusing
effect.

Once a defect is found, transverse scans (depicted in figure 3.11b)) can be
done to ensure that the focal point is always aligned with the defect, giving opti-
mal contrast for sizing. Example B-scans are shown for 0.5 mm depth defects in
figure 6.6, with position now shown on the y-axes to indicate the change in scan
direction. No signal enhancement is expected for these as the coil never passes over

the defects. Again, the data has been cross-correlated and individually normalised
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Figure 6.6: Transverse scans of six different length (indicated in the headers) 0.5 mm
depth defects. Scans are individually normalised. The 5 mm length scan has a
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where no data was taken.
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Figure 6.7: a) Maximum detected signal power for six different length 0.5 mm depth
defects. b) Predicted defect lengths depending on the signal level drop defined as
sufficient to indicate the presence of a defect.

to the maximum signal in each plot, and all defects are detected. Figure 6.7 a) shows
the maximum signal power measured in the Rayleigh wave arrival time window at
each position, normalised to the maximum signal for all scans. Vertical dotted lines
show the actual defect lengths. As can be seen, all of the defects block almost all of
the signal at the center except for the 1 mm diameter defect which still allows some
noticeable transmission, as it is narrower than the beam width. There is still trans-
mission beneath these shallow defects, as would be expected from the ultrasound
wavelength, however the cross-correlation technique adds a strong preferential en-
hancement to stronger signal, making it difficult to measure this transmission using
this signal processing technique.

A drop in normalised signal power of 0.5 corresponds to a 6 dB drop, the

usual threshold for ultrasonic signal detection [17]. However, as before, as the defects
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have rounded ends and the beam does not have a point-like focus, a 6 dB signal
drop (or half power point) is not necessarily the best for measuring defect lengths.
A calibration is done similar to that outlined in the previous chapter (section 5.3),
except that the power level drop is defined as one minus the maximum signal plotted
in figure 6.7a), instead of looking for a rise in signal power. The relationship between
an arbitrary threshold and the consequential calculated defect length is shown in
figure 6.7b). The actual defect lengths are indicated by the dotted lines. It is clear
that, unlike the reflection testing where a low threshold (0.3) was needed, requiring
such a small drop will lead to a noisy measurement and higher rate of false calls.
However, requiring a large drop in signal power before a defect is indicated will give
an underestimate of the length.

To compare data using this method from all the different defects scanned, the
power level drops at which the predicted lengths match the actual lengths (where
the data lines in figure 6.7b) intersect with the dotted lines) have been interpolated
from the data and are shown in figure 6.8a. The 0.5 mm depth defects have a
consistently lower optimum power level drop; for these shallow defects, some signal
is always transmitted, giving reduced power level drops compared to the deeper
defects. However, the figure indicates that a 0.7 power level drop would give rea-
sonably accurate predictions for all defects without assuming any knowledge of the
defect depths. This corresponds to 1 — 0.3, the threshold found for reflection detec-
tion in the previous chapter. Figure 6.8b shows a direct comparison of the difference
between the actual length and the predicted length of the defect (the y-axis, labelled
predicted offset) when power level drops of either 0.5 (red) or 0.7 (blue) are used
to estimate the lengths. It can be seen explicitly that a 0.5 level drop consistently
overestimates the defect length for every measurement, and there is a rising trend
with the defect depth, with the deeper defects showing the most inaccuracy. The 0.7
power level drop underestimates the lengths of the 0.5 mm deep defects, and slightly
overestimates the lengths of the 1-2 mm deep defects, however, the consistency is

improved, and the overall spread of error is reduced to within £0.4 mm.

6.2.3 Frequency Depth Calibration

At 2 MHz, even for the shallowest defect, there is only small amplitude transmission
under or around the defects, as can be seen from the almost complete loss of signal
power in figure 6.6. This is highly beneficial for ensuring defect detection, but for
depth gauging some transmitted signal needs to be measured [138], otherwise all that
can be said is that the defect depth is greater than the main ultrasound wavelength.

The EMAT was used to scan the defects using a three cycle, 1 MHz driving signal,
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Figure 6.8: a) power level drop at which the predicted defect length matches the
actual defect length for a range of defects. b) The difference between the actual
defect length and the measured defect length (predicted offset) when either a 0.5 or
a 0.7 power level drop is used, plotted as a function of defect depth.
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Figure 6.9: Frequency content of the detected signals after transmission under a
variety of defects of depth 2 mm. The defect lengths are shown in the legend.

as this not only gives a much stronger signal, but is also more likely to be partially
transmitted underneath the defects due to its longer ultrasonic wavelength. This
was done using the largest ring magnet presented earlier for maximum signal. Data
were taken at a single position for each defect with the focal point aligned to the
center of the defect, and 16 averages were used.

Example frequency content from some of the resulting signals can be seen in
the fast Fourier transforms (FFTs) in figure 6.9 for defects of depth 2 mm. There
is significant transmission around the 1 mm defect, but for the longer defects a
near-constant frequency content is measured. The overall shape of the FFTs with
their set of peaks are due to the finite length of the signal being analysed. Analysis
looked at the peak magnitudes in three of the frequency ‘lobes’; low frequency (0.35
- 0.67 MHz), main lobe (0.67 - 1.33 MHz), and high frequency (1.33 - 1.65 MHz),
as a function of defect depth.

The shortest defects, 1 mm and 3 mm, are smaller than, or close to, the size
of the beam width (~ 3 mm at 1 MHz) and so were excluded for calibration. The

reference signal (no defect) was used to normalise the data in each frequency lobe.
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Figure 6.10: Relative change in frequency location of maximum magnitude for the
low frequency, center frequency, and high frequency lobes. The magnitudes were
normalised to that for ‘no defect’.

The maximum magnitude for each frequency lobe was then found for each defect.
Defect length was found not to affect the transmitted frequency content for defects
of 5 mm and longer. As such, the magnitude data from all defects of the same depth
but different lengths was averaged to give a single magnitude in each frequency range
for a single defect depth. The maximum magnitude in each frequency region (low,
central, and high frequency lobes) for each defect depth is plotted as a function
of depth in figure 6.10. As expected, all of the frequency peaks are increasingly
attenuated with increasing defect depth. The high frequency lobe shows the most
attenuation, while the low frequency has the least relative attenuation. This could

be used as calibration curves to predict defect depths [121, 138].

6.3 Focused Four Coil Racetrack Design

With some types of defect and samples (such as RCF in railway tracks) the mecha-
nism that causes the defect also dictates the orientation of its growth. However, this
is not always the case. If a narrow, crack-like defect happens to be orientated end-on
to the transducer beam, it may not be detectable, even if the defect has significant
spatial extent in the other dimensions. Typically, crack-like defects are detectable
from straight-on to the transducer up to around 45° at best, depending on the size of
the defect. One solution is to perform at least two scans with the transducer rotated
90° between scans to ensure that reflections or changes in transmission are achieved,
and improve the chances of a favorable defect orientation. This is, however, a time
consuming solution, especially as for full coverage more than two orientations of the

transducer are necessary.
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Figure 3.8 shows the schematic for a four coil version of the EMAT design
presented in the earlier sections of this chapter, with all coils equivalent. It can be
used as two separate transmission coil pairs, to perform the equivalent to scanning
in two different orientations but without the need for a separate second scan. It
can also be used as a single generator with three detector coils. To see how the
latter arrangement performs with different orientations of defect, the EMAT was
set up with the focal point at the center of a small, 0.2 mm width, 2 mm length,
1.5 mm depth, laser machined slot defect and then rotated to see the effect of crack
orientation on the signals on each of the three detector coils. A 1 MHz driving
frequency was used in this case for improved signal strength.

The scanning set up is shown in figure 6.11, with 0° defined as having the
wave propagation direction parallel to the defect. The blue arrows represent some
of the expected wave paths. Detector 2 will show full signal transmission at 0° and
180° as it is end-on to the narrowest part of the defect, but will lose signal gradually
until the detected signal is at its weakest at 90°, when the longest extent of the defect
is across the beam width. Detectors 1 and 3 should not receive any transmission,
however, when the propagation direction is at 45° to the defect, detector 1 should
pick up a reflection. It is also possible that there will be some diffraction from the
defect. Detector 3 from 90 to 180° should mirror the signal from detector 1 for
0-90°, as detectors 1 and 3 are effectively switched over in this angular range.

The signal power measured by the three different detector coils is plotted in
figure 6.12 as a function of orientation angle. Part (a) shows the data as a B-scan
with the colour scaling showing normalised signal power from 0 (black) to 1 (yellow),
the x-axes show the signal arrival time, and the y-axes show the angle of rotation.
Part (b) shows the maximum signal detected during a time window of 15-18 us,
matching the predicted arrival time of the Rayleigh wave, plotted as a function of
angle.

The data from each detector has been individually normalised in both parts
of figure 6.12. The transmitted signals measured by detector 2 are much stronger
than the reflection / diffraction signals measured by detectors 1 and 3. For reference,
the maximum signal in the raw data for each scan is 17.5, 67.1, and 16.3 mV for
detectors 1, 2 and 3 respectively.

Detector 2 (transmission) behaves as expected; the strongest, unimpeded
signal is measured at 0° and 180°, and the weakest signal is seen at 90° when the
longest spatial extent of the defect is directly across the beam width. The strongest
signals measured by detectors 1 and 3, arriving at around 45° for detector 1 and

135° for detector 3, are Rayleigh wave reflections from the defect, while the weaker
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Figure 6.11: Rotational scan set up. The blue arrows indicate the expected wave
paths. Green indicates the magnet placement. Red indicates the generator position.
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Figure 6.12: Rotational scan of a laser-micromachined defect, 0.2 x 2 x 1.5 mm. a)
shows the Bscan images from the three detector coils, and b) shows the maximum
signals extracted from the time sections shown in a). All data has been individually
normalised to the maximum output from each individual detector coil.
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signals, appearing at around 135° for detector 1 and 45° for detector 3, are likely
due to reflection or tip diffraction from the defect end. The 45° angle has been
simulated with PZFlex FEA to confirm the origin of this third signal.

Similar to the previous chapter, the generation coil was modelled by assum-
ing a uniform magnitude force underneath the coil footprint, with the force vector
applied perpendicular to each coil element. Figure 6.13 shows the out of plane
displacement of the sample surface for the simulation at two instances in time, a)
with the signal interacting with the defect, and b) just after the interaction clearly
showing the three distinct signals that are detected. In a) the reflected wave off
the defect is constructively interfering with the incident wave, creating a signal en-
hancement. The third interaction clearly occurs from the end of the crack closest
to the generator, labeled in purple in both a) and b).

The angular ranges at which these signals are detected in the FEA data are
in rough agreement with the experimental, even when only using a single point as
a detector. Figure 6.14 shows the signal detected in the center of each detector
coil (as shown in figure 6.13) over a range of 90° as the simulated defect is rotated
in the center of the simulation. Detectors 1 and 3 show the Y velocity (vertical
in figure 6.13) of the signal and detector 2 shows the X velocity (horizontal in
figure 6.13) as these are the directions the EMAT detectors are most sensitive in
those locations, as detector 2 is 90° rotated with respect to detectors 1 and 3. This
agrees very well with the experimental data.

Similarly to the length measurements, the exact angular ranges over which
a defect is reliably detectable and also sizable is dependent upon how much signal
variation is classed as significant. Using the 70% power level drop used previously
for length gauging (corresponding to a drop in the signal power from 1 to 0.3), the
transmitted signals give a detectable defect over a 70° range centered on 90°. Using
a 0.5 power level drop increases this range to 87°, however, the amplitude reduction
will no longer give accurate sizing, as seen in the previous section. Reducing the
power level drop further will give a better range if detectability is prioritised over
sizing, but will be liable to a higher number of false positives.

The signals measured by detectors 1 & 3 can increase the angular detection
range for detectability by applying a further constraint on the level of the reflected
signal; for example, by defining an increase to a power level of 0.3 on these detectors
as being sufficient to identify a defect, the range of detectability is increased to
16° to 170° over the range from 0° to 180°. This is sufficiently above the noise
level to indicate that signals are reliably being detected, and in practice one would

set a threshold on signal power above which an indication is given, to remove the
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Figure 6.13: The FEA out-of-plane surface displacement of an aluminium block
with a 0.2 mm width, 1.5 mm depth, 2 mm length surface breaking defect at the
ultrasound focal point. The generator coil location is shown in black. The three
detector coil positions are showing in pink, red and purple. a) is after 7.3 ps and
the inset shows the inclination of the defect of 45° to the generator coil. b) shows
the displacement after 9.3 us.
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Figure 6.14: Simulated rotational scan of the experimental scan shown in figure 6.12.
Detectors 1 and 3 show Y velocity, and detector 2 shows X velocity. The data is
taken from just the center point of the expected detector locations (as shown in
figure 6.13.

requirement for normalisation. Even within these detectable ranges, the signal drop
for detector 2 will not reflect the true severity of the defect except close to 90°.
However, considering also the information from the side detectors will indicate if the
defect is likely to be at an angle other than °90, and hence its severity is greater than
measured. Rough surfaces and variations in lift-off can effect the signal transmitted,
but can be identified by monitoring the current flow in the generation coil, and
correspondingly compensated for [149].

A possibly more accurate 2D scanning technique could be to monitor the
signals observed by detectors 1 and 3, and when significant signal is seen a rotation
could be performed to find the point of weakest transmission to detector 2, giving the
orientation of the defect and identifying the correct set-up for scanning to measure
the length. The relative strength of detector 1 and 3 also gives a indication of which
way the defect is orientated, so a full rotation need not be necessary. An alternative
faster scanning technique still giving full angular coverage would be to scan using
detector 1 and then detector 2 or 4 as generation coils, effectively performing the
same scan twice at 90°, and only a 90° physical rotation of the transducer would be
needed to create a 180° image. A five coil set could potentially be used, putting a
fifth racetrack coil behind the generation coil to detection reflected signals as well
as the transmission. Duplexing of the generation coil to act as another detector also
was attempted, however the dead time from the generation noise was too long for
any reflected signals from the focal point to be detected. A five coil set has not

been trialled as the fifth coil will likely need to be significantly far away from the
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generation coil to leave the dead time and the transducer will become quite large.

6.4 Conclusion

A standard racetrack EMAT is presented with a width of 1.5 mm. The beam
produced is shown to have a wavefront length similar to the length of the coils,
with no dispersion, similar to the standard meander-line design presented in the
previous chapter. A focused design is then presented, using a 45° aperture angle,
aiming for a small spot size, assuming a similar aperture dependence as found using
FEA for the meanderline coil in the previous chapter. This has a beam spot with
a width (perpendicular to the focal axis) of 2.7 £ 0.3 mm for a 1 MHz signal, and
1.3+0.3 mm for a 2 MHz signal. The beam length along the focal axis is 7.6+0.3 mm
and 3.74+0.3 mm for the 1 and 2 MHz signals respectively. T'wo focused coils in close
proximity under a ring magnet in transmission were used to detect surface defects
down to a 0.5 mm depth, 1 mm diameter milled hole, and to size defect lengths with
a accuracy of +£0.4 mm using accurate calibration. The transmitted signals show a
frequency dependence with the defect depth which could be used as a calibration
curve to measure defect depths. A four coil design is presented and shown to be able
to detect a thin, 0.2 mm width, 2 mm length, 1.5 mm depth laser micromachined
crack from any angle to the defect if two coils are used alternately as generators.
Using three coils as detectors can also be used to compensate for the defect angle for
defect sizing. Further work to investigate more coils with smaller aperture angles

for higher resolution imaging and orientation predictions is recommended.
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Chapter 7
Scanning Real Defects

Up until now the transducers presented have only been tested on well known, ma-
chined defects. For industrial implementation it is important that their capability on
realistic defects is assessed. Real defects typically have rough internal surfaces, caus-
ing reflected signals to have less coherence. Real defects often have a more complex
geometry, such as clusters of cracks and crack branching. An additional challenge
is presented if the defects are partially closed, with the two surfaces pressed tight
together with no air gap, often allowing ultrasound to transmit directly through the
interface with little detectable effect. Defects of industrial interest to this work can
be hidden beneath a metallic paint coating. The test of these new NDT techniques
is to find such defects.

The focused meanderline reflection EMAT design (as figure 5.10) and the
focused racetrack transmission EMAT design (as figure 3.7) were assembled into
3D printed cases and attached to automated X-Y stepping stages. 2D scans were
then performed on a variety of real surface defects to test how they perform with
rough defects, and hidden defects, testing the methods investigate with visible, ideal
defects in chapters 5 and 6. Several different cracked samples are discussed within
this chapter. The first section details all the samples and the nature of the cracks,
and the following sections detail the scans done and their results.

It was found that both the reflection meanderline coils (presented in chap-
ter 5) and the transmission racetrack coils (presented in chapter 6) were capable of
mapping out a real pair of cracks in an aluminium billet, however the meanderline
pair showed better resolution where the cracks were overlaping. The transmission
technique is better suited to finding small (less than the distance between the coils,
25 mm) isolated cracks, as it cannot resolve multible cracks with in the beam profile.

The meanderline coil pair was found to be unsuitable for scanning for small cracks
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Figure 7.1: a) shows a to scale trimetric view of the billet, b) shows the cross
section, ¢) shows the top view of the billet and d) shows a photograph of the defects
taken from above, in the same orientation as ¢). The photograph from d) has also
been superimposed into diagram c) to show the defect locations. Measurements
are approximate, varying by a few mm across the length of the sample as it is not
perfectly square.

in metallic steel due to the difficulty in aligning the transducer correctly against the
sample attraction. The transmission pair performed well on a set of small (largely
sub-mm) cracks in metallic steel, however not all of the cracks were detected due to
damage in the samples, and the observations of a signal arrival time delay proved

more accurate than observing signal reduction at a crack.

7.1 Surface Cracked Samples

Surface cracks were noticed by the company Alcoa in a large pillow shaped slab
of aluminium prior to rolling. It was sectioned, and a sample was given to the
University of Warwick Ultrasonics group for study. The top of the sample has
been milled to be approximately flat, creating a good surface for inspection. The
billet details are shown in figure 7.1. Alternating Current Potential Drop (ACPD)
measurements were performed prior to this work, with the results reproduced in
figure 7.2, the original measurements published by Dixon et. al. [125]. The ACPD
measurements were performed by an untrained user. It is not certain how accurate
these measurements are, despite the error bars given, as a by eye measurement of
the crack depth at the two ends of the billets suggests that they are either shallower
than the ACPD suggests, or they become so closed as to not be visible by eye.
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Figure 7.2: ACPD depth measurements of the aluminium billet cracks shown in
figure 7.1 [125]. Position axis roughly corresponds to the distances shown by the
ruler in figure 7.1d).

Further samples were provided as part of a collaborative project between
Rolls Royce and the University of Warwick. A set of ferritic steel samples were
provided by Rolls Royce containing realistic surface defects grown using thermal
fatigue cracking by the company True Flaw [150]. The samples were all 200 mm long,
10 mm in depth, and widths were either 50 mm or 100 mm, as shown in figure 7.3.
A set of four fatigue cracks were grown on each sample, roughly spaced out across
the width, at a fairly consistent y value of either 100 mm (the sample center) or
50 mm (the sample quarter line) as indicated by the dotted lines in figure 7.3. The
actual locations of the defect centers, and rough estimates of the defect lengths, are
given in table 7.1. These defects were imaged using dye penetrant by True Flaw,
with the images shown in figures 7.4-7.8 (note that the images provided are not to
the same scalings). The cracks show up where the green fluorescent dye has been
drawn into the cracks by capillary action, as detailed in section 1.2.1. It should also
be noted that besides the cracks, sample damage can be seen as dark regions around
the cracks, and red rust spots can also be seen. The surface was also not abraded
prior to the dye penetrant inspection to avoid the risk of closing or eliminating the
grown cracks, and there is significant surface roughness.

After cracking, all the samples except for one were then coated in a 40-60 pm
thick metallic paint. This paint coating makes the use of contact ultrasonics such as
piezoelectrics difficult due to the acoustic impedance mis-match between the paint
and the metal, and the two layer behaviour, and its metallic nature causes issues
for high frequency electromagnetic techniques such as eddy currents (where high
frequency operation is typically required to image small defects on the sub-mm
scale but high frequencies are then skin depth limited to the coating). Potential
problems with the samples for EMAT inspection include the possibility of the coating

not bonding correctly to the sample as the surface was not abraded prior to its
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Sample Coating Width (mm) X location (mm) Y location (mm) Length (mm)

11.5 101 3.9
21 99 2.7
W1128  coated 50 30 99.5 1.5
39.5 103.5 5
9.5 50 1.2
20 49 4.5
W1129  coated 50 30 48.5 0.7
40 48.5 0.8
20 100.5 2
40 98 1.1
W1130 uncoated 100 60 100 1
79 103 6.1
21.5 53.5 3.3
40 49
W1131  coated 100 60 49 1
80 48.5 4.6
20 50 1.2
41 50 5.3
W1133  coated 100 60 49 2.5
81 48 L

Table 7.1: Summary of the ferritic steel samples (see figures 7.5 to 7.8), indicating
whether or not they are coated, their widths (sample lengths and depths do not
vary, figure 7.3), the X and Y locations of all their defects and the reported defect
lengths from dye penetrant imaging. The defect depths are estimated to be half of
the defect length, but no measurements were provided. All data provided by True
Flaw.

application, and the possibility of the coating filling up the cracks, neither of which
scenario is representative of a real crack situation. Un-bonded paint will cause
variations in the lift-off of the EMATSs, although current measurements can be used
to monitor this. Cracks filled by the paint could cause the ultrasonic surface waves
to partially transmit directly through the cracks, as the mismatch in impedance
between the paint and the steel is not as large as the mismatch between steel and

air.
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Figure 7.3: Schematic of the top view of two example ferritic steel samples. X
labeling is used for positions across the sample widths, and Y labeling is used for
positions along the sample length. The dotted lines represent the y positions over
which the defects are spread. For some samples this is half way along the length, as
shown here, and for some it is in the bottom quarter, where the second dotted lines
are.
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(a) X = 11.5 mm, length 3.9 mm (b) X = 21.0 mm, length 2.7 mm

(¢) X = 30.0 mm, length 1.5 mm (d) X = 39.5 mm, length 5.0 mm

Figure 7.4: Sample W1128

(a) X = 9.5 mm, length 3.2 mm (b) X = 20.0 mm, length 4.5 mm

(¢) X = 30.0 mm, length 0.7 mm  (d) X = 30.0 mm, length 0.8 mm

Figure 7.5: Sample W1129
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(a) X = 20 mm, length 2.0 mm (b) X = 40.0 mm, length 1.1 mm

(¢) X = 60.0 mm, length 1.0 mm  (d) X = 79.0 mm, length 6.1 mm

Figure 7.6: Sample W1130 (uncoated)

(a) X = 21.5 mm, length 3.3 mm (b) X = 40.0 mm, length 1.0 mm

(¢) X = 60.0 mm, length 1.0 mm (d) X = 80.0 mm, length 4.6 mm

Figure 7.7: Sample W1131
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(a) X = 20.0 mm, length 1.2 mm (b) X = 41.0 mm, length 5.3 mm

(¢) X = 60.0 mm, length 2.5 mm (d) X = 81.0 mm, length 1.0 mm

Figure 7.8: Sample W1133

7.2 EMAT Scanning on Cracked Aluminium Billet Sam-
ple

The aluminium billet sample (figures 7.1, 7.2) has been scanned using both the
confocal meanderline EMAT in reflection (figure 5.10), and the focused transmission
racetrack EMAT (figure 3.7). All scans are single shot with no averaging. The scan
dimensions are shown in figure 7.9, scanning in 2D in the region bounded by the
dashed lines for a full map of the defect surface. Only a small segment of the crack
is scanned with the meanderline EMAT, restricted to keep the full EMAT footprint
on top of the sample so as to avoid signal loss as the EMAT leaves the sample. The
area scanned by this EMAT is 30 by 20 mm, starting by moving the EMAT towards
the cracks in increments of 0.25 mm, indicated by the red arrow in figure 7.9a).
Once a single line has been scanned across the defects, the EMAT is brought back
to the start position, and then stepped 0.25 mm along the defect length (vertical
in the figure), and then a new line scan is made across the defects. The focused
racetrack pair are scanned similarly, but across a larger range using increments of
1 mm. The scan runs for this EMAT almost up to the defect edges to see if the
defect can still be detected despite signal loss as the EMAT leaves the sample. A
driving signal of 6 cycles at 2 MHz is used for the reflection meanderline EMAT,
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Figure 7.9: Scale diagrams of the scans performed on the cracked aluminium billet
(figure 7.1). a) shows the scan performed with the meanderline EMAT. The smaller
coil was used as the generator and the larger coil as the detector. b) shows the
scan performed with the racetrack EMAT, the coil shaded in red was used as the
generator, the gray as the detector. The magnet footprints are shown in green.

and two separate scans at 2 MHz, and then 1.2 MHz, with a 3 cycle signal, were
done for the transmission racetrack EMAT. 1.2 MHz is the frequency found to give
the strongest signal for this transmission EMAT, however, 2 MHz is also used due
to its sensitivity to shallower defects, and to compare the difference in transmitted
signals with the 1.2 MHz signal.

Two automated scripts were written to process the data from the two differ-
ent types of scan. The reflection data is all cross-correlated with a reference signal
(see section 3.4). A detectability threshold of 0.015 times the maximum detected
signal is set, and the arrival time of any signal above this threshold is recorded. The
arrival time measured at the maximum of the cross-correlated signal is then used to
calculate the location of the defect returning the reflection relative to the EMAT.
The known scan position of the EMAT is then used to find the defect position with
respect to the start position of the scan. This EMAT has a long (figure 5.2) focal
length, and so the cracks are detectable over a range of positions giving better relia-
bility. The locations of these detected signals are shown in figure 7.10 superimposed
on the photograph of the area scanned. The colours of the dots indicating reflections
shows the signal power of the reflection, red indicating the strongest and blue the
weakest. Varying the detectability threshold varies the accuracy of the image. A

threshold of 0.015 was chosen as it gives a lower number of outliers and still maps
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Figure 7.10: The coloured dots mark the locations of detected signals found using
the focused meanderline EMAT, figure 3.3. The colour of the dots indicates the
strength of the detected reflection, with red showing the strongest reflections and
dark blue the weakest reflections.

the majority of the crack. It is so low compared to calibration work in chapter 5
as the red reflections seen in the image were abnormally strong compared to the
rest of the reflections. This is due to variations in the inner roughness and angle of
the defects [124]. Where the two defects overlap, more of the shallowest defect is
detected when a lower threshold is used, but then a large number of false positives
begin to appear. Figure 7.10 shows that this technique is able to detect and position
a real, rough-faced, variable depth defect.

Figure 7.11 shows the maximum peak-to-peak signal strength detected at
every scan position by the transmission EMAT, using both a 2 MHz and a 1.2 MHz
driving signal. The 1.2 MHz driving signal gives a less noisy scan as the signals have
a higher SNR. Strong signal (red) is seen when the coils are both on one side of the
crack or the other and the wave can travel directly between the coils. The signal
is blocked (blue) when the crack is between the two coils. The variation in signal
strength when the defect is not between the coils is due to variation in the surface of
the billet which is not perfectly flat, causing variations in the EMAT lift-off. Higher
frequencies are more susceptible to this effect, and the 2 MHz scan correspondingly
shows more variation. At 0 and 63 mm in the Y direction the signal is completely
lost as too much of the EMAT is off the sample edge. The signal for the 2 MHz
scan is completely blocked when any of the cracks are between the two coils. The

1.2 MHz scan shows some transmission under the smaller crack.
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Figure 7.11: Normalised maximum peak to peak signals detected by the tranmis-
sion focused racetrack EMAT at each scan location of the cracked aluminium billet
sample.

These transmission scans by themselves do not map the defect position, as
the cracks are large compared to the EMAT. To estimate the defect position, the
center of each line scan in X (Y = constant within each line scan) where the signal
is blocked was found. The maximum peak-to-peak signal is then found for each
X position (see figure 7.12 for example data at Y = 54 mm), and from these a
maximum and a minimum signal is found (as labeled in red on the figure). A
‘half’ signal value exactly half way between this maximum and minimum is then
defined (red). The X positions on either side of where the peak signal transitions
through this half signal value are then found, and then linear interpolation is used
to estimate the X position at which this exact value would be reached. This gives
two locations, the point where signal is lost, and the point where signal is regained
(labeled in green on figure 7.12). The defect location is defined to be exactly half
way between these positions. These estimated locations are plotted in figure 7.13,
for both the 2 MHz and the 1.2 MHz driving signals. The two different frequency
data are slightly staggered in x position as the scans were run sequentially, and drift
was seen in the realignment of the X-Y stage between the two scans. There is no
drift in the y position as the defect edges were used to compensate for the drift.

From figure 7.13 it can be seen that the resolution in both directions is very
good, within a few mm of the actual defect location, except where the two defects
overlap. At the overlap the defect is estimated to be roughly between the two cracks.
This is because the two defects are closer together than the two EMAT coils in the X
direction. This could be resolved by rotating the transducer through 90°, however,

that would put the rest of the defect below parts of the coil, which will prevent
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Figure 7.12: Example data for the Y = 54 mm line scan, showing how a defect
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signal found at each X location. This data was using a 1.2 MHz driving signal.
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Figure 7.13: Predicted crack locations overlaid on the photograph of the cracks.
Blue dots are the predicted locations from the 1.2 MHz driving frequency, and red
dots from the 2 MHz driving frequency, using the focused racetrack transmission
EMAT coil pair.
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some of the signal being generated or detected. While the EMAT deals remarkably
well with such a large pair of defects, it was designed for resolving cracks smaller
than the distance between the two EMAT coils in all dimensions, but larger than
the beam size at the focal point.

Figure 7.14 shows an example scan along the X direction at Y=54 mm again,
but this time showing the raw data on a B-scan, with the defect clear by the loss of
most of the signal amplitude between X = 10-40 mm. However, a weak transmitted
signal can still be seen over this X range. Weak reflections from the crack can also
be seen starting at approximately 17 us, initiating at 8 and 40 mm and branching
away from the main signal. A delay is also observed in the transmitted wave arrival
time when a defect is present. The time range 15.15 to 15.72 us was chosen to
analyse the arrival time of a single peak from the Rayleigh wave packet. The arrival
times of the maximum signal at each X location found within this time window
for the Y = 54 mm line scan are shown in figure 7.14b). The change in arrival
time is 0.3 4+ 0.1ps. If the delay is purely due to a change in path length, for a
Rayleigh wave velocity of 2906 m/s [16] this suggests an increase in path length of
0.7 £ 0.3 mm. If the wave is propagating along the crack faces this would suggest
a crack depth of 0.4 + 0.1 mm. From the ACPD measurements, however, this
crack location is known to be between 4.5 and 6.8 mm deep. It is likely the crack is
partially closed at the bottom, as at a 1.2 MHz frequency the Rayleigh wavelength
is 2.4 mm, and so it is surprising that any transmitted signal is seen. If, however,
the crack is largely closed and the depth the ultrasound wave ‘sees’ is 0.4 4+ 0.1 mm
deep this explains the observed strength of the transmitted signal and the small
time delay. A similar delay is seen in the next section with the ferritic steel samples
and further discussed there, considering also changes in velocity related to stress
variations in the material.

Transmitted signal frequencies can be analysed to predict crack depths (sec-
tion 2.1.4), however, due to the large depths of the cracks compared to the wave-
lengths used, the transmitted signals seen with this crack are so weak that the
frequency content was too noisy to analyse. A minimum crack depth can still be
given, as the 2 MHz signal is entirely blocked by the cracks, giving a minimum depth
of 1.5 mm. Interestingly, this disagrees with the ACPD depth measurements, giving
support to the theory that the cracks are partially closed.
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Figure 7.14: (a) Example B-scan data for Y=54 mm using the 1.2 MHz driving
frequency, on the cracked aluminium billet with the transmission focused racetrack
EMAT. (b) the arrival time of the peak found between 15.15 and 15.72 us.

7.3 EMAT scanning on Thermal Fatigue Cracked Sam-
ples

Two pairs of focused, racetrack, transmission EMATSs (see figure 3.7 for details),
with coil widths of 1.5 mm and 0.75 mm, were used on several of the ferritic steel
samples (figures 7.4-7.8), scanning the EMATS across the width of the sample with
the focal point aligned to pass over the defect region. A schematic of the scans
is shown in figure 7.15 a). The defects are roughly distributed along a line across
the width of the sample, labeled the ‘defect line’, in figure 7.15a). There is some
variation in the defect positions away from the defect line used. Defects that do not
coincide exactly within the focal point of the transducer can appear to be shallower
than they really are as they do not block the full width of the signal, as can be seen
by comparing figure 7.15b) and c¢). They will also affect transmission over a longer
distance and hence appear longer, as can be seen by comparing figure 7.15 b) with
part c¢). In both parts of the figure, the defect is at the same height with respect to
the EMAT beam width (displayed as the vertical position in the figure), however,
only in b) is the defect incident in the beam path, whereas in c) it is not, as it is
displaced horizontally from the focal point. As such the defect in b) will be detected
by a reduction in transmitted signal strength, but in c) it will not be detected until
closer to the true vertical location of the defect. As such, offset defects will appear
shallower and broader.

Detection and sizing issues could be circumvented by taking a full 2D scan of

the area, as done in the previous section, scanning the focal point over all positions.
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Figure 7.15: a) Schematic of the scanning set up for transmission detection of defects.
Right: schematic of the broadening effect that can be seen when a defect is not in
the center line of a scan. b) shows how a defect below the focal point can still block
signal by being offset. ¢) shows how a central defect at the same height does not
impinge upon the beam path.

However, with hand held scanning of a ferritic steel sample such images would
have a large inaccuracy due to issues positioning the EMAT, because of the strong
NdFeB magnet it contains and its strong attraction to the sample. In these samples
the deviations of the defects from the scanning line are all less than 3 mm, which
is the length of the focused beam spot for the 2 MHz signal, meaning inaccuracies
from the mis-alignment should be minimal. From the images provided of the defects
before coating, figures 7.4-7.8, many of the defects have a large amount of secondary
cracking in parallel to the main defect, which would lead to a similar broadening
effect to the position effects.

Several of the samples provided contained defects which are close to the
sample edge, and so in the following scans the effect of the sample edge on the
detected signals needs to be accounted for. In the long run this project work is
intended for inspecting pipe shafts or other large samples which will not have this
issue. To give an idea of the typical background variation expected in the detected
signal due to sample edge effects, the transducer was scanned from a position where
the focal point was incident directly on the sample edge of W1128 to a position where

it was incident directly on the opposite edge, shown in figure 7.15 a), for a section of
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Figure 7.16: reference scan across the full width of W1128, away from any defects, to
demonstrate the typical background signal shape. Peak signal has been normalised
to 1 at the center of the scans for comparison.

the sample containing no defects. Two different generation frequencies were used,
1 and 2 MHz, using the 1.5 mm width coils. To improve positional consistency
between the two sets of data, they were measured during the same scan, so the two
frequencies for these samples are measured at identical transducer positions.

The maximum peak to peak signal detected at each scanning position for each
frequency is plotted in figure 7.16. Between sanning distances of 10 and 40 mm the
transducer is fully on the sample. As this section contains no defects a consistent
transmitted signal would be expected for both frequencies. Signal strength can
vary if the EMAT lift-off varies, however the EMAT is well pressed down due to
the attraction between the magnet and the steel. The paint coating likely varies
slightly in thickness (quoted as 40-60 pm), however, the signal variations cannot
be due to the paint coating alone, as similar variations are seen in scans of the
uncoated sample W1130 (section 7.3.3). The variations in generated signal could
be due to variations in the material properties of the steel. The samples were
subjected to strong localised heating to create the defects, which could alter the
ultrasound wave velocity [151]. This should not affect the peak-to-peak amplitude
of the transmitted signal, but changes in the steel from this heating, or possible
variations in the steel composition, could change how the magnetic field is shaped

by the steel, and so change the generation of the ultrasound when using an EMAT.
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Figure 7.17: schematic of simplified ray tracing to explain the variations in signal
found as the transducer leaves the edge of a sample.

Variations in surface roughness could also be a factor. While Rayleigh waves are
non-dispersive, increased surface roughness causes more attenuation [48]. Surface
roughness will affect higher frequencies more strongly than lower frequencies as the
higher frequencies are concentrated closer to the surface (section 2.1.3) and features
will be of closer size to the wavelength. The 2 MHz generation does show more
variation than the 1 MHz signal suggesting surface roughness effects are likely.

At the scan edges, 0-10 mm and 40-50 mm, the effect of the transducer
moving on and off the edge of the sample can be seen. Close to 10 and 40 mm there
is a short section where the magnet is slightly off the edge of the sample, however,
the EMAT coil is fully over the sample. Ferritic steel shapes the magnetic field
(exploited for transducer designs [135, 63, 152]). and so some some variation might
be expected here. Between 0 mm and 10 mm the coil transitions over the sample
edge, showing a rising signal from 0, with the reverse process seen between 40 mm
and just before 50 mm. As shown in part a) of figure 7.17, at these positions there is
less coil able to generate ultrasound, and some of that signal will be deflected from
the sample edge and might not create a coherent signal at the detector or even reach
the detector. At 0 and 50 mm a strong edge effect is seen. At these positions half
of both the generator and detector coils are off the sample, however, the signal from
the half that is still on the sample has a coherent reflection through the focal point
to the detector coil, as depicted in figure 7.17 b), leading to a signal spike back up to
50% of the original signal. This can be seen experimentally in figure 7.16 at 0 and
50 mm. It then rapidly drops off again as the coil leaves the sample, shown in as
figure 7.17 ¢), however, this is outside of the scan range performed experimentally
(figure 7.16).

Samples W1128, W1129, W1133 and the uncoated sample W1130 were scanned
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with the wider (1.5 mm) width coil at frequencies of 1 and 2 MHz. W1131 was
scanned with the thinner (0.75 mm) width coil at 2 and 3 MHz, to see if higher
frequencies improved the detection ability. Scan increments are 1 mm per step, but
performed by hand due to the difficulty of scanning large magnets on ferritic steel,
so there is a high inaccuracy of at least 0.5 mm at each position. The error is not
fully cumulative however, as the start and end positions of the scan are known with

less than 0.5 mm error, and hence the number of steps required is known.

7.3.1 WI1128

Figure 7.4 shows the dye penetrant images for W1128 provided before the sample was
coated, and the expected size and location of each defect as given by True Flaw are
given in the table 7.1. The largest three cracks show significant secondary cracking
in parallel with the main crack. Figure 7.18 shows the B-scan from the 1 MHz data.
The saturated signal starting at 3.8 us is the noise from the signal generation. t=0
occurs before signal generation, dependent on the trigger mechanism of the Ritec.
The curved shape between 10 and 12 us is the end of the noise from the generation,
with the variation in time indicating some change in the sample properties or the
effect of the sample edges. The signal starting at approximately 14 us is the Rayleigh
wave.

To create a comparative plot for both frequencies at which the inspection
was performed, the maximum peak to peak signal strength of the Rayleigh wave
was found at each position and plotted as a function of the scan distance, shown in
figure 7.19 a). The main overall shape, with strong signal loss at the edges coupled
with spikes at 0 and 50 mm, matches the expected edge effects profile from the
calibration scan in figure 7.16. In the 1 MHz signal (blue circles), distinct signal
loss compared to the expected profile can be seen at 11 and 39 mm. This indicates
the presence of defects partially blocking the transmitted signal between the EMAT
coils. There is also a possible signal loss shape at just over 30 mm, however the shape
is shallower and so is potentially a background effect, especially as that location has
a very small defect which is unlikely to be detectable. There is a similar drop in the
2 MHz data but ranging across 30 to 35 mm, making a wider shape, much too large
to be the 1.5 mm defect. However, within the shape there are two localised drops at
30 and 35 mm, so they could be similar features to the 1 MHz data but on a different
background shape, but the variations are too small to be conclusive. Conversely, in
the 2 MHz signal, strong signal spikes are seen at 11 and 40 mm, which is unexpected
as the presence of a defect should block signal, and not enhance it. However, both

of these spikes occur close to the interference effects at the sample edge, so they also
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Figure 7.18: A B-scan of the received data when scanning across the sample defect
line of W1128. Red indicates a positive velocity, blue indicates a negative velocity,
and green indicates a zero velocity.

show edge effects. Further analysis is need to ascertain which signal shapes indicate
defects and which are background variations.

It was noticed that the transmitted signals also exhibit variations in the signal
arrival time at certain positions, as can be seen in figure 7.18. To track the arrival
time, a narrower time range was chosen for analysis to isolate only one peak of the
three cycle signal, and the arrival time of the maximum signal in that time range at
each position was measured. The peaks chosen to isolate were those exhibiting the
strongest signals in order to minimise the noise in the data. The measured arrival
time is plotted in figure 7.19 b). In this plot delays at 11 and 39 mm are easily
distinguishable at both frequencies, indicating the presence of defects.

A surface defect can increase the path length for Rayleigh waves and so delay
the arrival time of a transmitted signal [124]. The time delays range from 0.09 us,
to 0.14 us for the four peaks seen (two for each defect at the different frequencies).
If the wave is entirely Rayleigh, with a velocity of roughly 3000 m/s, this would
indicate an increase in path length of 0.27 to 0.42 mm. To be traveling under a
defect, therefore, it would have to have a depth of half this, i.e. 0.114 to 0.21 mm in
depth. This is too shallow to have been picked up by this transducer, at wavelengths
of 1.5-3 mm, with the visible signal drops in the peak to peak signal in the 1 MHz
data (figure 7.19 a)). It is also expected that the defects have depths which are
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Figure 7.21: An example FFT output of the data in the center of the scan shown
in figure 7.18.

approximately equal to half of their lengths, suggesting depths of 1.9 and 2.5 mm
for the defects at X = 11 and X = 40 mm respectively, making it unlikely that
this delay is simply from traveling underneath the defects. It is possible that the
defects are partially closed, so the surface wave is only traveling part of the way
down the crack before transmitting through it, as shown in figure 7.20. However, it
must be noted that this ray tracing behaviour is over simplified, as it neglects the
bandwidth of the signal. Some of the signal, particularly the lower frequencies, will
pass straight under the crack, and will be measured in combination with the delayed
higher frequencies. Another possible explanation is changes in the steel due to the
thermal cycling to create the cracks has reduced the velocity of the ultrasound in
the defect region slightly [151].

Transmission under defects is often frequency dependent in nature [114], and
so the frequency content of each transmitted wave was studied. Figure 7.21 shows
an example FFT output from the measurement taken at the center of the scan for
the 1 MHz data, i.e. the centerline data shown in figure 7.18. To ensure no effects
from other waves are included the data is windowed over the Rayleigh wave. The
defects typically reduce the higher frequency content of the wave transmitted, which
could cause the main frequency lobe to become asymmetric. This shape comparison
is a complex comparison to make reliably [4], and so instead the frequency at which
the maximum amplitude in the FFT occurs is recorded. The data is plotted in
figure 7.19¢). The edges of the data, 0-8 mm and 42-50 mm, can be ignored as
the transmitted signal is too weak, and so the frequency data is very noisy. The 1

MHz data shows a small shift in the peak to lower frequencies at the defect locations,
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however, the shift is within the noise levels of the full data. The 2 MHz data shows a
clear shift to higher frequencies at the defect locations, This is initially surprising, as
typically surface breaking defects predominantly block higher frequencies more than
lower frequencies. However, this does not necessarily affect the peak in frequency,
just the overall shape of the frequency content. A broader band signal would give
much more reliable results when using this technique. This frequency behavour
cannot be an effect of the coating as the same effect is seen on the uncoated sample,
W1130, figure 7.23.

7.3.2 WI1129

Figure 7.5 shows the dye penetrant images for the defects in W1129. The first crack
at 9.5 mm is a singular crack, not a cluster. The second crack at 20 mm shows
some secondary cracking but less significant compared to that seen in W1128. The
final two defects are very small and may just be scratches, and are unlikely to be
detectable.

The same scan as on W1128 was performed, using both 1 and 2 MHz signals,
with the results shown in figure 7.22. In the peak to peak transmitted signal a sharp
signal loss can be seen for both frequencies at 20 mm, but again the end defects are
hidden in the edge effects on the amplitude. However, both of the larger defects
(expected at 9.5 and 20 mm) very clearly show up as delays in the signal arrival
time, figure 7.22 b). Once again, there is an increase in peak frequency at the defects
at 9.5 mm and 20 mm in the 2 MHz data, figure 7.22 ¢), and possible frequency
decrease in the 1 MHz, but the latter is rather noisy. The time delay and high
frequency spike seen on the first crack at 9.5 mm shows that this cannot be due to
having a cluster of cracks, as this is clearly a single flaw in the pre-coating images.
Additionally, the fact that the same behaviour is seen for both defects shows that

this is definitely not an effect from the samples edges.

7.3.3 WI1130

The same scan was run for W1130. This sample is uncoated, allowing for optical
imaging. On observation of the dye penetrant images (figure 7.6) and also new
images taken using an optical microscope, the 6.1 mm crack at 79.0 mm is the only
significant defect, this also being a cluster of cracks in parallel. Figure 7.23 shows
the results of the scan. While there is a large amount of variation in the peak to
peak signal of the transmitted data over the whole scan, figure 7.23 a), the large

defect at 79 mm clearly shows as a large signal drop present at both frequencies.
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Figure 7.22: W1129 results, with a) showing peak to peak signal variation scanning
across the defect line of W1129, normalised to the central signal, b) showing the
arrival time of these signals, and ¢) showing their peak frequency content.
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Figure 7.23: W1130 results, with a) showing peak to peak signal variation scanning
across the defect line of W1130, normalised to the central signal, avoiding edge
effects, b) showing the arrival time of these signals, and c) showing their peak
frequency content.

Interestingly, the 2 MHz data appears to have a double dip profile to the defect, and
prior to the drop there is a marked increase. This could be part of the background
variation seen in all scans, but could indicate interaction of the Rayleigh wave with
the defect.

A marked delay in arrival time is also seen at both frequencies, figure 7.23 b),
at 79 mm. An increase in frequency is also observed in the 2 MHz data, figure 7.6 c),
similarly to the previous two scans, indicating that this effect cannot be an artifact
of the sample coating. There is a potential variation at 40 mm that shows up at
both frequencies in the peak to peak data, and a small variation in the arrival time
at this position, however it is much smaller than seen for all other defects and could

just be noise. All other defects are too small or too closed to detect.
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7.3.4 WI1131

The same scan was run for W1131 and the dye penetrant images before coating
are shown in figure 7.7. The defect at 21.5 mm shows as a cluster of defects, while
the others only show minor secondary cracking, and the smallest, figure 7.7 bottom
left, appears very small and may just be a scratch. This sample experienced some
damage to the opposing side, at the opposing end to where the final reported defects
are located. This damage was due to an initial attempt to create defects but it was
reported that a machine malfunction cause the sample to overheat. While this is
far removed from the scanning location of the final defects, it is possible that this
has caused larger variations in the steel properties across the whole sample.

Results are shown in figure 7.24. The peak to peak transmitted signals show
a lot of variation, figure 7.24a), and there is also a lot of variation in the signal arrival
time, figure 7.24b). It is likely this is due to the heating damage reported affecting
the ultrasound velocity in the sample.Whilst W1133, in the next section, also shows
more variations in the signal arrival times, it is not as significant as W1131, and
the variations are likely due to the use of an EMAT with narrower coils for higher
frequency generation.

At 70 mm there is a large reduction in transmitted peak to peak signal and a
corresponding delay in the signal arrival time, but it is a much broader feature than
previous defects, ranging almost from 60 mm to 80 mm. The detected frequencies of
the 1 MHz data do show a slight increase in the frequency, however there is no change
in the 2 MHz data. It seem unlikely that this is a true detection of a defect, although
there is a large defect located at 80 mm. In the signal arrival time a consistent delay
can be seen at 21 mm, the expected location of the largest defect cluster, despite it
being difficult to distinguish a corresponding drop in the peak to peak signal. The
detected frequencies of the 1 MHz data show an increase in frequency at closer to
30 mm, preceeded by a slight dip at 21 mm which might correspond to a defect,
however no change is seen in the 2 MHz data. The similarity of the time delay at
21 mm to previous results suggests this is detecting the defect, but the variations

in material properties mean that results on this sample are unreliable.

7.3.5 WI1133

The defects contained in this sample prior to coating are shown in figure 7.8. This
sample was scanned using the narrow width, 0.75 mm, coil using both 2 MHz and
3 MHz frequencies. These higher frequencies are more surface sensitive, so may

show more variation due to the defects, however it also makes them more sensitive
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Figure 7.24: W1131 results, with a) showing peak to peak signal variation scanning
across the defect line of W1131, normalised to the central signal, b) showing the
arrival time of these signals, and ¢) showing their peak frequency content.
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to variations in surface roughness, and the narrower coil width makes the signals
much weaker, and therefore noisier. The two frequency data sets were also taken
in separate scans, not in conjunction. Scanning across the central width of the
sample containing the defects of W1133 found no obvious signal drops or significant
variations in signal arrival time. This scan was stopped just before the coil itself left
the sample surface, and so the strong spikes at the scan edges (figure 7.25 a)) are
likely the effects from the changing magnetic field, and the signal drop offs are not
visible in this scan. No clear signal drops or spikes are seen, no significant variations
in the arrival time of the Rayleigh wave were visible, figure 7.25 b), and no noticeable
frequency variations are seen, figure 7.25¢). It is possible there is some defect-like
signal loss around 20 mm, however it is not possible to tell if it is just noise without
removing all background effects. The combination of signal drop, frequency shift
and time delay indicates that defects are not reliably detected. However, this is

expected due to the reduced signal amplitude when using this coil.

7.4 Conclusion

In summary, Table 7.2 lists all of the different scans performed in this chapter, and
the defect detectability detectability.

The focused reflection and the focused transmission EMATSs can be used
to map large defects. The reflection provides the most detailed spatial map when
the crack is longer than the focal point, and when there are multiple cracks in
close proximity. The transmission EMAT, however, also provides a minimum depth
measurement. The cracking in the aluminium billet inspected is also concluded to
be partially closed below the surface, causing a small time stagger in the transmitted
wave.

For the inspection of very small cracks the transmission EMAT provides the
most useful information. The attempts on these samples with the reflection EMAT
have not been presented as it is too difficult to align on the ferritic steel when
scanning by hand. The largest two defects on samples W1128 and W1129 can be
detected using the delays in arrival time of the transmitted wave. Looking for dips
in the amplitude of the transmitted signal does work in the 1 MHz data, but is more
noisy than the arrival time delay data, especially when incident in the edge effects
of the samples. The largest crack on the uncoated sample W1130 is clearly visible
in both amplitude loss and time delay. No defects are detected in W1133 despite
the presence of a large single crack, however this sample has undergone damage

creating noise from variations in the material properties. The reason for the arrival
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Figure 7.25: W1133 results, with a) showing peak to peak signal variation scanning
across the defect line of W1131, normalised to the central signal, avoiding edge
effects, b) showing the arrival time of these signals, and c) showing their peak
frequency content.
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Sample Coating Length  Coil type  Frequency Detectability

(mm) (MHz)
Aluminium 64 Meanderline 2 2D mapping
Racetrack 1 Cannot map overlap
uncoated « 9 «
Billet and 27 can also depth gauge
3.9 Racetrack 1 and 2 yes
W1128 coated 2.7 “ B 1o
1.5 no
5 “ 4 yes
1.2 “ “ yes
W1129 coated 45 “ “ yes
0.7 no
0.8 “ “ no
2 “ [43 no
1.1 “ “ no
W1130 uncoated . “
1 no
6.1 “ “ yes
3.3 « “ maybe
W1131 coated ! « “ 1o
1 no
4.6 “ “ no
1.2 “ 2 and 3 no
W1133 coated 03 “ B 1o
2.5 no
1 “ [43 IJ_O

Table 7.2: Summary table of all the real defect tests performed in this chapter
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time delays and the frequency behaviour of the transmission cannot be an artifact
of the edge effects, or an effect of the coating, or an effect of multiple cracking. The
time delays alone could be explained by partially closed cracks but this does not
explain the frequency variations. It is therefore concluded that the time delays are
probably caused by a conbination of partially closed cracking and reduction in the
ultrasound velocity due to thermal fatigue, and the variations in material properties
are correspondingly altering the transmitted frequencies [151].

It is proposed that, for small cracks, a data fusion technique between the
three different measurements, peak-to-peak amplitude, signal arrival time, and fre-
quency content, should be employed for optimum defect detection [42, 43, 153]. All
three analysis techniques are noisy, but the probability of detection increases by
combining the results. A proposed technique is to defect a detection threshold for
each of the three analysis techniques, and at least two out of the three must be over
their detection threshold at the same scan position for it to be reported as a defect.
The potential for defect sizing is increased if both transmission and reflection tech-
niques are used, as the reflection technique has better resolution, particularly with
overlapping and large cracks, but the transmission technique is needed to give an
indication of depth. Robotic implementation will also improve the reliability of re-
sults, as more accurate alignment can be used, and the lift-off can be controlled [66].
An efficient system would begin with coarse scanning to identify problem areas with
the reflection technique. In-depth measurements with both the reflection and the
transmission technique can then be used for accurate surface mapping and defect

depth gauging.
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Chapter 8

EMAT lift-off capabilities

One advantage of EMATSs over piezoelectric transducers is their capability to work
out of contact with a material. This chapter presents the lift-off performance of
the geometric focused EMATSs already characterised and employed for NDE in the
previous chapters. Three unfocused, transmission, calibration designs are then pre-
sented, designed so that the generator and detector coils can be lifted off from the
sample separately and combinations of different generators and detectors can be

used, so that generator and detector effects can be distinguished for different coil

types.

8.1 Focused EMATS

Figure 8.1a) shows the maximum peak-to-peak signal amplitude generated by mul-
tiple EMAT designs as they are moved out of contact with the sample (increased
lift-off). Thin sheets of plastic were used to create consistent incremental lift-offs,
creating an artificial ‘air gap’ between the coils and the sample. The signals have
been individually normalised to 1 at the zero lift-off position so that the different
lift-off behaviours can be compared, regardless of the relative strengths of the sig-
nals generated by each design. The reflection mode meander-line EMAT, shown in
figure 3.3, was aligned with the end of an aluminium sample to give a maximum
reflected signal to study. A driving frequency of 2 MHz was used as this is the
optimal frequency for this design, and the results are shown by the blue circles in
figure 8.1.

Similarly, the transmission EMATSs were placed in the center of a large alu-
minium sample away from defects or edges so the maximum transmitted signal can

be analysed. Two different focused racetrack designs have been lift-off tested, one
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with a racetrack width of 1.5 mm and one with a racetrack width of 0.75 mm, both
with designs as shown in figure 3.7. The 1.5 mm width pair was tested at two dif-
ferent driving frequencies as both have been used in previous chapters: 2 MHz is
shown by the red stars, and 1 MHz by the black triangles in figure 8.1. The 0.75 mm
race track pair has only been used at one driving frequency (2 MHz) and is shown
by the pink triangles in figure 8.1. One focused linear transmission design has also
been tested, with a coil width of 0.75 mm, with the design shown in figure 3.9. This
was also tested at two different driving frequencies: 0.6 MHz, as this was found to
generate the strongest detected signals, shown by the pink crosses, and 1 MHz for
a comparison to the 1 MHz focused racetrack coils, shown by the blue squares in
figure 8.1.

It should be noted that at ‘zero’ lift-off the actual distance from the coils
to the sample is approximately 0.1 mm for all designs due to a layer of insulating
kapton tape over the bottom of the coils. However, as this is as close to the sample
as can safely be obtained by any design this is referred to as the ‘zero’ lift-off position

in this section.
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Figure 8.1: a) Maximum peak to peak signal detected by the focused EMAT designs
(figures 3.3, 3.7, and 3.9) as the separation between the EMAT and the sample is
increased. b) The signal shown in a) is converted to a signal to noise ratio (SNR).
The frequencies given in the legend are the driving frequencies used for the generator
coils.

Figure 8.1b) shows the signal to noise ratios (SNR) of the lift-off data shown
in figure 8.1a), calculated by taking 20 x log; (59" /,,5isc) [17]. The ‘noise’ estimate
was obtained by finding the maximum and the minimum signals detected before the
wave is generated, taking the absolute value of the minimum and adding it to the
maximum, so it is comparative to the peak-to-peak value taken for the signal.

The meander-line EMAT (blue circles) clearly shows the worst SNR perfor-
mance with lift-off, dropping to zero SNR at 0.3 mm lift-off from the sample. The
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linear coils, although they start with a lower SNR when in contact with the sam-
ple, show the slowest decrease in their signal with lift-off, with signals above the
noise level almost up to 1 mm lift-off. The racetrack coils exhibit behaviour part
way between the two. It is suggested that the meander-line EMAT coil has such
poor lift-off performance due to the creation of close proximity opposing magnetic
dipoles from the sections of neighboring wire containing opposing current flow. At
a distance from the coil these magnetic dipoles will cancel out, leading to poor
signal generation. The racetrack coils will likely also see a similar effect but less
pronounced as they only contain one pair of opposing dipoles. The linear coils do
not contain any opposing dipoles and so have the least SNR drop off with increased
lift-off. Full electro-magnetic field modelling is needed to test this theory.

The lift-off profiles are affected by the frequencies of operation. When oper-
ating the same linear coil pair at 0.6 MHz (pink crosses) and at 1 MHz (blue squares)
it can be seen that the lower frequency performs the best at high lift-off. A similar
effect is seen in the racetrack coils (red stars verses black triangles). Additionally,
the coils do not all produce the same frequency signal that they are driven with.
For example, the 1.5 mm racetrack coil pair, when driven with a 2 MHz driving
signal, have a maximum magnitude in the FFT of the detected signal at 1.8 MHz,
as shown in chapter 4. It has been shown in chapter 4 that the signal produced by
the Ritec AC source actually increases with frequency and so this effect cannot be
due to simply having a stronger current source.

It is well known that the eddy currents generated by a single coil will have
a deeper penetration into a sample if they are lower frequency, as given by the skin
depth (equation 2.54), however, this does not consider variations in the distance of
the field source from the sample. It seems likely that this will lead to lower frequen-

cies showing less effects from lift-off as observed but more modelling is needed.

8.2 Unfocused EMAT Calibration

Three unfocused, pitch-catch (transmission mode) EMATS were created to separate
the effect of frequency from the effect of coil design on lift-off behaviourThe ; one
pair of 1.5 mm width racetrack coils (figure 8.2), one pair of 1.5 mm width linear
coils (figure 8.3), and one pair of 0.75 mm width linear coils. The signals generated
are weaker than the focused designs due to the use of smaller magnets and the lack of
geometric focusing. The EMAT pair frequency response to different driving signals
was first ascertained.

Figure 8.4a) shows the maximum peak-to-peak signal strength of the Rayleigh
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23 mm

Figure 8.2: Calibration, unfocused racetrack EMAT transmission set-up, showing
the cross-section and the bottom view.

1.5 mm

Figure 8.3: Calibration, unfocused linear EMAT transmission set-up, showing the
cross-section and the bottom view.

wave generated and detected in aluminum by the racetrack design as the driving
signal is changed in frequency with ‘zero’ lift-off. Both a single cycle, and a three
cycle driving signal are used, as indicated in the legend. The single cycle has a
wider bandwidth than the three cycle. The response when in contact with the sam-
ple is consistent with the findings of chapter 4, with the smoothing spline fit peaks
occurring at 1.3 MHz for the 1 cycle data, and 1.4 MHz for the 3 cycle data. Fig-
ure 8.4b) shows the same test, with an addition of 0.2 mm of plastic beneath the
whole EMAT. This gave peaks of 1.1 MHz for both the 1 cycle and the 3 cycle data.
This drop is also consistent with the calculations made in chapter 4.

Figure 8.5 shows the same results at ‘zero’ lift-off for the calibration linear
coil pairs. The data is much noisier as the amplitude of the generated signal is much
weaker, making it difficult to pin point an accurate peak location, but the 0.75 mm
width coils have a peak in efficiency close to 1 MHz, and the wider, 1.5 mm width
coils are clearly generating preferentially below 1 MHz. The existence of a peak,
rather than a gradual increase towards low frequencies does not match the theory
discussed in section 4, but is consistent with the experimental data found with the
focused linear coils in chapter 4 and the behaviour of the Ritec used for generating

the signals.
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Figure 8.4: Frequency response of the unfocused racetrack pair shown in figure 8.2.
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Figure 8.5: Frequency response of a) the unfocused linear pair shown in figure 8.3,
and b) a similar pair but 0.75 mm in width, all taken as close to sample contact as
the casing allows. 64 averages used. Fits shown are 0.99 smoothing spline fits.

Example lift-off behaviour at different frequencies is shown in figure 8.6 a)
for the racetrack, and b) for the linear coils, for the case of adding lift-off under both
the generator coil and the detector coil at the same time. This is representative of
the presence of different thicknesses of coatings on a sample. Additionally, tests were
done where the generator or detector were lifted off from the sample individually
with the other remaining in contact. No difference was seen between lifting off just
the generator vs lifting off just the detector, and the drop off was exactly half that
of the drop off seen when both the generator and the were lifted off. The effect of
both simply compounds the signal loss, and so only this final data is presented. It
can be consistently seen that higher frequencies have worse performance at lift-off

than lower frequencies for both coil designs.
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All coils are found to produce a detectable signal when a 1 MHz excitation
signal is used, and the FF'T data also all give a maximum magnitude close to 1 MHz.
The 1 MHz data is therefore used to compare the lift-off behaviour, plotted as an
SNR in figure 8.6¢). Some linear fits have been added to the data to aid the visual
comparison of the different data plots. The linear coil data rapidly becomes very
noisy and so it is difficult to differentiate at what point the data should be neglected
as noise. However, regardless of the possible fits chosen, the linear coil data is found
to have a slower decline in SNR than the racetrack coil data. An improved way of

using or making the lienar coils could therefore be beneficial.
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Figure 8.6: Maximum detected signal response as the coils are lifted from the sample
for a) 1.5 mm unfocused racetrack coils, and b) 1.5 mm unfocused linear coils,. ¢)
shows a comparison of the SNR from a), b), and a similar 0.75 mm width linear
coil pair for a 1 MHz driving signal at 1 MHz. Some proposed linear fits have been
added to the data to aid visualisation.

8.2.1 Generator versus Detector Effects

To investigate the dominant effects of the coil design on generated frequency and
lift-off, a composite EMAT was produced using parts of the EMATSs shown in the
previous section. This composite EMAT has either a racetrack coil as a generator
and a linear coil as a detector, or vice-versa. The 1.5 mm racetrack coil and the
0.75 mm linear coil both have frequency profiles centered around 1 MHz and so
these widths were used for the composite EMAT. Figure 8.7 shows the 1 and 3 cycle
data from changing the generation frequency for this composite system, once with
the racetrack coil as the generator and the linear coil as the detector, and once with
the linear coil as the generator and the racetrack coil as the detector.

It can be seen that both systems peak around 1 MHz, as would be expected,
but their behaviour, particularly at higher frequencies, varies slightly. Some vari-
ation maybe due to noise, however the profiles are still clearly distinct. The pair

with a linear generator and a racetrack detector have a narrower profile in frequency,
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with the detected signal dropping off faster above and below 1 MHz, than the pro-
file with a racetrack generator and linear detector. As seen in the previous section,
figures 8.4 and 8.5, the linear coil has a lower performance than the racetrack at
high frequencies. This suggests that the generator coil behaviour is dominant in the
composite EMAT. However, this comparison is purely qualitative as the data from
the purely linear EMAT (figure 8.5) has low SNR.

It should also be noted that, despite the use of one linear coil, the amplitudes
of the maximum signals detected by the composite EMAT are almost as strong as
those detected by the two racetrack coil EMAT, with the maximum peak-to-peak
signal of the composite EMAT falling just under 40 mV and the fully racetrack
EMAT signal going up to just over 40 mV. This is surprising as the fullly linear
EMAT system peak-to-peak signals are lower than 5 mV, and a composite system
would be expected to fall between the two, around 23 mV. This suggests that no
matter which coil is employed as generator or detector, in the composite system the
behaviour of the racetrack coil is dominating the signal strength detected. These

voltages are layed out in table 8.1.
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Figure 8.7: Frequency response of an unfocused composite EMAT pair. The legend
entry ‘RGen’ indicates a 1.5 mm racetrack generator with a 0.75 mm linear detector.
LGen indicates a 0.75 mm linear generator, and a 1.5 mm racetrack detector. 64
averages were used. Fits shown are 0.99 smoothing splines.

Figure 8.8 shows the lift-off behaviour of this composite EMAT, in compar-
ison with the original purely racetrack and purely linear set-ups. Linear fits have
again been added to the SNR data in figure 8.8b) to help show the relative gradients
of the different data sets. It is found that the SNR variation with lift-off of the com-
posite system is unchanged by swapping the generator and the detector around, and
brings it approximately central between the purely racetrack and the purely linear
system with regards to its lift-off behaviour. This indicates that in both systems

the effects for the generator and the detector coils are equal, with the linear coils
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Cycles Generator  Detector ~ Maximum Pk-Pk Signal (mV)

Racetrack Racetrack 30

1 Racetrack Linear 28
Linear Racetrack 28

Linear Linear 3
Racetrack Racetrack 44

3 Racetrack Linear 37
Linear Racetrack 37

Linear Linear 4

Table 8.1: Summary table of the different peak-to-peak voltages found for different
combinations of the 1.5 mm width racetrack coils and the 0.75 mm width linear
coils in transmission.

being the least affected by increasing lift-offs despite their weaker signals . It can be
concluded that the linear coil designs have the most potential for performing at high
lift-offs. However, linear coils produce lower frequencies than the racetrack design
for the same size coil, which reduces their ability to detect small defects. Their

design needs optimizing for higher frequency signals.
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Figure 8.8: The lift-off behaviour of a composite racetrack-linear EMAT coil, in
comparison with the behavour of the racetrack-racetrack and the linear-linear coil
behaviour. Legend values; ‘R’ indicates a racetrack coil, ‘L’ indicates a linear coil,
‘Gen’ indicates the generator coil, and ‘Det’ indicates the detector coil. a) shows
the normalised peak to peak signals. b) shows the signal to noise ratio, with linear
fits to the first five data points above the noise threshold.
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8.3 Phased Linear Coils

The meander-line coils presented in chapter 5 show the strongest SNR when in
contact with the sample. They also have the best capabilities to generate high
frequencies without signal loss as a large coil can still be used, unlike racetrack
and linear coils which have to decrease in width to function at higher frequencies
(section 4). However, their poor lift-off performance makes them only applicable for
close contact applications. It is believed that the reason the meander-line behaves
so poorly with lift-off is because it creates opposing magnetic dipoles from opposing
wire directions, required to force the ultrasound wave to the desired wavelength.
However, at lift-off these magnetic dipoles cancel out, rapidly reducing the applied
force in the sample. The linear coils presented in this chapter clearly show less SNR
drop off with increased lift off and it is suggested that this is due to the lack of any
opposing dipoles as all the wire elements have parallel current flow. However, linear
coils have much weaker SNRs and a 2 MHz coil is not achievable.

Figure 8.9 shows a proposed phased EMAT design combining aspects of
both the meander line EMAT and the linear EMAT design. The separate coil
sets are linear in nature and so should have the best lift-off capability out of the
different surface wave designs tested when used individually. The design shown in
figure 8.9 is proposed to space the coils elements by 3*/5, and then to excite them
with a corresponding time delay, so the opposing currents will not be active at the
same time. This should create a meander-line style wavelength selection to give an
increased signal strength, without the opposing current dipoles being active at the
same time. A further improvement would be to include geometric focusing for higher
signal strengths. A prototype design has been produced and is undergoing testing,
using an specialist pulser system giving a phased output. Preliminary results suggest

it is working as expected.

8.4 Conclusion

Meander-line designs improve the high frequency content of the wave generated but
at the expense of lift-off capabilities, partially because higher frequencies intrinsi-
cally suffer more with the lift-off, and partly due to the occurrence of opposing
magnetic dipoles in the meander-line design, although the latter needs to be mod-
elled for confirmation. Linear designs are shown to have the best lift-off capabilities
but the weakest overall signals. A phased design is proposed to retain the high

frequency nature of the meander-line designs, but with improved lift-off capability
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N

Figure 8.9: A proposed linear coil design to improve the high frequency capabilities
of a linear EMAT. Coils are spaced by 3*/5 and will be fired with a time delay so
the opposing forces from the opposing current directions are not active at the same
time.

as the phasing eliminates the opposing magnetic dipoles. This is under study by a
new PhD student.

It is still not known why the linear coils perform better with lift-off, nor why
the racetrack coils dominate in a composite racetrack/linear system. It was thought
that, as detection is a simpler mechanism that generation, a racetrack generation
coil and a linear detection coil would create a good compromise, however this is not
the case, and commuting the generation and detection coils makes no measureable
difference, and is in fact much closer in signal strength to a fully racetrack system
than a fully linear system. Full EMAT modelling is needed to study this. This is
under further investigation from another PhD student, including COMSOL models,
and experimental work at lower frequencies where the linear coils are larger with
better SNR, and investigating linear coils that are wrapped fully around the magnet

for further noise reduction.
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Chapter 9

Conclusions and Further Work

9.1 Conclusions

This work has addressed a gap in the literature for the accurate detection and siz-
ing of sub-mm surface breaking defects using Rayleigh wave EMATSs. This work is
necessary for the early stage detection of RCF and SCC type cracks using a non-
contact method, allowing for fast scanning without coupling gel, using a relatively
safe and inexpensive technique, with inspection on the same surface as the trans-
ducer. Similar focused EMAT shear wave techniques have been used [97], however
this is for inspecting the opposite surface of a sample to the EMAT, rather than the
same surface. In some situations, such as inside buried pipes, only one side is acces-
sible, and so a Rayleigh wave technique can be needed depending on the location
of defects. The main other systems used for this type of detection are piezoelectric
arrays, which cannot be scanned easily or used in harsh environments, and eddy
current systems. Eddy current systems do not provide the accurate sizing and ori-
entation information which the EMAT systems used in this work give, however, in
some situations they can provide higher resolution.

Three main types of coil have been used; linear, racetrack, and meander-
line. Geometric focused designs of all three have been produced. Focused Rayleigh
wave meander-line EMATSs do appear in a standard by the American Society for
Acoustic Testing [99], but have not been reported in detail in the literature. Focused
racetrack and linear designs do not appear in the literature. The meanderline has
only been tested in reflection and the racetrack and linear coils have only been tested
in transmission, however, the generation methods are commutable. The linear design
generates the weakest signals, and is the most inefficient design, however, it has the

least SNR reduction as the coil is lifted-off from the sample surface. The meander-
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line designs have the strongest signals but the largest SNR reduction as the coil is
lift-off from the sample. Therefore in situations where the sample is known to be
very flat, and so 0.1 mm lift-off or less can be used, the meander-line designs are the
optimal transducer. The racetrack coil provides a good intermediary compromise
between signal strength and lift-off properties, especially if used in transmission
rather than reflection, so that the coils can be kept in close proximity for an increased
signal strength.

The relation between focal point size and coil geometry has been detailed for
both meander-line and racetrack coil generation and the designs fully characterised,
so that any new designs can be made tailored to the desired focal point position, size,
and frequency. Care must be taken in the design of both the meander-line and the
racetrack designs. Focused meander-line designs with under 20° aperture angle have
shorter focal distances from the geometric focal point than designed. The frequency
content that racetrack designs can generate and detect is partly dependent on the coil
geometry and on the lift-off from the sample. Simple analytical models overestimate
the optimum frequency for racetrack coils, and time dependent modeling must be
used. Increasing lift-off lowers the optimum frequency of operation.

The reflection, focused, meander-line EMAT design and the transmission,
focused, racetrack EMAT design have been employed for surface breaking defect de-
tection on a set of milled calibration defects, and can predict defect lengths within
+0.5 and £0.4 mm respectively. The smallest calibration machined defect they have
been used to detect is a 0.5 mm deep, 1 mm diameter milled hole. They have also
been employed on a large overlapping pair of cracks in an aluminium billet sample,
and a set of sub-mm cracks beneath a metallic paint coating in a set of flat steel sam-
ples. The transmission EMAT cannot map the overlap between the two cracks on
the aluminium billet as they are closer together than the distance between the coils,
however, the meander-line EMAT maps the overlap with similar accuracy to the
rest of the cracks. The reflection meander-line EMAT was too difficult to position
accurately by hand to scan the defects on ferritic steel, however the racetrack trans-
mission EMAT detected the majority of the expected defects, especially when the
extra information of the signal arrival time and the signal frequency content is added
to the reduction in signal strength. It can be concluded that for defect features with
a length extent longer than the distance between the transmission coils, or defects
in closer proximity to each other than the distance between the transmission coils,
more accurate surface maps can be made using the reflection meander-line EMAT.
However, use of a four coil set and different generator and detector orientations can

allow for mapping of more complex defect orientations than the reflection meander-

173



line EMAT. The transmission designs also provide defect depth information, or a
least a minimum depth if the defect is much larger than the ultrasound wave length,
which the transmission EMAT does not provide.

It is proposed that a composite EMAT-eddy current system would provide
the best system for mapping small surface breaking defects [153, 42]. The focused
meander-line and racetrack EMATSs have been shown to work through thin coatings
(40-60 pm thick) detecting real defects, however, more work is needed to improve
their lift-off capabilities, which are 0.5 mm and less, depending on the coil and

application. A variety of further designs have been proposed for this purpose.

9.2 Future Directions

Two clear areas of further work are the implementation of the focused designs pre-
sented onto pipe shafts and thin sheets. The extension from Rayleigh waves, with
only one surface affecting the wave, to a thin sheet, or a pipe adding curvature,
creates guided wave modes [48]. The meander-line pitch (coil spacing) could be em-
ployed to select a desired mode [48, 154]. The focal effect around a curved surface
will also need to be investigated and modeled to design a suitable coil. Another
clear extension is the ability of EMATSs to function at high temperatures. Both of
theses techniques have been implemented with EMATSs [77, 155, 156] but never with
the designs presented in this work. These designs will give improved signal strength
and SNR for the detection of smaller defects on pipe shafts, sheet materials, and
at high temperatures, of interest to the oil and gas industry, steel milling, and the
power industry.

A further point for investigation is coupling the scans using these transducers
with eddy current techniques. The transducers presented in this work lend them-
selves to situations in which eddy current techniques are often employed, however,
they provide information which is not as material dependent as eddy current tech-
niques, especially when it comes to defect depth measurements. The four coil EMAT
system presented in section 6.3 also gives defect orientation which eddy current coils
cannot, unless they are far smaller than standard and arrays are used. It is pro-
posed that data fusion with an eddy current coil, or set of coils, positioned at the
EMAT focal point, could add sensitivity to smaller defects by using the eddy current
system, but coupled with the extra information that the ultrasonic signal gives on
larger defects [43, 157]. The definitive detection from the eddy current coil system
could be used to eliminate false positives from the EMAT system and provide and

improve defect map, and vice-versa.
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Figure 9.1: Proposed phased nested four coil EMAT design.

The next two sections propose further EMAT designs building on the work
presented here, and the preliminary work performed to indicate that these designs

could be beneficial.

9.2.1 Four Coil Phased Designs

A four coil, phased design has already been proposed in section 8.3. This presented a
set of four linear coils, spaced 3}/, apart, so that a single cycle sine current impulse
can be sent to each coil with corresponding time delays such that the Rayleigh
wave generated by each coil will re-enforce the wave generated by the next coil.
This generates a stronger signal than one coil can generate, operating at higher
frequencies than a single, larger coil. Linear designs have been found to have the
best performance with increasing lift-off, however, the more wire is being actively
used to generate ultrasound, the more efficient the design is. It is plausible that
the reason for the better performance of the linear coils with lift-off is their lack
of opposing dipoles. Therefore, a phased, nested four coil loop design is proposed.
This will actively use the majority of the wire to generate ultrasound, making it
more efficient, while at the same time spreading out the sections of wire which have
opposing dipoles if activated at the same time.

The proposed schematic is shown in figure 9.1. Neighboring wire segments
will be fired after a time delay (again, spaced as 2}/5) so no neighboring opposing
dipole will be active at the same time. This should give it lift-off capabilities similar
to that of a linear coil design. A separate magnet is used over each wire segment to
reduce interference between the coils, and prevent a traveling wave in the bottom of

the magnet reaching other coil loops, as was observed in earlier designs. This design
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Figure 9.2: Edge field EMAT designs for a) Rayleigh wave detection, presented by
Dutton et. al. [144], ¢) and c¢) shear waves, presented by Isla et. al. [152].

will create two wave packets, one generated by the first half of each coil loop, and
one generated by the second half of each loop. This dual wave packet nature can
also be exploited using a cross-correlation technique to improve signal detection,
such as has been done before with chirp signals [2]. This will, however, reduce the
lateral resolution of the EMAT as the signal becomes extended in time. This design
has been constructed but not tested.

A further improvement to the spatial resolution of both the linear and the

loop phased designs would be to then incorporate geometric focusing.

9.2.2 Magnetic Edge Field Designs

It has been reported by Dutton et. al. [144], and Isla et. al. [152] that placing an
EMAT coil in between two magnets which are north-north aligned can improve
the EMAT performance at lift-off. Figure 9.2a) shows the design created by Dut-
ton et. al. for Rayleigh wave detection, b) and c¢) show the design from Isla et. al.
designed for shear wave detection. Both exploit the fact that the opposing mag-
netic fields force the field to become vertical in between the two magnets, within a
confined space, creating a concentrated vertical field. Both works report stronger
magnetic fields between the coils than when using a single magnet. However, the
experimental comparisons made by Dutton et. al. did not account for the large
increase in magnet volume that their edge field design contains, compared to the
single magnet, traditional linear EMAT design. Isla et. al. used FEA to compare
multiple designs using comparative magnet sizes, and still found the edge field con-
centration, when including ferrite in the gap to further constrict the magnetic field
lines, to give the strongest fields.

To create a similar edge field for the focused racetrack coil designs used,

ideally two ring magnets would be used, with the inner one having a radial polar-
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a) single ring magnet b) unphysical concentric ring magnets

7.6 mm

Figure 9.3: Magnets built in COMSOL to compare magnetic fields created. a) is a
reference ring magnet similar to those used in previous sections, designed to have
the same volume as the two magnets in b). b) shows the design that would be
require for an edge field design with the focused designs used in previous work.

isation outwards, and the outer ring magnet having a radial polarisation inwards,
figure 9.3b). These magnets are unphysical, as radial fields like this cannot be cre-
ated, however it can be approximated with multiple smaller magnets, as shown later
in figure 9.5. Theis has been modeled in COMSOL for a pair of rings, as shown in
figure 9.3b), and also for a reference single ring, as sketched in figure 9.3a), calcu-
lated to have approximately the same volume of magnet (5000 mm?) as the design
in b) for a fair comparison. This was modeled using rotational symmetry about
the central axis. A radial position of 15.75 is therefore directly between the two
rings in the concentric design, and the center of where the EMAT coil would be
positioned. A position of 15 mm, under the outer edge of the inner ring magnet, is
also considered. These positions are compared with the field at a radial position of
13.8 mm in the single ring design, this being central under the ring magnet.
Figure 9.4 shows the vertical component of the magnetic field for radial
positions of 15 and 15.75 mm in the concentric ring design, and 13.8 mm for the
single ring design. The horizontal field component is close to zero for the concentric
ring design and so is neglected here. The horizontal axis shows vertical position,
so between 0 and b mm is within the magnet height range for the concentric ring
designs, and between 0 and 7.6 mm is within the body of the ring magnet for the
single ring design. The negative positions on the horizontal axis are below the
magnets, and so shows the field that will interact with any sample to be studied.
It can be seen that while the field values are similar at 0 mm, and the field drop
off for the single large ring is slower than the field for the concentric rings. This
suggests that a single large ring has just as strong a vertical field as the new design

at the surface, and the single ring in fact has a stronger field beneath the coil than
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Figure 9.4: A comparison of the vertical component of the magnetic field for radial
positions of 13.8 mm in the single ring design (as figure 9.3 a)), and 15 and 15.75 mm
in the concentric rings designs (as figure 9.3 b)).

beneath the concentric ring pair.

However, despite the unfavorable model results, decreasing the magnet field
in the sample is of interest to improve the ability to scan ferritic samples. An edge
field design might therefore still give a strong field right at the sample surface, but
with less overall interaction with the sample, allowing it to be moved more easily.
The field concentrating effects of the ferrite sample need to be modeled. Figure 9.5
shows a design to combine the focused racetrack coils already presented in this work
with the edge field design presented by Dutton et. al. It has been built but has
not been characterised. The volume of magnet used has been greatly decreased
compared to the designs used in previous chapters, however it is hoped that the
design will still give strong signals at the surface due to the field arrangement. If
edge field work shows further promise, it can be incorporated with the nested phased
design shown in figure 9.1 by fitting edge field magnets between the wire elements

instead of directly above them.
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Figure 9.5: a) trimetric view of the 3D printed holder created for a focused edge
field EMAT design. b) bottom view of the holder with the coil positions and the
magnetic field directions added. The magnets are 5 mm cuboidal, N50, NdFeB.
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