
Chapter 6
Response of the Receiving System

This chapter is concerned with the response of the receiving system that accepts
the signals from the antennas, amplifies and filters them, and measures the cross-
correlations for the various antenna pairs. We show how the basic parameters of
the system affect the output. Some of the effects were introduced in earlier chapters
and are here presented in a more detailed development that leads to consideration
of system design in Chaps. 7 and 8. At some point in the processing chain between
the antenna and the correlator output, the form of the signals is changed from an
analog voltage to a digital format, and the resulting data are thereafter processed
by computer-type hardware. This does not affect the mathematical analysis of the
processing and is not considered in this chapter. However, the digitization introduces
a component of quantization noise, which is analyzed in Chap. 8.

6.1 Frequency Conversion, Fringe Rotation, and Complex
Correlators

6.1.1 Frequency Conversion

With the exception of some systems operating below � 100 MHz, in most radio
astronomy instruments, the frequencies of the signals received at the antennas are
changed by mixing with a local oscillator (LO) signal. This feature, referred to
as frequency conversion or (heterodyne frequency conversion), enables the major
part of the signal processing to be performed at intermediate frequencies that are
most appropriate for amplification, transmission, filtering, delaying, recording, and
similar processes. For observations at frequencies up to roughly 50 GHz, the best
sensitivity is generally obtained by using a low-noise amplifying stage before the
frequency conversion.
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208 6 Response of the Receiving System

Fig. 6.1 Frequency conversion in a radio receiving system. (a) Simplified diagram of a mixer and a
filter H that defines the intermediate-frequency (IF) band. The nonlinear element shown is a diode.
(b) Signal spectrum showing upper and lower sidebands that are converted to the IF. Frequency �0
is the center of the IF band.

Frequency conversion takes place in a mixer in which the signal to be converted,
plus an LO waveform, are applied to a circuit element with a nonlinear voltage–
current response. This element may be a diode, as shown in Fig. 6.1a. The current i
through the diode can be expressed as a power series in the applied voltage V:

i D a0 C a1V C a2V
2 C a3V

3 C � � � : (6.1)

Now let V consist of the sum of an LO voltage b1 cos.2��LOt C �LO/ and a signal,
of which one Fourier component is b2 cos.2��stC �s/. The second-order term in V
then gives rise to a product in the mixer output of the form

b1 cos.2��LOtC �LO/

� b2 cos.2��stC �s/ D 1

2
b1b2 cos Œ2�.�s C �LO/tC �s C �LO� (6.2)

C 1

2
b1b2 cos Œ2�.�s � �LO/tC �s � �LO� :

Thus, the current through the diode contains components at the sum and difference
of �s and �LO. Other terms in Eq. (6.1) lead to other components, such as 3�LO˙ �s,
but the filter H shown in Fig. 6.1 passes only the wanted output components, and
with proper design, unwanted combinations can be prevented from falling within
the filter passband. Usually the signal voltage is much smaller than the LO voltage,
so harmonics and intermodulation products (i.e., spurious signals that arise as a
result of cross products of different frequency components within the input signal
band) are small compared with the wanted terms containing �LO.

In most cases of frequency conversion, the signal frequency is being reduced, and
the second term on the right side in Eq. (6.2) is the important one. The filter H then
defines an intermediate-frequency (IF) band centered on �0, as shown in Fig. 6.1b.
Signals fromwithin the bands centered on �LO��0 and �LOC�0 are converted to the
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IF band and admitted by the filter. These bands are known as the lower and upper
sidebands, as shown, and if only a single sideband is wanted, the other can often be
removed by a suitable filter inserted before the mixer. In some cases, both sidebands
are accepted, resulting in a double-sideband response.

6.1.2 Response of a Single-Sideband System

Figure 6.2 shows a basic receiving system for two antennas, m and n, of a synthesis
array. Here, we are interested in further effects of frequency conversion. The time
difference �g between the arrival at the antennas of the signals from a radio source
varies continuously as the Earth rotates and the antennas track the source across the
sky. A variable instrumental delay �i is continuously adjusted to compensate for the

Fig. 6.2 Basic receiving system for two antennas of a synthesis array. The variable delay �i is
continuously adjusted under computer control to compensate for the geometric delay �g. The
frequency response functions Hm.�/ and Hn.�/ represent the overall bandpass characteristics of
the amplifiers and filters in the signal channels.
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geometric delay �g, so that the signals arrive simultaneously at the correlator. The
receiving channels through which the signals pass contain amplifiers and filters, the
overall amplitude (voltage) responses of which are Hm.�/ and Hn.�/ for antennas
m and n. Here, � represents a frequency at the correlator input; the corresponding
frequency at the antenna is �LO ˙ �. The voltage waveforms that are processed
by the receiving system result from cosmic noise and system noise; we consider
the usual case in which these processes are approximately constant across the
receiver passband. The spectra at the correlator inputs are thus determined mainly
by the response of the receiving system. Let �m be the phase change in the signal
path through antenna m resulting from �g and the LO phase, and let �n be the
corresponding phase change in the signal for the path through antenna n, including
�i. �m and �n, together with the instrumental phase resulting from the amplifiers and
filters, represent the phases of the cosmic signal at the correlator inputs. Negative
values of these parameters indicate phase lag (signal delay). The response to a
source for which the visibility is V.u; v/ D jVje j�v is most easily obtained by
returning to Eq. (3.5) and replacing the phase difference 2�D� � s0 by the general
term �n � �m. Then the response at the correlator output resulting from a frequency
band of width d� can be written as

dr D Re ˚
A0jVjHm.�/H

�
n .�/ e

j.�n��m��v/d�
�
; (6.3)

where �v is the visibility phase. The response from the full system passband is

r D Re
�
A0jVj

Z 1

�1
Hm.�/H

�
n .�/ e

j.�n��m��v/d�
�
; (6.4)

where we have included both positive and negative frequencies1 in the integral
and assumed that V does not vary significantly over the observing bandwidth.
Equation (6.4) represents the real part of the complex cross-correlation, and the
way to obtain both the real and imaginary parts is explained later in this section.

6.1.3 Upper-Sideband Reception

For upper-sideband reception, a filter or amplifier at the receiver input selects
frequencies in a band defined by the correlator input spectrum (frequency �) plus
�LO. In Fig. 6.2, the signal entering antenna m traverses the geometric delay �g at a
frequency �LO C � and thus suffers a phase shift 2�.�LO C �/�g. At the mixer, its

1The negative frequencies have no physical meaning but arise as part of the mathematical
representation of the frequency conversion.
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phase is also decreased by the LO phase �m. Thus, we obtain

�m.�/ D �2�.�LO C �/�g � �m : (6.5)

The phase of the signal entering antenna n is decreased by the LO phase �n, and the
signal then traverses the instrumental delay �i at a frequency �, thus suffering a shift
2���i. The total phase shift for antenna n is

�n.�/ D �2���i � �n : (6.6)

From Eqs. (6.4), (6.5), and (6.6), the correlator output is

ru D Re
�
A0jVje jŒ2��LO�gC.�m��n/��v�

Z 1

�1
Hm.�/H

�
n .�/ e

j2��	�d�

�
: (6.7)

The real part of the integral in Eq. (6.7) is one-half the Fourier transform of
the (Hermitian) cross power spectrum Hm.�/H�

n .�/ with respect to the delay
compensation error,	� D �g � �i, which introduces a linear phase slope across the
band.2 We assume thatV does not vary significantly over the observing bandwidth.
For example, if the IF passbands are rectangular with center frequency �0, width
	�IF, and identical phase responses, then for positive frequencies,

jHm.�/j D jHn.�/j D

8
<̂

:̂

H0 ; j� � �0j < 	�IF

2
;

0 ; j� � �0j > 	�IF

2
:

(6.8)

Using the equality in Eq. (A3.6) of Appendix 3.1 for the Hermitian3 functionHmHn,
we can write

Z 1

�1
Hm.�/H

�
n .�/ e

j2��	�d� D 2Re
( Z �0C.	�IF=2/

�0�.	�IF=2/
H2
0 e

j2��	�d�

)

D 2H2
0	�IF

�
sin.�	�IF	�/

�	�IF	�

�
cos 2��0	� :

(6.9)

2Here, we assume that the source is sufficiently close to the center of the field being imaged that
the condition 	� D 0 maintains zero delay error. The effect of the variation of the delay error
across a wider field of view is considered in Sect. 6.3.
3The term “Hermitian” indicates a function in which the real part is even and the imaginary part is
odd.



212 6 Response of the Receiving System

In the general case, we define an instrumental gain factor Gmn D jGmnje j�G as
follows:

A0

Z 1

�1
Hm.�/H

�
n .�/ e

j2��	�d� D Gmn.	�/ e
j2��0	�

D jGmn.	�/je j.2��0	�C�G/ ; (6.10)

where the 	� dependence in jGmn.	�/j is the sinc function in Eq. (6.9). The phase
�G results from the difference in the phase responses of the amplifiers and filters
in the two channels. The LO phases �m and �n are not included within the general
instrumental phase term �G because they enter into the upper and lower sidebands
with different signs.

Substituting Eq. (6.10) into Eq. (6.7), we obtain for upper-sideband reception

ru D jVjjGmn.	�/j cos
�
2�.�LO�g C �0	�/C .�m � �n/� �v C �G

�
: (6.11)

The term 2��LO�g in the cosine function results in a quasi-sinusoidal oscillation as
the source moves through the fringe pattern. The phase of this oscillation depends
on the delay error 	� , the relative phases of the LO signals, the phase responses
of the signal channels, and the phase of the visibility function. The frequency of
the output oscillation �LOd�g=dt is often referred to as the natural fringe frequency.
The oscillations result because the signals traverse the delays �g and �i at different
frequencies, that is, at the input radio frequency for �g and at the intermediate
frequency for �i, and these two frequencies differ by �LO. Thus, even if these
two delays are identical, they introduce different phase shifts, and they increase
or decrease progressively as the Earth rotates.

6.1.4 Lower-Sideband Reception

Consider now the situation where the frequencies accepted from the antenna are
those in the lower sideband, at �LO minus the correlator input frequencies. The
phases are

�m D 2�.�LO � �/�g C �m (6.12)

and

�n D �2���i C �n : (6.13)

The signs of these terms and of �� differ from those in the upper-sideband case
because increasing the phase of the signal at the antenna here decreases the phase at
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the correlator. The expression for the correlator output is

r` D Re
�
A0jVje�jŒ2��LO�gC.�m��n/��v�

Z 1

�1
Hm.�/H

�
n .�/ e

j2�	�d�

�
: (6.14)

Proceeding as in the upper-sideband case, we obtain

r` D jVjjGmn.	�/j cos
�
2�.�LO�g � �0	�/C .�m � �n/� �v � �G

�
: (6.15)

6.1.5 Multiple Frequency Conversions

In an operational system, the signals may undergo several frequency conversions
between the antennas and the correlators. A frequency conversion in which the
output is at the lower sideband (i.e., the LO frequency minus the input frequency)
results in a reversal of the signal spectrum in which frequencies at the high end at the
input appear at the low end at the output, and vice versa. If there is no net reversal
(that is, an even number of lower-sideband conversions), Eq. (6.11) applies, except
that �LO must be replaced by a corresponding combination of LO frequencies.
Similarly, the oscillator phase terms �m and �n are replaced by corresponding
combinations of oscillator phases.

6.1.6 Delay Tracking and Fringe Rotation

Adjustment of the compensating delay �i of Fig. 6.2 is usually accomplished under
computer control, the required delay being a function of the antenna positions and
the position of the phase center of the field under observation. This can be achieved
by designating one antenna of the array as the delay reference and adjusting the
instrumental delays of other antennas so that, for an incoming wavefront from the
phase reference direction, the signals intercepted by the different antennas all arrive
at the correlator simultaneously.

To control the frequency of the sinusoidal fringe variations in the correlator
output, a continuous phase change can be inserted into one of the LO signals.
Equations (6.11) and (6.15) show that the fringe frequency can be reduced to zero
by causing �m � �n to vary at a rate that maintains constant, modulo 2� , the term
Œ2��LO�g C .�m � �n/�. This requires adding a frequency 2��LO.d�g=dt/ to �n or
subtracting it from �m. Note that d�g=dt can be evaluated from Eq. (4.9) in which
w, the third component of the interferometer baseline, is equal to c�g measured in
wavelengths; for example, for an east–west antenna spacing of 1 km, the maximum
value of d�g=dt is 2:42 � 10�10, so the fringe frequencies are generally small
compared with the radio frequencies involved. Reduction of the output frequency
reduces the quantity of data to be processed, since each correlator output must
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be sampled at least twice per cycle of the output frequency (the Nyquist rate)
to preserve the information, as is discussed in Sect. 8.2.1. With antenna spacings
required for angular resolution of milliarcsecond order, which occur in VLBI, the
natural fringe frequency, �LOd�g=dt, can exceed 10 kHz. For an array with more
than one antenna pair, it is possible to reduce each output frequency to the same
fraction of its natural frequency, or to zero. Reduction to zero frequency (fringe
stopping) is generally the preferred practice. Some special technique, such as the
use of a complex correlator, described in the following section, is then required to
extract the amplitude and phase of the output.

6.1.7 Simple and Complex Correlators

Amethod of measuring the amplitude and phase of the correlator output signal when
the fringe frequency is reduced to zero is shown in Fig. 6.3. Two correlators are used,
one of which has a quadrature phase shift network in one input. For signals of finite
bandwidth, this phase shift is not equivalent to a delay. The phase shift can also be
effected by feeding the signal into two separate mixers and converting it with two
LOs in phase quadrature. The output of the second correlator can be represented
by replacing Hm.�/ by Hm.�/e�j�=2. From Eq. (6.10), the result is to add ��=2 to
�G, and thus in Eq. (6.11) and Eq. (6.15), the cosine function is replaced by ˙sine.
Another way of comparing the two correlator outputs in Fig. 6.3 is to note that the
real output of the complex correlator, omitting constant factors, is

rreal D Re
�
V

Z 1

�1
Hm.�/H

�
n .�/ d�

�
D RefVg

Z 1

�1
Hm.�/H

�
n .�/ d� ; (6.16)

Fig. 6.3 Use of two correlators to measure the real and imaginary parts of the visibility. This
system is called a complex correlator.
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where the integral is real since Hm.�/ and H�
n .�/ are Hermitian and thus

Hm.�/H�
n .�/ is Hermitian. The imaginary output of the correlator is proportional to

rimag D Re
�
V

Z 1

�1
Hm.�/H

�
n .�/e

�j�=2 d�

�
D ImfVg

Z 1

�1
Hm.�/H

�
n .�/ d� :

(6.17)

Thus, the two outputs respond to the real and imaginary parts of the visibilityV.
The combination of two correlators and the quadrature network is usually

referred to as a complex correlator, and the two outputs as the cosine and sine,
or real and imaginary, outputs. For continuum observations, the compensating
delay is adjusted so that 	� D 0 and the fringe rotation maintains the condition
2��LO�i C .�m � �n/ D 0. Thus, the cosine and sine outputs represent the real
and imaginary parts of GmnV.u; v/. With the use of the complex correlator, the
rotation of the Earth, which sweeps the fringe pattern across the source, is no longer
a necessary feature in the measurement of visibility. An important feature of the
complex correlator is that the noise fluctuations in the cosine and sine outputs are
independent, as discussed in Sect. 6.2.2.

Spectral correlator systems, in which a number of correlators are used to measure
the correlation as a function of time offset or “lag” [i.e., � in Eq. (3.27)], are
discussed in Sect. 8.8. The correlation as a function of � measured using a correlator
with a quadrature phase shift in one input is the Hilbert transform of the same
quantity measured without the quadrature phase shift (Lo et al. 1984).

6.1.8 Response of a Double-Sideband System

A double-sideband (DSB) receiving system is one in which both the upper- and
lower-sideband responses are accepted. From Eqs. (6.11) and (6.15), the output is

rd D ru C r` D 2jVjjGmn.	�/j cos.2��0	� C �G/
� cos

�
2��LO�g C .�m � �n/ � �v

�
: (6.18)

There is a significant difference from the single-sideband (SSB) cases. The phase
of the fringe-frequency term, which is the cosine function containing the term
2��LO�g, is no longer dependent on 	� or �G, but instead these quantities appear
in the term that controls the fringe amplitude:

jGmn.	�/j cos.2��0	� C �G/ : (6.19)

If the delay �i is held constant, 	� varies continuously, resulting in cosinusoidal
modulation of the fringe oscillations through the cosine term in (6.19). Also, as
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Fig. 6.4 Example of the variation of the fringe amplitude as a function of 	� for a DSB system
(solid line). In this case, the centers of the two sidebands are separated by three times the IF
bandwidth, that is, �0 D 1:5	�IF, and the IF response is rectangular. The broken line shows the
equivalent function for an SSB system with the same IF response.

shown in Fig. 6.4, the cross-correlation (fringe amplitude) falls off more rapidly
because of the cosine term in (6.19) than it does in the SSB case, in which it
depends only on Gmn.	�/. The required precision in matching the geometric and
instrumental delays is correspondingly increased. The lack of dependence of the
fringe phase on the phase response of the signal channel occurs because the latter
has equal and opposite effects on the signals from the two sidebands.

The response of a DSB system with a complex correlator is given by Eq. (6.18)
for the cosine output, and the sine output is obtained by replacing �G by �G � �=2:

.rd/sine D 2jVjjGmn.	�/j sin.2��0	� C �G/
� cos

�
2��LO�g C .�m � �n/� �v

�
: (6.20)

If the term 2��0	� C �G is adjusted to maximize either the real output [Eq. (6.18)]
or the imaginary output [Eq. (6.20)], the other will be zero. Thus, for continuum
observations in which the signal is of equal strength in both sidebands, the complex
correlator offers no increase in sensitivity. However, it can be useful for observations
in the sideband-separation mode described later.

To help visualize the difference between SSB and DSB interferometer systems,
Fig. 6.5 illustrates the correlator outputs in the complex plane. The SSB case is
shown in Fig. 6.5a. The output of the complex correlator is represented by the vector
r. If the fringes are not stopped, the vector r rotates through 2� each time the
geometric delay �g changes by one wavelength (that is, one wavelength at the LO
frequency if the instrumental delay is tracking the geometric delay). The projections
of the radial vector on the real and imaginary axes indicate the real and imaginary
outputs of the complex correlator, which are two fringe-frequency sinusoids in phase
quadrature. If the fringes are stopped, r remains fixed in position angle. Figure 6.5b
represents the DSB case. Vectors ru and r` represent the output components from
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Fig. 6.5 Representation in the complex plane of the output of a correlator with (a) an SSB and (b)
a DSB receiving system. The point C in (b) represents the sum of the upper- and lower-sideband
outputs of the correlator.

the upper and lower sidebands. Here the variation of �g causes ru and r` to rotate in
opposite directions. To verify this statement, note that the real parts of the correlator
output are given in Eqs. (6.11) and (6.15), and the corresponding imaginary parts
are obtained by replacing �G by �G � �=2. Then with .�m � �n/ D 0 (no fringe
rotation), consider the effect of a small change in �g.

The contra-rotating vectors representing the two sidebands at the correlator
output coincide at an angle determined by instrumental phase, which we represent
by the line AB in Fig. 6.5b. Thus, the vector sum oscillates along this line, and the
fringe-frequency sinusoids at the real and imaginary outputs of the correlator are
in phase. Now suppose we adjust the phase term .2��0	� C �G/ in Eq. (6.18)
to maximize the fringe amplitude at the real output. This action has the effect of
rotating the line AB to coincide with the real axis. The imaginary output of the
complex correlator then contains no signal, only noise. From Eq. (6.18), it can
be seen that the visibility phase �v is represented by the phase of the vector that
oscillates in amplitude along the real axis. The phase can be recovered by letting the
fringes run and fitting a sinusoid to the waveform at the real output. If the fringes are
stopped, it is possible to determine the amplitude and phase of the fringes by �=2
switching of the LO phase at one antenna. In Eq. (6.18), this phase switch action can
be represented by �m ! .�m ��=2/, which results in a change of the second cosine
function to a sine, thus enabling the argument in square brackets to be determined.
However, in such a case, the data representing the cosine and sine components of
the output are not measured simultaneously, so the effective data-averaging time is
half that for the SSB, complex-correlator case. In Fig. 6.5b, a �=2 switch of the LO
phase results in a rotation of ru and r` by �=2 in opposite directions, so the vector
sum of the two sideband outputs remains on the line AB. Relative sensitivities of
different systems are discussed in Sect. 6.2.5.
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Fig. 6.6 Receiving system for two antennas that incorporates two frequency conversions, the first
being DSB and the second upper-sideband. Two compensating delays, �i1 and �i2, are included
so that in deriving the response for a DSB system, the effect of the position of the delay relative
to the first mixer can be investigated. In practice, only one compensating delay is required. The
overall frequency responses Hm and Hn are specified as functions of �, which is the corresponding
frequency at the correlator input.

6.1.9 Double-Sideband System with Multiple Frequency
Conversions

The response with multiple frequency conversions is more complicated for a DSB
interferometer than for an SSB one and is illustrated by considering the system in
Fig. 6.6. Note that for the case in which the IF signal undergoes a number of SSB
frequency conversions after the first mixer, the second mixer of each antenna in
Fig. 6.6 can be considered to represent several mixers in series, and �2 is equal to the
sum of the LO frequencieswith appropriate signs to take account of upper- or lower-
sideband conversions. The signal phase terms are determined by considerations
similar to those described in the derivation of Eqs. (6.5) and (6.6). Thus, we obtain

�m D � 2�.�1 ˙ �2 ˙ �/�g � �m1 � �m2 (6.21)
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and

�n D �2�.�2 C �/�i1 � 2���i2 � �n1 � �n2 ; (6.22)

where the upper signs correspond to upper-sideband conversion at both the first and
second mixers for each antenna, and the lower signs to lower-sideband conversion
at the first mixer for each antenna and upper-sideband conversion at the second.
We then proceed as in the previous examples; that is, use Eqs. (6.21) and (6.22) to
substitute for �m and �n in Eq. (6.4), separate out the integral of HmH�

n with respect
to frequency, �, as in Eq. (6.7), and substitute for the integral using Eq. (6.10). The
results are

ru D jVjjGmn.	�/j cosŒ2��1�g C 2��2.�g � �i1/C 2��0	�
C .�m1 � �n1/C .�m2 � �n2/ � �v C �G� (6.23)

and

r` D jVjjGmn.	�/j cosŒ2��1�g � 2��2.�g � �i1/ � 2��0	�
C .�m1 � �n1/ � .�m2 � �n2/ � �v � �G� : (6.24)

The DSB response is

rd D ru C r`

D 2jVjjGmn.	�/j cos
˚
2�

�
�2.�i1 � �g/� �0	�

� � .�m2 � �n2/ � �G
�

� cos
�
�1�g C .�m1 � �n1/� �v

�
; (6.25)

where 	� D �g � �i1 � �i2. Note that the phase of the output fringe pattern, given
by the second cosine term, depends only on the phase of the first LO. Thus, in the
implementation of fringe rotation, the phase shift must be applied to this oscillator.
The first cosine term in Eq. (6.25) affects the fringe amplitude, and two cases should
be considered:

1. The delay �i1, at the IF immediately following the DSB mixer, is used as the
compensating delay, and �i2 D 0. Then in the first cosine function in Eq. (6.25),
�i1 � �g ' 0, and �G should be small if the frequency responses of the two
channels are similar. It is necessary only to equalize �m2 and �n2 to maximize the
amplitude of the fringe-frequency term. This is similar to the single conversion
case in Eq. (6.18).

2. The delay �i2, located after the last mixer, is used as the compensating delay, and
�i1 D 0. (This is the case in any array in which the compensating delays are
implemented digitally, which includes almost all currently operational systems.)
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Then a continuously varying phase shift is required in �m2 or �n2 of Eq. (6.25) to
keep the value of the first cosine function close to unity as �g varies. This phase
shift does not affect the phase of the output fringe oscillations, only the amplitude
[see, e.g., Wright et al. (1973)].

6.1.10 Fringe Stopping in a Double-Sideband System

Consider two antennas of an array as shown in Fig. 6.6 and the case in which the
instrumental delay that compensates for �g is the one immediately preceding the
correlator, so that �i1 D 0. One can think of interferometer fringes as being caused
by a Doppler shift in the signal at one antenna, which results in a beat frequency
when the signals are combined in the correlator. Suppose that the geometric delay,
�g, in the signal path to antenna m (on the left side of the diagram) is increasing
with time, that is, antenna m is moving away from the source relative to antenna n.
Then a signal at frequency �RF at the wavefront from a source appears at frequency
�RF.1 � d�g=dt/ when received at antenna m. If the signal is in the upper sideband,
its frequency at the correlator input will be

�RF

	
1 � d�g

dt



� �1 � �2 : (6.26)

To stop the fringes, we need to apply a corresponding decrease to the frequency
of the signal from antenna n so that the signals arrive at the correlator at the same
frequency. To do this, we increase the frequencies of the two LOs for antenna n by
the factor .1Cd�g=dt/. Note that this is equivalent to adding 2�.d�g=dt/�1 to �n1 and
2�.d�g=dt/�2 to �n2, which are the rates of change of the oscillator phases required
to maintain each of the two cosine functions in Eq. (6.25) at constant value. The
corresponding signal from antenna n traverses the delay �i2 at a frequency �RF �
.�1 C �2/.1 C d�g=dt/, and since the delay is continuously adjusted to equal �g,
the signal suffers a reduction in frequency by a factor .1 � d�g=dt/. Thus, at the
correlator input, the frequency of the antenna-n signal is

�
�RF � .�1 C �2/

	
1C d�g

dt


� 	
1 � d�g

dt



; (6.27)

which is equal to (6.26) when second-order terms in d�g=dt are neglected. (Recall
that for, e.g., a 1-km baseline, the highest possible value of d�g=dt is 2:42� 10�10.)
For the lower sideband, (6.26) and (6.27) apply if the signs of both �RF and �1 are
reversed, and again the frequencies at the correlator input are equal. Thus, the overall
effect is that the fringes are stopped for both sidebands.



6.1 Frequency Conversion, Fringe Rotation, and Complex Correlators 221

6.1.11 Relative Advantages of Double- and Single-Sideband
Systems

The principal reason for using DSB reception in interferometry is that in certain
cases, the lowest receiver noise temperatures are obtained by using input stages
that are inherently DSB devices. As frequency increases above � 100 GHz, it
becomes increasingly difficult to make low-noise amplifiers, and receiving systems
often use a mixer of the superconductor–insulator–superconductor (SIS) type [see,
e.g., Tucker and Feldman (1985)] as the input stage followed by a low-noise IF
amplifier. Both the mixer and the IF amplifier are cryogenically cooled to obtain
superconductivity in the mixer and to minimize the amplifier noise. If a filter is
placed between the antenna and the mixer to cut out one sideband, the received
signal power is halved, but there is no reduction in the receiver noise generated in
the mixer and IF stages. Thus, the signal-to-noise ratio (SNR) in the IF stages is
reduced, and in this case, the best continuum sensitivity may be obtained if both
sidebands are retained. As a historical note, DSB systems were used at centimeter
wavelengths during the 1960s and early 1970s [see, e.g., Read (1961)], sometimes
with a degenerate type of parametric amplifier as the low-noise input stage. These
amplifiers were inherently DSB devices, and their use in interferometry is discussed
by Vander Vorst and Colvin (1966).

DSB systems have a number of disadvantages. Increased accuracy of delay
setting is required, frequency and phase adjustment on more than one LO is likely
to be required, interpretation of spectral line data is complicated if there are lines in
both sidebands, and the width of the interference-free spectrum required is doubled.
Also, the smearing effect of a finite bandwidth, to be discussed in Sect. 6.3, is
increased. These problems have stimulated the development of schemes by which
the responses for upper and lower sidebands can be separated.

6.1.12 Sideband Separation

To illustrate the method by which the responses for the two sidebands can be
separated at the correlator output of a DSB receiving system, we examine the sum
of the upper- and lower-sideband responses from Eqs. (6.11) and (6.15). This is

rd D ru C r` D jVjjGmn.	�/j
˚
cos

�
2�.�LO�g C �0	�/C �mn � �v C �G

�

C cos
�
2�.�LO�g � �0	�/C �mn � �v � �G

��
; (6.28)

where �mn D �m � �n. Equation (6.28) represents the real output of a complex
correlator. We rewrite Eq. (6.28) as

rd D jVjjGmnj.cos
u C cos
`/ ; (6.29)
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where 
u and 
` represent the corresponding expressions in square brackets in
Eq. (6.28). The responses considered above represent the normal output of the
interferometer, which we call condition 1. The expression for the imaginary output
of the correlator is obtained by replacing �G by �G � �=2. Consider a second
condition in which a �=2 phase shift is introduced into the first LO signal of antenna
m, so that �mn becomes �mn��=2. The correlator outputs for the two conditions are
obtained from Eqs. (6.28) and (6.29):

condition 1 (6.30)

r1 D jVjjGmnj.cos
u C cos
`/

r2 D jVjjGmnj.sin
u � sin
`/

condition 2 .�mn ! �mn � �=2/ (6.31)

r3 D jVjjGmnj.sin
u C sin
`/

r4 D jVjjGmnj.� cos
u C cos
`/

where r1 and r3 represent the real outputs of the correlator and r2 and r4 the imagi-
nary outputs. Thus, the upper-sideband response, expressed in complex form, is

jVjjGmnj.cos
u C j sin
u/ D 1

2
Œ.r1 � r4/C j.r2 C r3/� : (6.32)

Similarly, the lower-sideband response is

jVjjGmnj.cos
` C j sin
`/ D 1

2
Œ.r1 C r4/ � j.r2 � r3/� : (6.33)

If the �=2 phase shift is periodically switched into and out of the LO signal, the
upper- and lower-sideband responses can be obtained as indicated by Eqs. (6.32)
and (6.33).

A similar implementation of sideband separation that makes use of fringe
frequencies is attributable to B. G. Clark. This method is based on the fact that a
small frequency shift in the first LO adds the same frequency shift to the fringes at
the correlator for both sidebands, but a similar shift in a later LO adds to the fringe
frequency for one sideband but subtracts from it for the other. Consider two antennas
of an array in which the fringes have been stopped as in the discussion associated
with expressions (6.26) and (6.27). Now suppose that we increase the frequency
of the first LO at antenna n by a frequency ı� and decrease the frequency of the
second LO by the same amount. The fringe frequency for the upper-sideband signal
will be unchanged; that is, the fringes will remain stopped. For the lower sideband,
the signal frequencies after the second mixer will be decreased by 2ı�. The lower-
sideband output will consist of fringes at frequency 2ı�.1 � d�g=dt/ � 2ı� and
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will be averaged to a small residual if .2ı�/�1 is small comparedwith the integration
period at the correlator output, or if an integral number of fringe cycles fall within
such an integration period. If the frequency of the second LO is increased by ı�
instead of decreased, the lower sideband will be stopped and the upper one averaged
out. To apply this scheme to an array of na antennas, the offset must be different for
each antenna, and this can be achieved by using an offset nı� for antenna n, where n
runs from 0 to na�1. An advantage of this sideband-separating scheme is that it can
be implemented using the variable LOs required for fringe stopping, and no other
special hardware is needed. Unlike the �=2 phase-switching scheme, one sideband
is lost in this method. However, as mentioned above, sideband separation schemes
of this type separate only the correlated component of the signal and not the noise.
To separate the noise, the SIS mixers at the receiver inputs can be mounted in a
sideband-separating circuit of the type described in Appendix 7.1. In such cases, the
isolation of the sidebands achieved in the mixer circuit may be only� 15 dB, which
is sufficient to remove most of the noise contributed by an unwanted sideband, but
not sufficient to remove strong spectral lines. The Clark technique described above is
nicely suited to increasing the suppression of an unwanted sideband that has already
suffered limited rejection at the mixer.

Fringe-frequency effects can also be used for sideband separation in VLBI
observations. In VLBI systems, the fringe rotation is usually applied during
playback. Fringe rotation then has the effect of reducing the fringe frequency for
one sideband and increasing it for the other. If the fringe rotation is set to stop the
fringes in one sideband, then since the baselines are so long, fringes resulting from
the other sideband will often have a sufficiently high frequency that they will be
reduced to a negligible level by the time averaging at the correlator output. The data
are played back to the correlator twice, once for each sideband, with appropriate
fringe rotation.

6.2 Response to the Noise

The ultimate sensitivity of a receiving system is determined principally by the
system noise. We now consider the response to the noise and the resulting threshold
of sensitivity, beginning with the effect at the correlator output and the resulting
uncertainty in the real and imaginary parts of the visibility, V. This leads to
calculation of the rms noise level in a synthesized image in terms of the peak
response to a source of given flux density. Finally, we consider the effect of noise in
terms of the rms fluctuations in the amplitude and phase ofV.

6.2.1 Signal and Noise Processing in the Correlator

Consider an observation in which the field to be imaged contains only a point source
located at the phase reference position. Let Vm.t/ and Vn.t/ be the waveforms at the
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correlator input from the signal channels of antennas m and n. The output is

r D hVm.t/Vn.t/i ; (6.34)

where all three functions are real, and the expectation denoted by the angular
brackets is approximated in practice by a finite time average. To determine the
relative power levels of the signal and noise components of r, we determine their
power spectra by first calculating the autocorrelation functions. The autocorrelation
of the signal product in Eq. (6.34) is

�r.�/ D hVm.t/Vn.t/Vm.t � �/Vn.t � �/i : (6.35)

This expression can be evaluated using the following fourth-ordermoment relation4:

hz1z2z3z4i D hz1z2ihz3z4i C hz1z3ihz2z4i C hz1z4ihz2z3i ; (6.36)

where z1, z2, z3, and z4 are joint Gaussian random variables with zero mean. Thus,

�r.�/ D hVm.t/Vn.t/ihVm.t � �/Vn.t � �/i
C hVm.t/Vm.t � �/ihVn.t/Vn.t � �/i
C hVm.t/Vn.t � �/ihVm.t � �/Vn.t/i (6.37)

D �2mn.0/C �m.�/�n.�/C �mn.�/�mn.��/ ;

where �m and �n are the unnormalized autocorrelation functions of the two signals
Vm and Vn, respectively, and �mn is their cross-correlation function. Each V term is
the sum of a signal component s and a noise component n, and to examine how these
components contribute to the correlator output, we substitute them in Eq. (6.37).
Products of uncorrelated terms, that is, products of signal and noise voltages, or
noise voltages from different antennas, have an expectation of zero, and omitting
them, we obtain

�r.�/ D hsm.t/sn.t/ihsm.t � �/sn.t � �/i
C hsm.t/sm.t � �/C nm.t/nm.t � �/ihsn.t/sn.t � �/C nn.t/nn.t � �/i
C hsm.t/sn.t � �/ihsm.t � �/sn.t/i ; (6.38)

where the three lines on the right side correspond to the three terms on the last line
of Eq. (6.37). To determine the effect of the frequency response of the receiving

4This relation is a special case of a more general expression for the expectation of the product of
N such variables, which is zero if N is odd and a sum of pair products if N is even. A form of
Eq. (6.36) can be found in Lawson and Uhlenbeck (1950), Middleton (1960), and Wozencraft and
Jacobs (1965).
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system on the various terms of �.�), we need to convert them to power spectra. By
the Wiener–Khinchin relation, we should therefore examine the Fourier transforms
of each term on the right sides of Eqs. (6.37) and (6.38).

The first term from Eq. (6.37), �2mn.0/, is a constant, and its Fourier transform is
a delta function at the origin in the frequency domain, multiplied by �2mn.0/. From
Eq. (6.38), we see that �2mn.0/ involves only the signal terms, which it is convenient
to express as antenna temperatures. By the integral theorem of Fourier transforms,
�mn.0/ is the infinite integral of the Fourier transform of �mn.�/, and thus the Fourier
transform of �2mn.0/ is

k2TAmTAn

�Z 1

�1
Hm.�/H

�
n .�/ d�

�2
	.�/ ; (6.39)

where k is Boltzmann’s constant, TAm and TAn are the components of antenna
temperature resulting from the source,Hm.�/ andHn.�/ are the frequency responses
of the signal channels, and 	.�/ is the bandwidth.

The Fourier transform of the second term of Eq. (6.37), �m.�/�n.�/, is the
convolution of the transforms of �m and �n, that is

k2.TSm C TAm/.TSn C TAn/
Z 1

�1
Hm.�/H

�
m.�/Hn.�

0 � �/H�
n .�

0 � �/ d� ; (6.40)

where TSm and TSn are the system temperatures. Note that the magnitude of this term
is proportional to the product of the total noise temperatures.

The Fourier transform of the third term of Eq. (6.37), �mn.�/�mn.��/, is the
convolution of the transforms of �mn.�/ and �mn.��/, and the latter is the com-
plex conjugate of the former, since �mn is real. Thus, the Fourier transform of
�mn.�/�mn.��/ is

k2TAmTAn

Z 1

�1
Hm.�/H

�
n .�/H

�
m.�

0 � �/Hn.�
0 � �/ d� : (6.41)

In expression (6.39), as in Eq. (6.37), only the antenna temperatures appear, because
the receiver noise for different antennas makes no contribution to the cross-
correlation.

Expression (6.39) represents the signal power in the correlator output, and (6.40)
and (6.41) represent the noise. The effect of the time averaging at the correlator
output can be modeled in terms of a filter that passes frequencies from 0 to 	�LF.
The output bandwidth 	�LF is less than the correlator input bandwidth by several
or many orders of magnitude. Therefore, the spectral density of the output noise
can be assumed to be equal to its value at zero frequency, that is, for �0 D 0

in (6.40) and (6.41). From these considerations, and because Hm.�/ and Hn.�/ are
Hermitian, the ratio of the signal voltage to the rms noise voltage after averaging at
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the correlator output is

Rsn D
p
TAmTAn

Z 1

�1
Hm.�/H

�
n .�/ d�

p
.TAm C TSm/.TAn C TSn/C TAmTAn

s

2	�LF

Z 1

�1
jHm.�/j2jHn.�/j2d�

;

(6.42)

where 2	�LF is the equivalent bandwidth after averaging, with negative frequencies
included. It is unusual for Rsn, the estimate of the SNR at the output of a simple
correlator, to be required to an accuracy better than a few percent. Indeed, it is
usually difficult to specify TS to any greater accuracy since the effects of ground
radiation and atmospheric absorption on TS vary as the antennas track. Thus, it
is usually satisfactory to approximate Hm.�/ and Hn.�/ by identical rectangular
functions of width 	�IF. Also, in sensitivity calculations, one is concerned most
often with sources near the threshold of detectability, for which TA � TS. With
these simplifications, Eq. (6.42) becomes

Rsn D
s

TAmTAn
TSmTSn

s
	�IF

	�LF
: (6.43)

Figure 6.7 shows the signal and noise spectra for the rectangular bandpass approxi-
mation. Note that the input spectra jHm.�/j2 and jHn.�/j2 contain both positive and
negative frequencies and are symmetric about the origin in �. Thus, the output noise
spectrum can be described as proportional to either the convolution or the cross-
correlation function of jHm.�/j2 and jHn.�/j2.

The output bandwidth is related to the data averaging time �a since the averaging
can be described as convolution in the time domain with a rectangular function of
unit area and width �a. The power response of the averaging circuit as a function
of frequency is the square of the Fourier transform of the rectangular function,
that is, sin2.��a�/=.��a�/2. The equivalent bandwidth, including both positive and
negative frequencies, is

2	�LF D
Z 1

�1
sin2.��a�/

.��a�/2
d� D 1

�a
: (6.44)

Then from Eq. (6.43), we obtain

Rsn D
s	

TAmTAn
TSmTSn



2	�IF�a : (6.45)

Note that 2	�IF�a is the number of independent samples of the signal in time �a.
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Fig. 6.7 Spectra of (a) the input and (b) the output waveforms of a correlator. The input passbands
are rectangular of width 	�IF. Shown in (b) is the complete spectrum of signals generated in the
multiplication process, including noise bands at twice the input frequency. Only frequencies very
close to zero are passed by the averaging circuit at the correlator output. These include the wanted
signal, the spectrum of which has the form of a delta function and is represented by the arrow. It is
assumed that TA � TS.

If the source is unpolarized, each antenna responds to half the total flux density
S, and the received power density is

kTA D 1

2
AS ; (6.46)

where A is the effective collecting area of the antenna. For identical antennas and
system temperatures, we obtain, from Eqs. (6.45) and (6.46),

Rsn D AS

kTS

r
	�IF�a

2
: (6.47)

Similar derivations of this result can be found in Blum (1959), Colvin (1961), and
Tiuri (1964). Usually the result in Eq. (6.47), in which we have assumed TA � TS,
is the one needed. At the other extreme, which may be encountered in observations
of very strong, unresolved sources for which TA 	 TS, we have Rsn D p	�IF�a.
The SNR is then determined by the fluctuations in signal level and is independent
of the areas of the antennas. Anantharamaiah et al. (1989) give a discussion of noise
levels in the observation of very strong sources.
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From Fig. 6.7, we can see how the factor
p
	�IF�a in Eq. (6.47), which enables

very high sensitivity to be achieved in radio astronomy, arises. The noise within the
correlator results from beats between components in the two input bands and thus
extends in frequency up to 	�IF. The triangular noise spectrum in Fig. 6.7 is simply
proportional to the number of beats per unit frequency interval. However, only the
very small fraction of this noise that falls within the output bandwidth is retained
after the averaging. Note that the signal bandwidth	�IF that is important here is the
bandwidth at the correlator input. In a DSB system, this is only one-half of the total
input bandwidth at the antenna.

One other factor that affects the SNR should be introduced at this point. If the
signals are quantized and digitized before entering the correlators, a quantization
efficiency �Q related to the quantization must be included, and Eq. (6.47) becomes

Rsn D AS�Q
kTS

r
	�IF�a

2
; (6.48)

or in terms of antenna temperature,

Rsn D TA�Q
TS

p
2	�IF�a : (6.49)

Values of �Q vary between 0.637 and 1.0 and are discussed in Chap. 8 (see
Table 8.1). In VLBI observing, other losses affect the SNR, as discussed in Sect. 9.7.

6.2.2 Noise in the Measurement of Complex Visibility

To understand precisely what Rsn represents, note that in deriving Eqs. (6.48)
and (6.49), no delay was introduced between the signal components at the correlator,
and the phase responses of the signal channels were assumed to be identical. Thus,
the source is in the central fringe of the interferometer pattern, and the response is
the peak fringe amplitude, which represents the modulus of the visibility. To express
the rms noise level at the correlator output in terms of the flux density  of an
unresolved source for which the peak fringe amplitude produces an equal output,
we put Rsn D 1 in Eq. (6.48) and replace S by  :

 D
p
2 kTS
A�Q

,
p
	�IF�a ; (6.50)

where  is in units of W m�2 Hz�1. Consider the case of an instrument with a
complex correlator in which the output oscillations are slowed to zero frequency
as described earlier. The noise fluctuations in the real and imaginary outputs are
uncorrelated, as we now show. Suppose the antennas are pointed at blank sky so
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Fig. 6.8 Complex quantity
Z, which is the sum of the
modulus of the true complex
visibilityV and the noise ".
The noise has real and
imaginary components of rms
amplitude  , and � is the
phase deviation resulting
from the noise.

that the only inputs to the correlators in Fig. 6.3 are the noise waveforms nm, nn,
and nHm, where the last is the Hilbert transform of nm produced by the quadrature
phase shift. The expectation of the product of the real and imaginary outputs is
hnmnnnHmnni, which can be shown to be zero by using Eq. (6.36) and noting that the
expectations hnmnni, hnmnHmi, and hnHmnni must all be zero. Thus, the noise from the
real and imaginary outputs is uncorrelated.5

The signal and noise components in the measurement of the complex visibility
are shown in Fig. 6.8 as vectors in the complex plane. Here V represents the
visibility as it would be measured in the absence of noise, which is assumed to
be along the x, or real, axis; and Z represents the sum of the visibility and noise,
V C ". We consider Z and " to be vectors whose components correspond to the
real and imaginary parts of the corresponding quantities. The components of " are
independent Gaussian random variables with zero mean and variance 2. Hence, the
noise in both components of Z has an rms amplitude  , and

hjZj2i D jVj2 C 22 : (6.51)

The factor of two arises because of the contributions of the real and imaginary parts
of ". If the measurement is made using only a single-multiplier correlator, one can
periodically introduce a quadrature phase shift at one input, thus obtaining real and

5The noise in the correlator outputs is composed of an ensemble of components of frequency
j�m � �nj, where �m and �n are frequency components of the correlator inputs nm and nn.
Components of the imaginary output are shifted in phase by ˙�=2 relative to the corresponding
components of the real output. Note that for any pair of input components, the sign of the shift in
the imaginary output takes opposite values depending on whether �m > �n or �m < �n. As a result,
the noise waveforms at the correlator outputs are not a Hilbert transform pair, and one cannot be
derived from the other.
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imaginary outputs, each for half of the observing time. Then the data are half of
those that would be obtainedwith a complex correlator, and the noise in the visibility
measurement is greater by

p
2.

6.2.3 Signal-to-Noise Ratio in a Synthesized Image

Having determined the noise-induced error in the visibility, the next step is to
consider the SNR in an image. Consider an array with np antenna pairs, and suppose
that the visibility data are averaged for time �a and that the whole observation covers
a time interval �0. The total number of independent data points in the .u; v/ plane is
therefore

nd D np
�0

�a
: (6.52)

In imaging an unresolved source at the field center for which the visibility data
combine in phase, we should thus expect the SNR in the image to be greater than
that in Eqs. (6.48) and (6.49) by a factor

p
np�0=�a. This simple consideration gives

the correct result for the case in which the data are combined with equal weights.
We now derive the result for the more general case of arbitrarily weighted data.

The ensemble of measured data can be represented by

ndX

iD1

�
2ı.u� ui; v � vi/.Vi C "i/C 2ı.uC ui; v C vi/.V�

i C "�
i /

�
; (6.53)

where 2ı is the two-dimensional delta function and "i is the complex noise
contribution to the ith measurement. Each such data point appears at two .u; v/
locations, reflected through the origin of the .u; v/ plane. Before taking the Fourier
transform of the data in Eq. (6.53), each data point is assigned a weight wi (the
choice of weighting factors is discussed in Sect. 10.2.2). To simplify the calculation,
we assume that the source is unresolved and located at the phase reference point of
the image and therefore produces a constant real visibilityV equal to its flux density
S. The intensity at the center of the image is then

I0 D

ndX

iD1
wi.VC "Ri/

X
wi

; (6.54)

where "Ri is the real part of the noise, "i. Note that the imaginary part of "i
vanishes at the origin of the image when the conjugate components are summed.
For neighboring points in the image, the same rms level of noise is distributed
between the real and imaginary parts of ". The expectation of I0 is
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hI0i D V D S ; (6.55)

since h"Rii D 0. The variance of the estimate of the intensity, 2m, is

2m D hI20i � hI0i2 D
X

w2i h"2Rii
	X

wi


2 : (6.56)

Equation (6.56) is derived directly from Eq. (6.54) using the fact that the noise terms
from different .u; v/ locations are uncorrelated, that is, h"Ri"Rji D 0, for i 6D j.
We define the mean weighting factor wmean and rms weighting factor wrms by the
equations

wmean D 1

nd

X
wi (6.57)

and

w2rms D
1

nd

X
w2i : (6.58)

The rms noise contribution [see Eq. (6.51)] is the same for each .u; v/ point and is
equal to h"2Rii D 2, where  is given by Eq. (6.50). Thus, the SNR can be calculated
from Eqs. (6.55), (6.56), (6.57), and (6.58) as

hI0i
m
D S
p
nd


wmean

wrms
: (6.59)

For an array with complex correlators, we have, from Eq. (6.50),

hI0i
m
D AS�Q

p
nd	�IF�ap
2kTS

wmean

wrms
: (6.60)

If combinations of all pairs of antennas are used, np D 1
2
na.na � 1/, where na is the

number of antennas. Since, from Eq. (6.52), nd D np�0=�a, we obtain

hI0i
m
D AS�Q

p
na.na � 1/	�IF�0
2kTS

wmean

wrms
: (6.61)
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To express the rms noise level in terms of flux density, we put I0=m D 1 in
Eq. (6.61). S then represents the flux density of a point source for which the peak
response is equal to the rms noise level. If we represent this particular value of S by
Srms, then

Srms D 2kTS

A�Q
p
na.na � 1/	�IF�0

wrms

wmean
: (6.62)

If all the weighting factors wi are equal, wmean=wrms D 1, and this situation
is referred to as the use of natural weighting. In such a case, the SNR given
by Eq. (6.61) is equal to the corresponding sensitivity for a total-power receiver
combined with an antenna of aperture

p
na.na � 1/A, which approaches naA as

na becomes large. For an analysis of the sensitivity of single-antenna systems, see
Appendix 1.1.

We have considered the point-source sensitivity in Eq. (6.62). In the case of a
source that is wider than the synthesized beam, it is useful to know the brightness
sensitivity. The flux density (in W m�2 Hz�1) received from a broad source of mean
intensity I (W m�2 Hz�1 sr�1) across the synthesized beam is I˝ , where ˝ is
the effective solid angle of the synthesized beam. Thus, the intensity level that is
equal to the rms noise is Srms=˝ . Note that the brightness sensitivity decreases as
the synthesized beam becomes smaller, so compact arrays are best for detecting
broad, faint sources. However, to measure the intensity of a uniform background,
a measurement of the total power received in an antenna is required because a
correlation interferometer does not respond to such a background.

The ratio wmean=wrms is less than unity except when the weighting is uniform.
Although the SNR depends on the choice of weighting, in practice, this dependence
is not highly critical. The use of natural weighting maximizes the sensitivity for
detection of a point source in a largely blank field but can also substantially broaden
the synthesized beam. The advantage in sensitivity is usually small. For example,
if the density of data points is inversely proportional to the distance from the .u; v/
origin, as is the case for an east–west array with uniform increments in antenna
spacing, the weighting factors required to obtain effective uniform density of data
result in wmean=wrms D 2

p
2=3 D 0:94. In this case, the natural weighting results in

an undesirable beam profile in which the response remains positive for large angular
distances from the beam axis and dies away only slowly.

Methods of Fourier transformation of visibility data are reviewed in Chap. 10,
and the results derived in Eqs. (6.61) and (6.62) can be applied to these by using the
appropriate values of wmean and wrms. Convolution of the visibility data in the .u; v/
plane to obtain values at points on a rectangular grid is a widely used process. In
general, the data at adjacent grid points are then not independent, and a tapering of
the signal and noise is introduced into the image. Aliasing can also cause the SNR
to vary across the image. (These effects are explained in Fig. 10.5 and the associated
discussion.) In such cases, the results derived here apply near the origin of the image,
where the effects of tapering and aliasing are unimportant. The rms noise level over
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the image can be obtained by the application of Parseval’s theorem to the noise in
the visibility data (see Appendix 2.1).

In practice, a number of factors that affect the SNR are difficult to determine
precisely. For example, TS varies somewhat with antenna elevation. There are also a
number of effects that can reduce the response to a source without reducing the
noise, but these are important only for sources not near the .l;m/ origin of an
image. These include the smearing resulting from the receiving bandwidth and from
visibility averaging, discussed later in this chapter, and the effect of non-coplanar
baselines, discussed in Sect. 11.7.

Note also that in many instruments, two oppositely polarized signals (with
crossed linear or opposite circular polarizations) are received and processed using
separate IF amplifiers and correlators. For unpolarized sources, the overall SNR is
then
p
2 greater than the values derived above, which include only one signal from

each antenna.

6.2.4 Noise in Visibility Amplitude and Phase

In synthesis imaging, we are usually concerned with data in the form of the real and
imaginary parts of the complex visibility V, but sometimes it is necessary to work
with the amplitude and phase. The sum of the visibility and noise is represented
by Z D Ze j� , where we choose the real axis so that the phase � is measured with
respect to the phase ofV, as in Fig. 6.8. Then for TA � TS (the antenna temperature
resulting from the source is much less than the system temperature), the probability
distributions of the resulting amplitude and phase are

p.Z/ D Z
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and erf is the error function (Abramowitz and Stegun 1968).
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where I0 is the modified Bessel function of zero order and  is as given by Eq. (6.50).
The amplitude distribution is identical to that for a sine wave in noise, and the
derivation is given by Rice (1944, 1954), Vinokur (1965), and Papoulis (1965),
of which the last two also derive the result for the phase. p.Z/ is sometimes
referred to as the Rice distribution, and for V D 0, it reduces to the Rayleigh
distribution. Curves of p.Z/ and p.�/ are given in Fig. 6.9. Comparison of the curves

Fig. 6.9 Probability distributions of (a) the amplitude, and (b) the phase, of the measured complex
visibility as functions of the SNR. jVj is the modulus of the signal component. Reprinted from
Moran (1976), © 1976, with permission from Elsevier.
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for jVj= D 0 and 1 indicates that the presence of a weak signal is more easily
detected by examining the visibility phase than by examining the amplitude.

Approximation for p.Z/ and p.�/ for the cases in which jVj= � 1 and
jVj= 	 1 are given in Sect. 9.3. Expressions for the moments of Z and � and
their rms deviations are also given in that section. The rms phase deviation �
is a particularly useful quantity, especially for astrometric and diagnostic work.
The expression for � , valid for the case in which jVj= 	 1, is � ' =jVj
[Eq. (9.67)]. This result also follows intuitively from an examination of Fig. 6.8.
By substituting Eq. (6.50) into the expression for � , setting jVj equal to the flux
density S of the source, which is appropriate if the source is unresolved, and using
Eq. (6.46) to relate the flux density and antenna temperature, we obtain

� D TS
�QTA

p
2	�IF�a

: (6.64)

This equation is valid for the conditions TS=
p
2	�IF�a � TA � TS, which are

the conditions most frequently encountered, and is useful for determining whether
the noise in the phase measurements of an interferometer is due exclusively to
receiver noise. Excess phase noise can be contributed by the atmosphere, by system
instabilities, and, in the case of VLBI, by the frequency standards.

6.2.5 Relative Sensitivities of Different Interferometer Systems

Next we compare the sensitivity of several different interferometer systems, using
as a measure of sensitivity the modulus of the signal divided by the rms noise, that
is, V=" in terms of the quantities at the correlator output in Fig. 6.8. Parameters
such as averaging times and IF bandwidths are the same for all cases considered. To
compare DSB and SSB cases, it is convenient to introduce a factor

˛ D double-sideband system temperature of double-sideband system

system temperature of single-sideband system
: (6.65)

Recall that the system temperature of a receiver can be defined as the noise
temperature of a thermal source at the input of a hypothetical noise-free (but
otherwise identical) receiver that would produce the same noise level at the receiver
output. [Equation (1.4) can be used for the equivalent noise temperature if the
Rayleigh–Jeans approximation does not apply.] For a DSB receiver, the system
temperature is described as DSB or SSB depending on whether the thermal noise
source emits noise in both sidebands or only one. With these definitions, the SSB
noise temperature is twice the DSB noise temperature.

For an SSB system, the rms noise from one output of a correlator (either the real
or imaginary output in the case of a complex correlator) is  after averaging for a
time �a, as given by Eq. (6.50). The corresponding noise power is 2. For a DSB
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system, the rms output noise at a correlator output is 2˛ . In all cases, the signal
results from an unresolved source. For an SSB system, we take the signal voltage
from the correlator output to be V, as in Fig. 6.8. For a DSB system with the input
signal in one sideband only, the signal at the correlator output is V, and for a DSB
system with input in both sidebands, the correlator output is 2V.

Values of the relative sensitivity for various systems are discussed below and
summarized in Table 6.1. Similar results are given by Rogers (1976).

1. SSB system with complex correlator. The output signal is V, and the rms noise
from each correlator output is  . As shown by Fig. 6.9 and Eq. (6.51), the ratio of
the signal amplitude to rms noise isV=.p2/. We shall take this as the standard
with respect to which the relative sensitivities of other systems are defined.

2. SSB system and simple correlator with fringe fitting.To measure both the real and
imaginary parts of the complex visibility, the fringes are not stopped but appear as
a sinusoid of amplitudeV at the fringe frequency �f . The signal is accompanied
by noise of rms amplitude  . The amplitude and phase are measured by “fringe
fitting,” that is, performing a least-mean-squares fit of a sinusoid to the correlator
output. This procedure involves multiplying the correlator output waveform
by cos.2��f t/ and sin.2��f t/ and integrating over the period �a. The results

Table 6.1 Relative signal-to-noise ratios for several types of systems

System type Relative SNR

1. SSB with complex correlator 1

2. SSB with simple correlator 1p
2

3. SSB, simple correlator, fringe stopping, �=2 phase switching 1p
2

4. DSB, simple correlator,a fringe fitting, continuum signal 1p
2˛

5. DSB, simple correlator, fringe stopping, �=2 phase switching, continuum
signal

1p
2˛

6a. DSB, fringe stopping, sideband-separation [Eqs. (6.30) to (6.33)], signal
in one sideband only

1
2˛

6b. As (6a), but for continuum signal and visibilities in both sidebands
combined

1p
2˛

7a. VLBI, DSB, complex correlator, one sideband removed by averaging of
fast fringes

1
2˛

7b. As (7a), but for continuum signal, correlated separately for each sideband
and results combined

1p
2˛

8. SSB, digital spectral correlator with simple correlator elements and
correlation measured as a function of time offsets (see Sect. 8.8)

1

aFor DSB with complex correlator, see text pertaining to Fig. 6.5
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represent the real and imaginary parts, respectively, of the cross-correlation.
We calculate the effects of fringe fitting on the signal and noise separately and
assume, with no loss of generality, that the fringes are in phase with the cosine
component in the fringe fitting, in which case the sine component of the signal
is zero. The correlator output has a bandwidth 	�c which is sufficient to pass
the fringe-frequency waveform, and it is sampled at time intervals �s D 1=.2�c/

and digitized. Within the period �a, there are N D 2	�c�a samples. Thus, for the
cosine component of the signal, the amplitude is

1

N

NX

iD1
V cos2.2�i�f �s/ D V

2
C V
2N

NX

iD1
cos.4�i�f �s/ : (6.66)

The second term on the right side represents the end effects and is approximately
zero if there are an integral number of half-cycles of the fringe frequency within
the period �a. It also becomes relatively small as �f �a increases, and we assume
here that there are enough fringe cycles (say, ten or more) within time �a that end
effects can be neglected. To determine the effect of fringe fitting on the noise,
we represent the sampled noise by n.i�s/, multiply by the cosine function, and
determine the variance (mean squared value). Averaged over time �a, the result is

1

N

"
NX

iD1
n.i�s/ cos.2�i�f �s/

#2

D 1

N

NX

iD1

NX

kD1
n.i�s/ cos.2�i�f �s/ n.k�s/ cos.2�k�f �s/ : (6.67)

We need to determine the expectation value of this expression, denoted by angle
brackets. Only terms for which i D k contribute to the expectation. Thus, the
noise variance becomes

*
1

2N

NX

iD1
n2.i�s/Œ1C cos.4�i�f �s/�

+

D 2

2
: (6.68)

This result shows that half of the noise power, 2, that is available at the
correlator output appears in the cosine component of the fringe fitting. Similarly,
the other half appears in the sine component. The combined rms noise of the
two components is  , and the SNR after fringe fitting is V=.2/. The relative
sensitivity is 1=

p
2.

3. SSB system with simple correlator and �=2 phase switching of LO. In this case,
the fringes have been stopped, and to determine the complex visibility, a phase
change of �=2 is periodically inserted into one oscillator [e.g., �n ! �n C �=2
in Eq. (6.11) or (6.15)] so that the correlator is effectively time-shared between
the real and imaginary parts of the cross-correlation function, which are averaged
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separately. The visibility phase can thereby be determined. The signal in the two
phase conditions is V cos.�v/ and V sin.�v/, and the rms noise associated with
each of these terms is

p
2 (the

p
2 factor enters because the noise in each output

is averaged over time �=2 only). Thus, the modulus of the signal is V and the
rms noise from the two components is 2 . The SNR is V=.2/ and the relative
sensitivity is 1=

p
2.

4. DSB system with simple correlator and fringe fitting. We consider the case of a
continuum source with signal in both sidebands and assume that the instrumental
delay is adjusted so that the signal appears entirely in the (real) output of a
simple correlator, as a fringe-frequency cosine wave of amplitude V. In terms
of Eq. (6.18), the factor cos.2��0	�a C �G/ is unity. Then for the DSB system,
the signal amplitude is 2V, and the rms noise is 2˛ . The fringe-fitting procedure
follows that of case 2, but in this case, the signal amplitude is greater by a factor
of two and is equal to V. The rms noise is greater by a factor of 2˛. Thus, the
SNR isV=.2˛/, and the relative sensitivity is 1=.p2˛/.

5. DSB system with simple correlator and �=2 phase switching of LO. Here, the
fringes have been stopped, and to determine the visibility phase, it is necessary
to perform�=2 phase switching as in case 3 above. (For a DSB system, the phase
switching must be on the first LO.) The amplitude of the signal is 2V because the
system is DSB, and the rms noise level from the correlator output is increased to
2
p
2˛ because the averaging time for each component is reduced to �a=2 by the

time sharing of the correlator between the two phase conditions. This rms level
is associated with both the cosine and sine components of the signal, so the SNR
is V=.2˛/. The relative sensitivity is 1=.

p
2˛/.

6. One sideband of a DSB system with �=2 phase switching of the LO and
sideband separation after correlation. A complex correlator is used, and the
procedure corresponding to Eqs. (6.30) to (6.33) is followed. We consider the
upper sideband and ignore lower-sideband signal terms. The components r1, r2,
r3, r4 have amplitudes V multiplied by the cosine or sine of 
u. Thus, from
Eqs. (6.30) and (6.31), ignoring lower-sideband terms, the right side of Eq. (6.32)
becomes 1

2
.2V cos
uC j2V sin
u/, the modulus of which isV. The rms noise

associated with each term r1, r2, r3, and r4 is 2
p
2˛ since the system is DSB,

and because of the LO switching, the effective averaging time is �a=2. Thus, the
rms noise associated with the right side of Eq. (6.32) is 2

p
2˛ , as in case 5.

The SNR isV=.2p2˛/, and the relative sensitivity is 1=.2˛/. This applies to a
signal in one sideband such as a spectral line. For a continuum source, the cross-
correlation can be measured for each of the two sidebands, and if the results are
then averaged, the relative sensitivity becomes 1=.

p
2˛/. The terms r2 and r4 are

eliminated in averaging the right sides of Eqs. (6.32) and (6.33), and the result
is the same as for a simple correlator with LO phase switching described under
case 5 above.

7. VLBI observations with a DSB system and complex correlator. In VLBI obser-
vations, a DSB system is sometimes used, and fringe rotation is inserted after
playback of the recorded signal, as mentioned in Sect. 6.1. For one sideband,
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the fringes are stopped, but for the other, they are lost in the averaging at the
correlator output because the fringe frequencies are high. Thus, for one playback,
we have the signal of an SSB system and the noise of a DSB system in each of
the real and imaginary outputs, that is, an SNR of V=.2p2˛/ and a relative
sensitivity of 1=.2˛/ for each individual sideband.

8. Measurement of cross-correlation as a function of time offset. Digital spectral
correlators that measure cross-correlation as a function of time delay are
described in Sect. 8.8. In a lag-type correlator, the cross-correlation is measured
as a function of time offset, implemented by introducing instrumental delays.
The Fourier transform of the cross-correlation as a function of relative time delay
between the signals is the cross-correlation as a function of frequency, as required
in spectral line measurements. As mentioned in Sect. 6.1.7, it is necessary to
use only simple correlators for this measurement. The range of time offsets
of the two signals covers both positive and negative values, and the resulting
measurements of cross-correlation contain both even and odd components.
Fourier transformation then provides both the real and imaginary components of
the cross-correlation as a function of frequency. The full sensitivity is obtained so
long as the range of time offsets is comparable to the reciprocal signal bandwidth
or greater; see Table 9.7. Note that in Table 6.1, we have not included the
quantization loss discussed in Sect. 8.3.3. A demonstration of the sensitivity
using a simple correlator when the measurements are made as a function of time
delay is given by Mickelson and Swenson (1991).

Of the cases included in Table 6.1, the SSB with complex correlator is the
one generally used where possible, because of the sensitivity and avoidance of
the complications of DSB operation. Cases 2 and 3 in the table are included
mainly for completeness of the discussion. As mentioned earlier, for frequencies
of several hundred gigahertz, the most sensitive type of receiver input stage may
be an SIS mixer. This has an inherently double-sided response, and if necessary,
a sideband can be removed by filtering or using a sideband-separating arrangement
(Appendix 7.1). For DSB operation, the most important cases in Table 6.1 are 6a and
6b. The case in which the unwanted sideband is only partially rejected is discussed
in Appendix 6.1.

6.2.6 System Temperature Parameter ˛

As already noted, DSB systems are mainly used at millimeter and submillimeter
wavelengths, at which the receiver input stage is commonly a cooled SIS mixer.
Such a system can be converted to SSB operation by filtering out the unwanted
sideband and terminating the corresponding input in a cold load. If the atmospheric
losses are high and the receiver temperature is low, most of the system noise
will come from the antenna, and terminating one sideband in a cold load will
approximately halve the level of noise within the receiver. The system temperature
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of the SSB system will then be approximately equal to the double-sideband system
temperature of the DSB system, and the value of ˛ [defined in Eq. (6.65)] tends
toward 1. On the other hand, if atmospheric and antenna losses are low and most of
the system noise comes from the mixer and IF stages, then terminating one sideband
input in a cold load rather than the cold sky makes little difference to the noise level
in the receiver. The system temperature of the SSB system will be close to the single-
sideband system temperature of the DSB system, which is twice the DSB value. The
value of ˛ then tends toward 1/2. To recapitulate: If the atmospheric noise dominates
the receiver noise, then ˛ tends toward 1, but if the receiver noise dominates, then ˛
tends toward 1/2. Note, however, that ˛ is not confined to the range 1=2 < ˛ < 1.
For example, if noise from the antenna is low but the termination of the image
sideband in the SSB system is uncooled and injects a high noise level, then ˛ can
be < 1=2. If the front end is tuned close to an atmospheric absorption line in such
a way that the additional sideband of the DSB system falls in a frequency range of
enhanced atmospheric noise, then ˛ can be > 1.

6.3 Effect of Bandwidth

As seen in the preceding section, the sensitivity of a receiving system to a broadband
cosmic signal increases with the system bandwidth. Here we are concerned with the
effect of bandwidth on the angular range over which fringes are detected, and on
the fringe amplitude. These effects result from the variation of fringe frequency, in
cycles per radian on the sky, with the received radio frequency. If the monochromatic
response is integrated over the bandwidth, the fringes are reinforced for directions
close to that for which the time delays from the source to the correlator inputs are
equal, but for other directions, the fringes vary in phase across the bandwidth. This
effect, when measured in a plane containing the interferometer baseline, causes the
fringe amplitude to decrease with angle in a manner similar to that caused by the
antenna beams (Swenson and Mathur 1969) and is sometimes referred to as the
delay beam. It can be used to confine the response of an interferometer to a limited
area of the sky and thereby reduce the possibility of source confusion, which can
occur when the fringe patterns of two or more sources are recorded simultaneously.
Examples of such usage can be found in some early interferometers built for
operation at frequencies below 100 MHz (Goldstein 1959; Douglas et al. 1973).

6.3.1 Imaging in the Continuum Mode

The effect of bandwidth on the fringe amplitude was discussed in Sect. 2.2.
Equation (2.3) gives an expression for the fringes observed for a point source with
an east–west baseline of length D and a rectangular signal passband of width 	�.
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The fringe amplitude is proportional to a factor

R0
b D

sin.�Dl	�=c/

�Dl	�=c
: (6.69)

Consider an array for which D is typical of the longest baselines. The synthesized
beamwidth of the array, �b, is approximately equal to �0=D D c=�0D, where �0
is the observing frequency and �0 the corresponding wavelength. (Note that in this
section, �0 is the center frequency of the RF input band, not an IF band.) Thus,
Eq. (6.69) becomes

R0
b '

sin.�	�l=�0�b/

�	�l=�0�b
: (6.70)

The parameter 	�l=�0�b is equal to the fractional bandwidth multiplied by the
angular distance of the source from the .l;m/ origin measured in beamwidths. If this
parameter is equal to unity,R0

b D 0 and the measured visibility is reduced to zero. To
keep R0

b close to unity, we require 	�l=�0�b � 1. Thus, to avoid underestimation
of the visibility at long baselines, there is a limit on the angular size of the image
that is inversely proportional to the fractional bandwidth.

We now examine the same effect in more detail by considering the distortion in
the synthesized image. First, recall that the response of an array can be written as

V.u; v/W.u; v/ ! I.l;m/ 
 
 b0.l;m/ ; (6.71)

where  ! represents Fourier transformation, and the double asterisk represents
convolution in two dimensions. The fringe visibility is multiplied by W.u; v/, the
spatial sensitivity function of the array for a particular observation. The Fourier
transform of the left side of Eq. (6.71) gives the intensity distribution I.l;m/
convolved with the synthesized beam function b0.l;m/. For simplicity, we have
omitted the primary antenna beam and minor effects related to use of the discrete
Fourier transform. The synthesized beam is defined here as the Fourier transform of
W.u; v/.

In operation in the continuummode, the visibility data measured with bandwidth
	� are treated as though they were measured with a single-frequency receiving
system tuned to the center frequency, �0. Thus, for all frequencies within the
bandwidth, the assigned values of u and v are those appropriate to frequency �0.
At another frequency � within the passband, the true spatial frequency coordinates
u� and v� are related to the assigned values u and v by

.u; v/ D
�u��0
�
;
v��0

�

�
: (6.72)
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The contribution to the measured visibility from a narrow band of frequencies
centered on � is

V�.u; v/ D V�

�u��0
�
;
v��0

�

�
 !

	
�

�0


2
I

	
l�

�0
;
m�

�0



; (6.73)

where we have used the similarity theorem of Fourier transforms.6 Thus, the
contribution to the measured intensity is the true intensity distribution scaled in
.l;m/ by a factor �=�0 and in intensity by .�=�0/2. The derived intensity distribution
is convolved with b0.l;m/, the synthesized beam corresponding to frequency �0. We
have assumed that the beam does not vary significantly with frequency and have
used the same spacial sensitivity functionW.u; v/ to represent the whole frequency
passband. The overall response is obtained by integrating over the passband with
appropriate weighting and is

Ib.l;m/ D
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 b0.l;m/ : (6.74)

Note that the integrals must be taken over the whole radio-frequency passband,
denoted by the subscript RF, which includes both sidebands in the case of a DSB
system. We assume that the passband function HRF.�/ is identical for all antennas.
The values of l and m in the intensity function in Eq. (6.74) are multiplied by the
factor �=�0, which varies as we integrate over the passband, being equal to unity
at the band center. Thus, one can envisage the integrals in the square brackets in
Eq. (6.74) as resulting in a process of averaging a large number of images, each
with a different scale factor. The scale factors are equal to �=�0, and the range of
values of � is determined by the observing passband. The images are aligned at the
origin, and thus the effect of the integration over frequency is to produce a radial
smearing of the intensity distribution before it is convolved with the beam. The
response to a point source at position .l;m/ is radially elongated by a factor equal
to
p
l2 C m2	�=�0. For distances from the origin at which the elongation is large

compared with the synthesized beamwidth, features on the sky become attenuated
by the smearing, so there is an effective limitation of the useful field of view. The
measured intensity is the smeared distribution convolvedwith the synthesized beam.

Details of the behavior of the derived intensity distribution can be deduced from
Eq. (6.74). For example, suppose that the beam contains a circularly symmetrical
sidelobe at a large angular distance from the beam axis and that in an image, the
response to a distant source causes the sidelobe to fall near the origin. Is the sidelobe
broadened near the origin? Since the distant source is elongated, the sidelobe will be
smeared in a direction parallel to that of a line joining the source and the origin, as

6If f .x/ has a Fourier transform F.s/, then f .ax/ has a Fourier transform jaj�1F.s=a/ (Bracewell
2000).
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Fig. 6.10 Radial smearing
resulting from the bandwidth
effect for a point source at
.l1;m1/. The effects on the
responses of the main beam
and a ringlobe (i.e., a sidelobe
of the form in Fig. 5.15) are
shown.

shown in Fig. 6.10. It will be broadened near the origin but not at a point 90ı around
the sidelobe as measured from the source.

To estimate the magnitude of the suppression of distant sources, it is useful to
calculate Rb, the peak response to a point source at a distance r1 from the origin
of the .l;m/ plane, as a fraction of the response to the same source at the origin.
Because the effect we are considering is a radial smearing, we need consider only
the intensity along a radial line through the .l;m/ origin, as shown in Fig. 6.11a. We
use idealized parameters; the passband is represented by a rectangular function of
width 	� and the synthesized beam by a circularly symmetrical Gaussian function
of standard deviation b D �b=

p
8 ln 2, where �b is the half-power beamwidth.

For simplicity, the factor .�=�0/2 in the integral in the numerator of Eq. (6.74) is
omitted. The convolution becomes a one-dimensional (radial) process, as shown in
Fig. 6.11b. The radially elongated source is represented by a rectangular function
from r1.1 � 	�=2�0/ to r1.1 C 	�=2�0/, normalized to unit area. The beam is
represented by the function e�r2=22b , which is normalized to unity on the beam axis.
When the beam is centered on the source, as shown in Fig. 6.11, Rb is given by

Rb D �0

r1	�

Z r1.1C	�=2�0/

r1.1�	�=2�0/
e�.r�r1/2=2

2
b dr

D p2� b�0
r1	�

erf

	
r1	�

2
p
2b�0




D 1:0645 �b�0
r1	�

erf

	
0:8326

r1	�

�b�0



: (6.75)
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Fig. 6.11 Response of an array with a broadband receiving system to a point source at distance
r1 from the origin of the .l;m/ plane. (a) The point source (delta function) at r1 becomes radially
broadened into a rectangular function of unit area indicated by the heavy line. (b) Cross section of
the intensity distribution in the r direction. The synthesized beam is represented by the Gaussian
function. The peak intensity of the response to the source is proportional to the shaded area.

A curve of Rb as a function of the parameter r1	�=�b�0, which is the distance of
the source from the origin measured in beamwidths, multiplied by the fractional
bandwidth, is shown in Fig. 6.12. Values of 0.2 and 0.5 for this parameter reduce the
response by 0.9% and 5.5%, respectively.

If the receiving passband is represented by a Gaussian function of equivalent
width 	� (i.e., standard deviation = 	�/2.5066), the reduction factor becomes

Rb D 1
p
1C .0:939r1	�=�b�0/2

: (6.76)

A curve of this function is also included in Fig. 6.12. Comparison of the two curves
illustrates the dependence on the passband shape.
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Fig. 6.12 Relative amplitude of the peak response to a point source as a function of the distance
from the field center and either the fractional bandwidth or the averaging time.

6.3.2 Wide-Field Imaging with a Multichannel System

Broadband images can also be obtained by observing with a multichannel system
(i.e., a spectral line system as described in Sect. 8.8.2). In this case, the passband is
divided into a number of channels by using either a bank of narrowband filters or
a multichannel digital correlator. The visibility is measured independently for each
channel, so the values of u and v can be scaled correctly and an independent image
obtained for each channel. This scaling causes the spatial sensitivity function to vary
over the band, and at frequency �, the synthesized beam is .�=�0/2b0.l�=�0;m�=�0/,
where b0.l;m/ is the monochromatic beam at frequency �0. The images can be
combined by summation, and if given equal weights, the result for N channels is
represented by

I.l;m/ 
 

"
1

N

NX

iD1

	
�i

�0


2
b0

	
l�i
�0
;
m�i
�0


#

: (6.77)
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In this case, there is no smearing of the intensity distribution, but the beam suffers a
radial smearing that has the desirable effect of reducing distant sidelobes. Therefore,
this mode of observation is well suited for imaging wide fields. The improvement
in the beam results from the increase in the number of .u; v/ points measured, an
effect that is also used in multifrequency synthesis discussed in Sect. 11.6.

6.4 Effect of Visibility Averaging

6.4.1 Visibility Averaging Time

In most synthesis arrays, the output of each correlator is averaged for consecutive
time periods, �a, and thus consists of real or complex values spaced at intervals
�a in time. It is advantageous to make �a long enough to keep the data rate
from the correlator readout conveniently small. An upper limit on �a results from
a consideration of the sampling theorem discussed in Sect. 5.2.1 and is briefly
explained as follows. In discrete Fourier transformation of the visibility to intensity,
the data points are often spaced at intervals 	u and 	v, as shown in Fig. 5.3. If the
size of the field to be imaged is �f in the l and m directions, then	u D 	v D 1=�f .
In time �a, the motion of a baseline vector within the .u; v/ plane should not be
allowed to exceed 	u; otherwise, the visibility values will not fully represent the
angular variation of the brightness function.

Consider the case in which the longest baseline is east–west in orientation and
the source under observation is at a high declination, which results in the fastest
motion of the baseline vector. If the baseline length is D� wavelengths, the vector in
the .u; v/ plane traces out an approximately circular locus, the tip of which moves
at a speed of !eD� wavelengths per unit time, where !e is the angular velocity
of rotation of the Earth. Thus, we require that �a!eD� < 1=�f , which results, in
practice, in �a � C=.!eD��f /, where C is a factor likely to be in the range 0.1–
0.5. Note that D��f is approximately the number of synthesized beamwidths across
the field, and thus �a must be somewhat smaller than the time taken for the Earth
to rotate through one radian, divided by this number. Although shorter baselines
could be averaged for longer times, in most synthesis arrays, all correlator outputs
are read at the same time, at a rate appropriate for the longest baselines. Another
consideration is that sporadic interference can be edited out of the data with minimal
information loss if �a is not too long. For large arrays, �a is generally in the range of
tens of milliseconds to tens of seconds. Determining the visibility at the .	u; 	v/
grid points from the sampled data on the .u; v/ loci is discussed in Sect. 10.2.3.

6.4.2 Effect of Time Averaging

We now examine in more detail the effect of the averaging on the synthesized
intensity distribution. In reducing the data, all visibility values within each interval
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�a are treated as though they applied to the time at the center of the averaging
period. Thus, for example, the measurements at the beginning of each averaging
period enter into the visibility data with assigned values of u and v that apply to
times �a=2 later than the true values. In effect, the resulting image consists of the
average of a large number of images, each with a different timing offset distributed
progressively throughout the range ��a=2 to �a=2. These timing offsets apply only
to the assignment of .u; v/ values and do not resemble a clock error that would affect
the whole receiving system.

Consider an unresolved source, represented by a delta function. To simplify the
situation, we consider observations with east–west baselines and examine the effects
in the .u0; v0/ plane and the corresponding .l0;m0/ sky plane (see Sect. 4.2). The
spacing loci are circular arcs generated by vectors rotating at angular velocity !e, as
shown in Fig. 6.13a. Consider first the case of an east–west linear array; then, of the
antenna spacing components .X;Y;Z/ defined in Fig. 4.1, only Y is nonzero. The
circular arcs of the spacing loci are centered on the .u0; v0/ origin as in Fig. 6.13b,
and a timing offset ıt is equivalent to a rotation of the .u0; v0/ axes through an
angle !eıt. The visibility of the source is the combination of two sets of sinusoidal
corrugations, one real and one imaginary:

ı.l01;m0
1/ ! cos 2�.u0l01 C v0m0

1/� j sin 2�.u0l01 C v0m0
1/ : (6.78)

The angle of the corrugations is related to the position angle  0 D tan�1.m0
1=l

0
1/

of the point source, as shown in Fig. 6.14. A change in  0 causes an equivalent
rotation of the corrugations and vice versa. For an east–west array, time offsets
therefore correspond to proportional rotations of the intensity in the .l0;m0/ plane. It

Fig. 6.13 Spacing loci in the .u0; v0/ plane, (a) for the general case and (b) for an east–west
baseline. The angle !e�a over which the averaging takes place is enlarged for clarity: for example,
with an averaging time of 30 s, the angle would be 7.5 arcmin.
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Fig. 6.14 (a) Point source at .l01;m
0
1/ and (b) the real part of the corresponding visibility function.

The ridges of the sinusoidal corrugations that represent the visibility in the .u0; v0/ plane are
orthogonal to the radius vector r0

1 at the position of the source in the .l0;m0/ plane.

follows that the effect of the time averaging is to produce a circumferential smearing
similar to that resulting from the receiving bandwidth but orthogonal to it. If we
express positions in the .l0;m0/ plane in terms of the radial coordinates .r0;  0/
shown in Fig. 6.14a, the image obtained from the averaged data can be expressed
in terms of the sky brightness I.r0;  0/ by

Ia.r
0;  0/ D

"
1

!e�a

Z !e�a=2

�!e�a=2
I.r0;  0/ d 0

#


 
 b0.r0;  0/ ; (6.79)

where b0 is the synthesized beam.
The fractional decrease in the peak response to the point source is most easily

considered in the .l0;m0/ plane. With an east–west baseline, the contours of the
synthesized beam are approximately circular in the .l0;m0/ plane, as long as the
observing time is approximately 12 h, which results in spacing loci in the form
of complete circles in the .u0; v0/ plane. If we assume that the synthesized beam
can be represented by a Gaussian function, as in the calculations for the bandwidth
effect, the curve for the rectangular bandwidth in Fig. 6.12 can also be used for
the averaging effect. In one case, the spreading function is radial and of width
r1	�=�0, and in the other, it is circumferential and of width r0

1!e�a. Thus, for the
averaging effect, we can replace r1	�=�b�0 in Eq. (6.75) and Fig. 6.12 (solid curve)

by r0
1!e�a=�

0
b, noting that r

0
1 D

q
l21 C m21 sin

2 ı0 and � 0
b, the synthesized beamwidth

in the .l0;m0/ plane, is equal to the east–west beamwidth in the .l;m/ plane. Hence,
for the decrease in the response to a point source resulting from averaging, using
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Eq. (6.75), we can write

Ra D 1:0645 � 0
b

r0
1!e�a

erf

	
0:8326

r0
1!e�a

� 0
b



: (6.80)

Generally, one chooses �a so that Ra is only slightly less than unity at any point in
the image, in which case we can approximate the error function by the integral of
the first two terms in the power series for a Gaussian function:

Ra ' 1 � 1
3

	
0:8326!e�a

� 0
b


2
.l21 C m21 sin

2 ı0/ : (6.81)

This formula can be used for checking that �a is not too large.
Two aspects of the behavior predicted by Eq. (6.81) should be mentioned. First,

if the source is near the m0 axis and at a low declination, the averaging has very
little effect. This is because the ridges of the sinusoidal corrugations of the visibility
function then run approximately parallel to the u0 axis, and in the transformation
u0 D u cosec ı0, the period of the variations in the v direction is expanded by a large
factor. In comparison, the arc through which any baseline vector moves in time �a is
small, and hence, the averaging has only a small effect on the visibility amplitude.
Second, for a source on the l0 axis, Ra is independent of ı0. In this case, the ridges
of the corrugations run parallel to the v axis, and the expansion of the scale in the v
direction has no effect on the sinusoidal period.

For arrays that contain baselines other than east–west, the centers of the
corresponding loci in the .u0; v0/ plane are offset from the origin, as in Fig. 6.13a,
and a time offset is no longer equivalent to a simple rotation of axes. However, this
may not increase the smearing of the visibility, so the effect may be no worse than
for an east–west array with baselines of similar lengths.

6.5 Speed of Surveying

The requirement to maximize the efficiency of use of large instruments requires
consideration of the best procedures for surveying, i.e., searching large areas of the
sky for radio sources of various types including transient sources. In the frequency
range below about 2 GHz, four of the key science applications of the proposed
Square Kilometre Array that require imaging of a significant fraction of the sky are
as follows.

1. Searching for pulsars in binary combinations with neutron stars or black holes,
for gravitational studies.

2. Measurement of Faraday rotation in very large numbers of radio galaxies to
determine the structure of galactic and intergalactic magnetic fields.



250 6 Response of the Receiving System

3. Imaging of very large numbers of HI galaxies out to redshifts of z ' 1:5 to study
galactic evolution and provide further constraints on the nature of dark energy.

4. Detection of transient events such as afterglows of gamma-ray bursts.

The choice of parameters for optimization of speed in survey observations is
not the same as for optimization of sensitivity in targeted studies (Bregman 2005).
Consider first the case of targeted observations of individual continuum sources that
have angular dimensions small compared with a station7 beam. We can adapt the
expression for the rms noise [Eq. (6.62)] as a measure of the minimum detectable
flux density Smin observed with two stations in a time � :

Smin D 2kTs

A
p
.	��/

; (6.82)

where A is here the collecting area of a station, equal to A�Q of Eq. (6.62). For an
array with ns stations, there are ns.ns � 1/=2 � n2s=2 correlated pairs of signals, so
the right side of Eq. (6.82) is multiplied by a factor

p
2=ns. The observing speed,

i.e., the number of observations per unit time, is

1=� D A2	�S2minn
2
s

8k2T2s
: (6.83)

Next, consider the case of a survey in which we are concerned with the speed of
coverage of a specified solid angle of sky down to a sensitivity level Smin. Since A is
the area of a station, the solid angle of a station beam is �2=A sr, where � is the
wavelength. If each station forms nsb simultaneous beams, the instantaneous field of
view is

Fv D �2nsb=A : (6.84)

The reciprocal of the time � required to cover solid angle Fv down to flux density
level Smin is given by Eq. (6.83), and the corresponding survey speed is

Fv=� D �2A	�S2minn
2
snsb

8k2T2s
sr per unit time : (6.85)

For surveys to detect spectral line features, 	� in Eqs. (6.83) and (6.85) represents
the bandwidth of the line. Then, if it is necessary to search in frequency, the

7For an array with a large total collecting area, it may be more practical to use a large number
of small antennas rather than a smaller number of large antennas. To limit the number of cross-
correlated signal pairs, the small antennas are located in groups. These groups are commonly
referred to as stations, and the signals from the antennas at a station are combined to provide
a number of beams within the main beam of the individual antennas. For pairs of stations, the
signals from corresponding beams are cross-correlated to provide the visibility data.
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bandwidth of the receiving system can be included as an additional factor in the
expression for the speed in Eq. (6.85).

Comparison of Eqs. (6.83) and (6.85) shows the effect of the field-of-view
dependence in the survey case. The survey speed is proportional to the number
of simultaneous beams and is less strongly dependent on the station aperture
area A. The wavelength-squared factor results from the increased beamwidth with
decreasing frequency, but the benefit of lower frequency (increasing�) on the survey
speed applies only so long as the effect of the galactic background radiation on the
system temperature is small. From the galactic background model of Dulk et al.
(2001), the brightness temperature in the range 10–1,000 MHz is approximately
proportional to ��2:5, so for frequencies at which this background is the dominant
contributor to Ts, the frequency dependence of the survey speed is approximately
proportional to �3. For directions that are not close to the galactic plane, the
background temperature is about 20 K at 500 MHz and 2 K at 1 GHz, so if the
receiver contribution to Ts is � 20 K, there is a broad maximum in survey speed
between these two frequencies.

Note that the discussion above involves the assumption that the sensitivity is
limited only by the system noise. If dynamic range is the limiting factor, then
the density of the .u; v/ coverage, which improves with increasing ns and � , may
become the most important consideration. In either case, performance improves
with increasing number of stations.

Survey speed can be increased by increasing the number of stations as well as the
number of station beams. However, the size of the correlator system for the full array
is proportional to n2s and to nsb, so increasing the number of stations, or the number
of station beams, requires an increase in the size of the correlator. Increasing the
station aperture A is likely to require adding more antennas to the station subarray
and thus increases the station beamforming hardware. The only way of increasing
the observing speed that does not increase the signal-processing requirements is
reducing the system temperature Ts. However, the complexity of phased-array feeds
for the formation of multiple beams from a single parabolic antenna can degrade
the system temperature. If cryogenic cooling in necessary, the required cooling
capacity is considerably greater for multiple-beam systems than for single-beam
ones. Thus, optimization of the array performance for a given overall cost requires
a broad consideration of the performance of various parts of the receiving system.

Appendix 6.1 Partial Rejection of a Sideband

In an SSB system using a mixer as the input stage, the unwanted (image) sideband
may be rejected by one of several schemes. These include use of a waveguide
filter, a Martin–Puplett interferometer (Martin and Puplett 1969; Payne 1989),
a tuned backshort, or a sideband-separating configuration of two mixers (as in
Appendix 7.1). Practical considerations, particularly at millimeter wavelengths, can
limit the effectiveness of the rejection of the image sideband. Let the response to the
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Fig. A6.1 Vectors in the
complex plane representing
the parameters in Eqs. (A6.1)
and (A6.2). The constant gain
factor Gmn is omitted. If � is
known and C0 and C�=2 are
measured, Eq. (A6.3) gives
the optimum estimate of V.

image sideband, in terms of the power gain of the receiver, be � times the response
to the wanted (signal) sideband, where 0 < � < 1. In practice, � could be as large
as � 1=10.

In the case of spectral line observation, where the wanted line occurs only in
the signal sideband, the effect of the noise introduced by the image sideband is
to increase the rms noise at the correlator output by a factor .1 C �/. Thus, the
sensitivity is correspondingly reduced (Fig.A6.1).

In the case of a continuum observation, the image sideband also introduces a
component of signal and noise at the correlator. Assume that the visibility is the
same in both sidebands, the fringes are stopped, and �=2 phase switching of the first
LO allows measurement of the complex visibility. A complex correlator is used, and
for simplicity, we consider that the instrumental phase is adjusted so that the line AB
in Fig. 6.5b is coincident with the real axis. We can represent the complex correlator
output with zero phase shift of the LO as

C0 D Gmn.VC �V�/ ; (A6.1)

and with the �=2 phase switch as

C�=2 D Gmn. jV � j�V�/ : (A6.2)

Here, Gmn is the gain in the signal sideband, so �Gmn is the gain in the image
sideband. Note that in the expression for C�=2, the j factors have opposite signs for
the two sidebands, because the �=2 phase shift causes the corresponding vectors in
the complex plane to rotate through �=2 in opposite directions, as in Fig. A6.1. The
optimum estimate of the visibility is then found to be

V D 1

2Gmn

�
1

1C �2 .C0 � jC�=2/C �

1C �2 .C0 C jC�=2/
�
�
: (A6.3)
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The first term within the square brackets represents the response of the signal
sideband, and the second term represents the response of the image. The total noise
power delivered to the correlator input [i.e., the sum of the two terms in the square
brackets in Eq. (A6.3)] is proportional to .1 C �/, so the noise associated with the
first term in the square brackets is proportional to .1C �/=.1C �2/. Similarly, for
the second term, the associated noise is proportional to �.1C�/=.1C�2/. Thus, the
total noise in the estimate ofV from Eq. (A6.3) is proportional to .1C�/2=.1C �2/.
In terms of the rms noise, the sensitivity is proportional to the square root of the
reciprocal of the last term, i.e.,

p
.1C �2/=.1 C �/. For � � 1=10 or less, the �2

term is very small, and the sensitivity degradation factor is approximately .1C�/�1
(Thompson and D’Addario 2000).
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