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To accelerate the evolutionary process and increase the probability to find the optimal solution, the following methods are proposed
to improve the conventional quantum genetic algorithm: an improved method to determine the rotating angle, the self-adaptive
rotating angle strategy, adding the quantum mutation operation and quantum disaster operation. The efficiency and accuracy to
search the optimal solution of the algorithm are greatly improved. Simulation test shows that the improved quantum genetic
algorithm is more effective than the conventional quantum genetic algorithm to solve some optimization problems.

1. Introduction

Quantum genetic algorithm (QGA) is the product of the
combination of quantum computation and genetic algo-
rithms, and it is a new evolutionary algorithm of probability
[1]. In 1996, quantum genetic algorithm is first proposed by
Narayanan and Moore, and it is successfully used to solve
the TSP problem [2]. QGA is essentially a kind of genetic
algorithm and can be applied in the field that the conventional
genetic algorithm can be applied. The efficiency of QGA is
significantly better than the conventional genetic algorithm.
The QGA is with a small value of the population, a fast speed
of convergence, a great capability of global optimization, and
a good robustness. The quantum state vector is introduced in
the Genetic Algorithm to express genetic code, and quantum
logic gates are used to realize the chromosome evolution.
By these means, better results are achieved. However, there
are still some problems in conventional QGA [3, 4]. For
example, determining the direction of the rotating angle
relies on a lookup table. It leads to a program with multiple
judgment conditions. Moreover, the fixed rotating angle has
a negative impact on the quickly searching and the lately
convergence [5]. Aiming to resolve the above problem, the
QGA is improved with an adaptive evolution process in this
paper. Quantum mutation and quantum disaster operations

are also introduced to make the algorithm with a better per-
formance.

Quantum computation is contrary to classical computa-
tion. It uses the superposition, coherence, and the entangle-
ment of different qubits of quantum state to realize quantum
computation [6]. Quantum computation is the product of
quantum mechanics applying in the field of algorithm. The
ability of parallelism is the essential difference between
quantum computation and classical computation. In the
probability calculation, the system is not in an invariable state.
Conversely, it has a certain probability, and the state probabil-
ity vector is corresponding to different possible states. Quan-
tum computation is similar to it, the probability amplitudes of
quantum states is used in quantum computation, and proba-
bility amplitudes of quantum states are squared normalized,
so the speed of calculation of quantum computation is VN
times faster than the speed of classic calculation. Quantum
transformation is realized by quantum rotating gates. There
are some special properties of quantum computation relative
to classical computation [7]. Some mechanisms of these
properties can be introduced to the optimization algorithms
for improving traditional optimization algorithm.

(1) Superposition of quantum computation: the basic unit
for information storage is qubit in the quantum computer [8].
An n-bits quantum register can be in the state |¢) which is



the coherent superposition state of 2" ground states. An act on
an n-bits quantum register is equal to the act on 2" numbers.
The relationship between superposition state and ground
states is

|¢> = Zci |¢i> > (1)

where ¢; represents the probability amplitude of the state |¢;);
|c;|* represents the probability to collapse to the ground state
|¢;) when the state |¢) is measured; ¢; should satisfy the
condition [9]:

Yl =1 2)

(2) Coherence of quantum computation: different from
classical computation, coherence is another important prop-
erty of quantum computation. The relative phase of the
respective ground states changes with the interference that
occurs to each ground state by the action of quantum rotating
gates. For example, a quantum system of a single qubit is [¢) =
l0) + ¢|1) and |c1|2 + |Cz|2 = 1. After the role of some
quantum gate, the values of ¢; and ¢, change correspondingly,
and the new ¢, and ¢, still satisfy |c, > + Ir;zl2 = 1. So
the probability amplitude of the ground state [1) will be
reduced if the probability amplitude of the ground state |0)
increases. When the quantum system is measured, coherence
will disappear and collapse to some ground state, while the
probability is determined by ||.

(3) Entanglement of the quantum state: the quantum state
which cannot be broken down into the form of the direct
product of two subsystems is called entanglement state [10].
Both the operated state of the qubit and the state of the other
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where q; represents the jth individual chromosome of the tth
generation; k represents the number of qubit encoding of each
gene; m represents the number of genes in the chromosome
[14].

Initialize the quantum encoding («, ) of each individual
in the population with (1/ v/2,1//2), which indicates that
when t = 0, the possibility of each state expressed by a
chromosomal is equal [15].

2.2. Quantum Rotating Gates. Compared with the conven-
tional genetic algorithm, quantum genetic algorithm applies
the probability amplitude of qubits to encode chromosome
and uses quantum rotating gates to realize chromosomal
updated operation. Since the chromosomes are in superpo-
sition state or entanglement state, the generation of offspring
is not determined by the parent group when the Quantum
rotating gates is used to realize the genetic operation. It is
jointly determined by the optimal individual of the parent
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qubit entangled are changed once operating on one or more
specific qubits.

(4) Parallelism of the quantum computation: parallelism
of quantum computation is completed in the same quantum
circuit rather than being implemented by multiple hardwares
calculated simultaneously. Parallelism of quantum computa-
tion makes use of the superimposed ability of different states
which the quantum computer lies in; therefore, using a single
f(x) circuit can calculate multiple values of x.

2. Conventional Quantum Genetic Algorithm

Quantum genetic algorithm is proposed based on the concept
of quantum bits and quantum superposition state [11]. In a
quantum computer, a double quanta system called qubit acts
as the physical media to store the information units. Qubit
is the smallest unit of information in quantum computers.
A qubit can be in any state |0), |1), and superposition state
between |0) and [1) [12]. A state of a qubit is described as

lo) =al0) +BI1), (3)

where « and f are the complex numbers which are called
the probability amplitude of corresponding state of qubit and
satisty the condition that lal® + | /3|2 = 1. The states |0) and
[1), respectively, denote the spin-down state and spin-up state
[13]. A qubit can contain the information of both the state |0)
and the state |1).

2.1. Qubit Encoding. Binary code is used to encode qubit on
the polymorphic problem. A qubit can be defined by its prob-
ability amplitude as [ 3 ], and the multiqubits encoding which
has m parameters is defined as follows:
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group and probability amplitude of each state. In other words,
the genetic manipulation of quantum genetic algorithm is
mainly through acting on the superposition state or entangle-
ment state by the Quantum rotating gates to change the prob-
ability amplitude. Therefore, the construction of Quantum
rotating gates is the key issue of quantum genetic algorithm
[16], and it directly affects the performance of the algorithm.

Quantum rotating gates can be designed according to the
practical problems and usually can be defined as

(5)

cos0; —sin6;
U(6;) = :

sin@; cos0;

The updated process is
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TaBLE 1: Adjustment strategy of rotating angle.
X; best; f(x) > f(best) AO, sta )
B >0 af; <0 a =0 Bi=0
0 0 FALSE 0 0 0 0 0
0 0 TRUE 0 0 0 0 0
0 1 FALSE A0, +1 -1 0 +1
0 1 TRUE A6, -1 +1 +1 0
1 0 FALSE A6, -1 +1 +1 0
1 0 TRUE A6, +1 -1 0 +1
1 1 FALSE 0 0 0 0 0
1 1 TRUE 0 0 0 0 0

where («;, 8,)" and (o, B )T are the probability amplitudes of
the ith qubit in chromosome before and after the quantum
rotating gates updating, respectively; 0, is the rotating angle;
the value and the sign of 9; are determined by the adjustment
strategy [17], which are shown in Table 1. Moreover, x; is the
ith bit of the current chromosome; best; is the ith bit of the
current optimal chromosome; f(x) is the fitness function;
s(a;, 3;) is the direction of the rotating angle; A, is the value
of the rotating angle. The value of Af; is determined by
certain adjustment strategy, in conventional quantum genetic
algorithm and the value of AG; is generally a constant value
is around 0.017r. The adjustment strategy is, comparing the
fitness of the currently measured value f(x) of the individual
q; with the fitness of the current optimal individual f(best;),
if f(x) > f(best), then adjust the corresponding qubits of
q;, making the probability amplitude («;, 3;) evolves toward
the direction that is propitious to the emergence of x;. Con-
versely, if f(x) < f(best), then adjust the corresponding
qubits of qz., making the probability amplitude («;, f3;) evolves
toward the direction that is propitious to the emergence of
best.

2.3. Analysis on the Characteristic of Quantum Genetic Algo-
rithm. Quantum genetic algorithm is a more wonderful opti-
mization process than the conventional genetic algorithm,
and its encoding mode is more complex, and each generation
of the evolution can cover a wider area [18]. Quantum
genetic algorithm combines some characteristics of quantum
computation with the genetic algorithm whose individuals
are chosen by the natural selection. The fine species better
adapt to environment of quantum genetic algorithm are pro-
duced by the operation of quantum rotating gates with the
goal of the best individual of current generation [19]. The
main features of quantum genetic algorithm are as follows.
(1) QGA is self-organizing, self-adaptive, and self-learn-
ing [20]. (2) The object handling by QGA is not the parameter,
but the chromosome strings encoded according to parameter
variable [21]. The encoding operation enables the quantum
genetic algorithm to operate directly on the structure of the
object. (3) QGA searches a group of points rather than a
single point in the solution space at the same time. QGA
samples in different areas of space simultaneously [22]. (4) In
QGA, the knowledge of the searching space or other ancillary

| Initialize the population Q(¢,) and each parameter |
| Test every indiv?:iual of Q(t,) |
| Evaluate the fitness of :;/ery individual of Q(t,) |
Set the best individutl as the evolutional
goal of next generation
T

Meet final condition

No
Test every individual of Q(¢) |

Cen)!

N
| Evaluate the fitness of every individual of Q(t) |

| Update population by quantum rotating door, get Q(¢ + 1) |

| Memorize the best individual and its fitness |
T

| t=t+1 |
[

FIGURE 1: Flowchart of conventional quantum genetic algorithm.

information is not needed. Only the fitness function is used
to evaluate the individuals [23].

The flowchart of conventional quantum genetic algorithm
is shown in Figure 1.

3. Improvements of Quantum
Genetic Algorithm

There are some shortages in conventional quantum genetic
algorithm [24]. (1) The premature convergence problem: con-
ventional quantum genetic algorithm simply uses fitness to
evaluate the solution, causing the genes of some individuals
whose fitness is large to spread rapidly in the population,
making the population loses diversity prematurely. The solu-
tion often falls into the local optimal solution; (2) local search
ability: conventional quantum genetic algorithm is good at
global search performance, but its local search performance
is inadequate, resulting in slower convergence in the later



stage of evolution and cannot converge to the global optimal
solution.

3.1. Determination on Rotating Direction. In the optimization
process, the value and direction of the quantum rotating gates
are determined firstly. The current method to determine the
direction of the rotating angle is based on a lookup table. As
the lookup table involves judgment of multiple conditions,
the efficiency of the algorithm is affected [25]. Therefore, a
new method is introduced to simplify the determination of
the direction of the rotating angle in this paper.

Theorem 1. Construct a determinant A = Zz Z’ |, where,
(ot By) is the probability amplitude of some qubit of the opti-
mal solution which has been searched. («;, [3;) is the probability
amplitude of corresponding state of qubit in the current solu-
tion. When x; # best;, if A # 0, then the direction of the rotating
angle is—sgn (A). If A = 0, the direction of the rotating angle
can be either positive or negative.

Proof. The angles of the qubits [a;, 8,]" and [«;, 3;]” in the
unit circle are separately 0, and 0;; then,

cos0, cos6;

=sin (6, - 6,). (7)

sin@, sin0,

If A+0, when 0 < 10, — 0| < 7, sgn(A0) = —sgn(0; — 6,) =
—sgn(sin(f; — 6,)) = —sgn A and when 7 < |9; — 6| < 27,
sgn(A0) = sgn(0; — 0,) = —sgn(sin(9; — 6,)) = —sgn A. If
A =0, then |0; — 6,| = 0 or 1. Positive and negative rotating
effect is the same at this time, so the direction of the rotating
angle 0 can be either positive or negative (proof is over). [

3.2. Self-Adaptive Rotating Angle Strategy. The conventional
quantum genetic algorithm adopts a rotating strategy with
fixed angle. In this paper, a rotating strategy with self-adaptive
angle is adopted. It can dynamically adjust the value of the
rotating angle of the Quantum rotating gates based on the
evolutionary process [26]. A large rotating angle is set early
in the evolutionary process to quickly facilitate the entire
interval and find the region with the optimal values. To
accurately find the optimal value, we reduce the value of
rotating angle, while the evolution increases. Measure the
individual qz. and compare its fitness f(x j)t with the fitness
f(best) of the best individual. Adjust the corresponding qubit
in g’ based on the result of the above comparison and make
(i, ) evolve to the direction of the optimal solution.

The self-adaptive quantum genetic algorithm (AQGA)
is proposed in this paper. AQGA adjusts the value of the
rotating angle according to the situation of evolution of the
population at any time.

Adjust the value of the rotating angle according to the
number of generation; the regulator is as the following for-
mula:

0, =0 — <M> * iter, (8)

it max
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Procedure Mutate (p;)
Begin
If p; is not the current optimum chromosome then
Begin
j=0;
When (j < n)
j=j+1L
Generate Random Number rand in range (0, 1);
If rand < a or rand < 8
Exchange « and f3;
End
End

ALGORITHM 1

where 0, is the value of the rotating angle of the ith generation,
0,,ax is the maximal rotating angle, 0, ;. is the minimal rotat-
ing angle, it max is the maximal generation, and iter is the
current generation. From the formula (8), it can be concluded
that the value of the rotating angle 0 is gradually reduced with

the increase of the generation.

3.3. Add Quantum Mutation Operation. Add quantum muta-
tion operation in conventional quantum genetic algorithm.
Quantum mutation enables some individuals to deviate
slightly from the current evolutionary direction and prevent
the evolution of individual into a local optimal solution [27].
Quantum mutation can completely reverse the individual’s
evolutionary direction by swapping the value of probability
amplitude of qubits («, f3).

Quantum mutation is an assistant operation with the
purpose to enhance the local searching ability of quantum
genetic algorithm and avoid the loss of important infor-
mation in the population. Quantum NOT gates is adopted
to realize chromosomal variation. Quantum NOT gate is
applied to transform the selected number of qubits according
to mutation probability randomly to transform correspond-
ing probability amplitude of the qubits. Quantum mutation
operation helps to increase the diversity of the population and
reduce the probability of premature convergence.

Pseudocode program of quantum mutation process is
described as in Algorithm 1.

3.4. Add Quantum Disaster Operation. Add quantum disas-
ter operation in the conventional quantum genetic algorithm.
The algorithm may fall into local optimal solution, while the
algorithm has performed several generations and the best
individual is in a stable state. Thus, we need to take the
quantum disaster operation to get out of the local optimal
solution [28]. The method is to apply a large disturbance
to some individuals in the population and regenerate some
other new random individuals.

Quantum disaster process pseudocode program is des-
cribed as in Algorithm 2.

It needs to be noted that the intercross operation is not
added into the improved quantum genetic algorithm. The
crossover operator is able to change the linear superposition
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Begin
If (disaster-condition)
Begin
If (The chromosome is not the best chromosome)
Initialize the chromosome;
End
End

ALGORITHM 2

| Initialize the population Q(t,) and every parameter |
NG

| Test every individual of Q(t) |
T

| Evaluate the fitness of every individual of Q(t,) |

N
Set the best individual as the evolutional
goal of next generation

Meet final condition

No
Test every individual of Q(t) |

End |

| Test every individual of Q(t) |

| Quantum rotating door update population, get Q(t + 1) |

| Quantum mutation |

| Memorize the best individual and its fitness |

| Colony disaster |
N2

| t=t+1 I—

FIGURE 2: Flowchart of improved quantum genetic algorithm.

state observation probability of the quantum chromosome.
However, the quantum chromosome itself has the property
of individual diversity resulted from quantum superposition.
So, there is no need to perform the intercross operation. In
contrast, if the intercross operation is used in some cases, the
performance of QGA may decline [29].

The flowchart of improved quantum genetic algorithm is
shown in Figure 2.

4. Simulation Test

The simulation test in this paper is based on the AMD CPU
1.8 GHz, 1.5 GB RAM,; the algorithm is written and compiled
in MATLAB.

FIGURE 3: Function figure.

4.1. Problem Description. Find the optimal solution in the
complex binary function:

max f (x, y) = xsin (47x) + y sin (207y),
3.0 <x, <121, )
41<x, < 59.

The figure of the function is shown in Figure 3.

The parameters are set as follows. Both the conventional
quantum genetic algorithm and improved quantum genetic
algorithm are encoded by the binary; the evolution genera-
tion is 200; the size of population is 40; the length of each
binary variable is 20; fitness function is the objective function.
Take 10 times simulation test using conventional quantum
genetic algorithm and its improved method, respectively.

4.2. 'The Results of Conventional Quantum Genetic Algorithm.
The results of the conventional quantum genetic algorithm
are shown in Table 2.

Make a census of the data in Table 2, the statistical results
are shown in Table 3.

The result of 200 generations’ evolutionary process of a
certain time of conventional quantum genetic algorithm is
shown in Figure 4. The conventional quantum genetic algo-
rithm obtains the optimal solution around 130 generation.
Evolutionary process is slower between 50 and 110 gener-
ations. The x-axis represents the evolutionary generations;
y-axis represents the best fitness of every generation. (The
meaning of the x-axis and the y-axis of the following figure
is the same as Figure 4).

4.3. Result of Self-Adaptive Quantum Genetic Algorithm. The
rotating angle adaptively changes with the evolution genera-
tion based on the conventional quantum genetic algorithm.
Four cases are tested in this paper; the maximum rotating
angle and the minimum rotating angle of the four cases are,
respectively, (0.0087, 0.17), (0.017, 0.177), (0.0177, 0.057), and
(0.0057, 0.057). Take 10 rounds of the experiments for the
four cases; the experimental results were shown in Tables 4,
5, 6,7, and 8, respectively.

Make a census of the experimental data in Tables 4, 5, 6,
and 7, the statistical results are shown in Table 8.

According to the data in Table 8, the rotating strategy is
selected (0.0057, 0.057) in this paper.



6 Mathematical Problems in Engineering
TABLE 2: The results of the conventional quantum genetic algorithm.
Index Times
1 2 3 4 5 6 7 8 9 10
X, 11.6255 11.6254 11.6281 11.6255 11.6256 11.6255 11.6256 11.6255 11.6255 11.6281
X, 572504  5.32505  5.72509  5.72505 < 5.72529  5.72504  5.72529 572496  5.72505  5.72504
Optimal value 17.3503 16.9503 17.3441 17.3503 17.3496 17.3503 17.3496 17.3502 17.3503 17.3441
Evolution generations 130 110 80 100 80 90 110 180 110 60
TaBLE 3: The statistical results of conventional quantum genetic algorithm.
The biggest ~ The smallest ~ The average Times of
Algorithm The optimal result The worst result evolution evolution evolution convergence
generation generation generation 8
CQGA (11.6255, 5.72504, 17.3503) (11.6254, 5.32505, 16.9503) 180 60 105 5
TABLE 4: The result of self-adaptive quantum genetic algorithm with the rotating strategy selected (0.0087, 0.17).
Index Times
1 2 3 4 5 6 7 8 9 10
X, 11.6245 10.1024 11.6244 11.6255 11.6281 11.6255 11.6244 111256 11.6254 11.6255
X 572505 572504 542813 572363 572504  5.42813 5.3252 572503  5.72504  5.72503
Optimal value 17.3503 15.8483  16.9479 17.3278 17.3278 16.949 16.9489  16.8503 17.3503 17.3503
Evolution generations 20 20 10 70 20 30 20 40 25 10
17.5 T T T T T T T T T 18 T T T T T T T T T
17 f (—/—7 17 + T
g g
2 165 . =
g g 16t ]
&0 )
>~ >~
§ 16 1 §
< < 15 1
g 155 ] g
& &
% g 14p -
o 15 . °
E E
14.5 1 Br 1
14 1 1 1 1 1 1 1 1 1 12 1 1 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200

Evolutionary generations

FIGURE 4: Evolutionary process of conventional quantum genetic
algorithm.

4.4. The Result of Self-Adaptive Quantum Genetic Algorithm
in which Mutation Operation Is Added. The mutation oper-
ation is added based on the self-adaptive quantum genetic
algorithm, and the probability of mutation is 0.001. Table 9
shows the statistical results of the experiment by performing

Evolutionary generations

FIGURE 5: Evolutionary process of self-adaptive quantum genetic
algorithm.

the algorithm 10 times. We can get the conclusion that the
speed of evolution is improved again.

One certain time of the evolution process is shown in
Figure 6. Through the evolutionary process in Figure 6, we
can get that the optimal solution is obtained around the 30th
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TABLE 5: The result of self-adaptive quantum genetic algorithm with the rotating strategy selected (0.017, 0.17).
Index Times
1 2 3 4 5 6 7 8 9 10
X, 11.6255 11.6263 11.6255 11.6255 11.6255 11.6256 11.6254 10.1256 11.6255 11.6254
X, 572504  5.62735 572695 532499  4.92344 5.3252 532504  5.32505  5.72695  5.72509
Optimal value 17.3503 17.1911 17.3091 16.9503 16.525 16.9501  16.9503 15.4503 17.3091 17.3503
Evolution generations 20 10 18 20 20 20 45 30 30 70
TABLE 6: The result of self-adaptive quantum genetic algorithm with the rotating strategy selected (0.017, 0.057).
Index Times
1 2 3 4 5 6 7 8 9 10
X, 10.1256 11.6255 11.6255 11.6255 11.6255 11.6255 11.6255 11.6255 11.6281 11.6281
X, 572509  5.52504  5.72504 = 5.72529 5.72509 5.32505 5.72509 5.12504 5.72504  5.52441
Optimal value 15.8503 171503 17.3503 17.3496 17.3503 16.9503 17.3503 16.7503 17.3441 171398
Evolution generations 30 40 30 30 30 20 30 30 30 20
17.5 T T T T T T T T T 17.5 T T T T T T T T T
17t 1
16.5 1 7r 1
= =
S S
g g
. |
= = 16.5 b
% 155 ¢ E %
k) S
% 15 i %
5 £ 16t 1
& &
Z 145 - z
el -0
£ =
1 1 15.5 1
13.5 E
13 1 1 1 1 1 1 1 1 1 15 1 1 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200

Evolutionary generations

FIGURE 6: Evolutionary process of self-adaptive quantum genetic
algorithm in which mutation operation is added.

generation. The speed of evolution is improved again, and
times of convergence are also increased.

4.5. The Result of Self-Adaptive Mutation Quantum Genetic
Algorithm Added Disaster Operation. The disaster operation
is added based on the self-adaptive mutation quantum gene-
tic algorithm. Table 10 shows the statistical results of the
experiment by performing the algorithm 10 times. We can
get the conclusion that the times of convergence of self-
adaptive mutation quantum genetic algorithm adding disas-
ter operation have been improved, and the biggest evolution
generation is largely more than the algorithm without disaster
operation; the reason is that usually the disaster operation

Evolutionary generations

FIGURE 7: Evolutionary process of self-adaptive mutation quantum
genetic algorithm added disaster operation.

happens late in the evolution. The disaster operation makes
the times of convergence improved, but the biggest evolution
generation unavoidably becomes more.

An evolutionary process is shown in Figure 7.

4.6. Analysis on Evolutionary Process of Self-Adaptive Quan-
tum Genetic Algorithm Added Intercross Operation. As men-
tioned previously, the improved quantum genetic algorithm
cannot add the intercross operation [30]. Adding the inter-
cross operation will decline the efficiency of the algorithm.
The evolution process of self-adaptive quantum genetic
algorithm with the adding intercross operation is shown in
Figures 8 and 9. Compare Figure 5 with Figure 8, the optimal
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TABLE 7: The result of self-adaptive quantum genetic algorithm with the rotating strategy selected (0.0057, 0.057).

Index Times

1 2 3 4 5 6 7 8 9 10
X, 11.6255 11.6281 11.6255 11.6255 11.6254 11.6255 11.6255 11.6281 11.6255 11.6255
X, 532504  5.72488  5.72503  4.92504  5.72504  5.72509  5.72504 5.3252 552441  5.72504
Optimal value 16.9503 17.3438 17.3503 16.5503 17.3503 17.3503 17.3503 16.9439 171459 17.3503
Evolution generations 40 40 70 30 45 30 50 20 50 50

TaBLE 8: The statistical results of self-adaptive quantum genetic algorithm.

. The biggest ~ The smallest ~ The average .
Rotating The optimal result The worst result evolution evolution evolution Times of
strategy . . . convergence

generation generation generation
(0.0087, 0.177) (11.6255, 5.72503, 17.3503)  (10.1024, 5.72504, 15.8483) 70 10 26.5 3
(0.017, 0.17) (11.6255, 5.72504, 17.3503) (10.1256, 5.32505, 15.4503) 70 10 28.3 2
(0.017,0.057) (116255, 5.72504, 173503) (101256, 5.72509, 15.8503) 40 20 29 4
(0.0057, 0.057) (116255, 5.72503, 17.3503)  (11.6255, 4.92504, 16.5503) 70 20 42.5 5
18 T T T T T T T T T 17.5 T T T T T T T T T
17 + k
17 i
16 k
£ £
s 5| : E
§D %‘:D 16.5 R
=~ 14 H b B
g =
% 134 . < 16 .
¢ ¢
s 12 . £
& &
Z % 155 ;
S 11 J o
Q Q
= =
10 k
15 R
9 4
8 1 1 1 1 1 1 1 1 1 145 1 1 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200

Evolutionary generations

FIGURE 8: Evolutionary process of self-adaptive quantum genetic
algorithm adding the intercross operation.

solution is obtained from 50 generation to 120 generation,
and the evolutionary generation becomes more. Compare
Figure 6 with Figure 9, the optimal solution is obtained from
the 30th generation to the 120th generation, and the evo-
lutionary generation becomes more too. Adding intercross
operation makes the evolution faster in early generation and
becomes unstable late in the evolutional process. So, it cannot
add intercross operation into the improved quantum genetic
algorithm.

Evolutionary generations

FIGURE 9: Evolutionary process of self-adaptive quantum genetic
algorithm adding the intercross and mutation operation.

4.7. Comparison of Time between the Two Methods to Deter-
mine Rotating Angle Direction. Take 8 times of experiments
separately using the conventional method and the method of
this paper to determine the rotating angle direction; get rid
of the largest and smallest group, respectively, and the time of
the rest 6 groups is shown in Table 11.

From Table 11, it can be concluded that the average run-
ning time of the improved method to determine the rotating
angle direction is significantly shorter than the time of con-
ventional method. The efficiency of algorithm is improved.
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TABLE 9: The statistical results of adaptive mutation quantum genetic algorithm.

. The biggest The smallest The average .
Rotating The optimal result The worst result evolution evolution evolution Times of
strategy . . . convergence

generation generation generation
(0.0057, 0.057)  (11.6255, 5.72503, 17.3503)  (11.6288, 5.32489, 16.9405) 50 20 35 6
TaBLE 10: The statistical results of adaptive mutation quantum genetic algorithm added disaster operation.

. The biggest ~ The smallest ~ The average .

Rotating The optimal result The worst result evolution evolution evolution Times of

strategy . . . convergence
generation generation generation

(0.0057, 0.057) (116255, 5.72503,17.3503)  (11.6254, 5.52525, 17.1498) 150 20 65 8

TaBLE 11: Comparison of the results of the two methods to determine rotating angle direction.

The first ~ Thesecond Thethird The fourth Thefifth Thesixth ~ Maximal Minimal time Average time
time(s) time(s) time(s) time(s) time(s) time(s)  time value(s) value(s) value(s)
Time of
conventional 12.6389 12.9520 11.7157 12.7594 11.9885 12.6437 12.9520 11.7157 12.4497
method
Time of
improved 10.0858 10.2260 10.4878 12.3171 10.2552 10.3130 12.3171 10.0858 10.6142
method

5. Conclusions

In this paper, six rounds of experiments were presented in
this paper. We performed the experiments in each round for
10 tests. The experiments show that the conventional quan-
tum genetic algorithm has been improved by adding many
improvements. The simulation test shows that to improve
the evolution efficiency of quantum genetic algorithm, some
proper operations can be added in the evolutionary process;
however, not all improvement strategies which can be applied
to traditional genetic algorithms can be used to improve the
conventional quantum genetic algorithm; it is because of the
specificity of the conventional quantum genetic algorithm.
The improvements made in this paper improve the algorithm
structure, and efliciency of evolution of the conventional
quantum genetic algorithm is also improved.
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