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Abstract

Cancer is the second leading cause of death in the world, and therefore, there is

an undeniable need to ensure early screening and detection systems worldwide. The

aim of this project is to study the feasibility of a Cone Beam Computed Tomography

(CBCT) scanner for simultaneous breast and lung imaging. Additionally, the development

of reconstruction algorithms and the study of their impact to the image quality was

considered.

Monte Carlo (MC) simulations were performed using the PENELOPE code system.

A MC geometry model of a CBCT scanner was implemented for energies of 30 keV and

80 keV for hypothetical scanning protocols. Microcalcifications were inserted into the

breast and lung of the computational phantom (ICRP Adult Female Reference), used in

the simulations for dose assessment and projection acquisition. Reconstructed images

were analyzed in terms of the Contrast-to-Noise Ratio (CNR) and dose calculations were

performed for two protocols, one with a normalization factor of 2 mGy in the breast

and another with 5 mGy in the lungs. Both, MC geometry model and reconstruction

algorithm were validated by means of on-field measurements and data acquisition in a

clinical center. Dosimetric and imaging performances were evaluated through Quality

Assurance phantoms (Computed Tomography Dose Index and Catphan, respectively).

Results indicate that the best implementation of the reconstruction algorithm was

achieved with 80 keV, using the Hanning filter and linear interpolation. More specifically,

for a spherical lung lesion with a radius of 7 mm a 30% CNR gain was found when the

number of projections varied from 12 to 36 (corresponding to a dose increase of a factor

of 3).

This research suggests the possibility of developing a CBCT modulated beam scanner

for simultaneous breast and lung imaging while ensuring dose reduction. However fur-

ther investigation regarding the number of projections needed for image reconstruction

is required.

Keywords: Cone Beam Computed Tomography, Cancer Detection, Monte Carlo Simula-

tion, Organ Dose, Medical Image Reconstruction, Lung and Breast Imaging
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Resumo

O cancro é a segunda principal causa de morte no mundo, e portanto, há uma ne-

cessidade incontestável de garantir sistemas de rastreio e de diagnóstico precoce a nível

mundial. Este projeto pretende estudar a viabilidade de um exame de Tomografia Com-

putadorizada de Feixe em Cone (CBCT) na aquisição simultânea de imagens da mama e

do pulmão.

Recorrendo ao sistema de código PENELOPE, realizaram-se simulações por métodos

de Monte Carlo (MC). Implementou-se um modelo de geometria de um exame de CBCT,

para energias de 30 keV e 80 keV, para possíveis protocolos de aquisição de imagem.

Inseriram-se microcalcificações na mama e no pulmão do fantoma computacional (de

Referência do ICRP) utilizado nas simulações, para avaliação de dose e aquisição de pro-

jeções. Desenvolveram-se algoritmos de reconstrução e as imagens reconstruídas foram

analisadas através da Razão Contraste-Ruído (CNR). Realizaram-se cálculos de dose para

protocolos com fator de normalização de 2 mGy na mama e de 5 mGy no pulmão.

Tanto o modelo de geometria como o algoritmo de reconstrução, foram validados

através de medições e aquisição de dados reais em ambiente clínico. Os desempenhos do-

simétricos e de qualidade de imagem foram avaliados recorrendo a fantomas de Controlo

de Qualidade (CTDI e Catphan, respetivamente).

Constatou-se que a melhor implementação do algoritmo de reconstrução foi alcançada

com 80 keV. Nomeadamente, para uma lesão pulmonar esférica de raio 7 mm, alcançou-se

um ganho de 30% de CNR variando o número de projeções de 12 para 36 (correspondendo

ao aumento da dose de um fator de 3).

Este estudo sugere a possibilidade de se desenvolver um feixe modulado de CBCT

para aquisição simultânea de imagens da mama e do pulmão, garantindo uma redução

da dose administrada. É, contudo, necessária mais investigação relativamente ao número

de projeções requeridas para a reconstrução da imagem.

Palavras-chave: Tomografia Computadorizada de Feixe em Cone, Deteção de Cancro,

Simulações de Monte Carlo, Dose em Órgãos, Reconstrução de Imagem Médica, Imagem

da Mama e do Pulmão
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1
Motivation

1.1 Cancer Incidence and Mortality

Throughout the years, the number of diagnosed cases of cancer has grown at an alarm-

ing rate. Cancer is the second leading cause of mortality worldwide with approximately

14 million new diagnosed cases, 8.2 million cases of cancer deaths and 32.6 million cases

of people living with cancer in 2012 [1] [2]. One in six deaths worldwide, is due to cancer,

[1] causing more deaths than AIDS, tuberculosis, and malaria combined [3]. It’s expected

that by 2030, the global burden will grow to 21.7 million new cases of cancer and that can-

cer deaths have reached 13 million cases [3]. According to the World Cancer Report 2014,

the three most commonly diagnosed cancers worldwide were lung cancer, accounting for

1.8 million cases (13.0% of the total globally diagnosed cases), breast cancer, accounting

for 1.7 million cases (11.9% of the total globally diagnosed cases), and colorectum cancer,

accounting for 1.3 million cases (9.7%), as shown in Figure 1.1.

The three most commonly diagnosed cancers, among men, in 2012 worldwide, were

lung (1.2 million cases, 16.7% of the total), prostate (1.1 million cases, 15%) and colorec-

tum (746 300 cases, 10%), and among women were breast (1.67 million cases, 25.2% of

the total), colorectum (614 300 cases, 9.2%) and lung (583 100 cases, 8.7%) [3] [4]. Among

men, lung cancer has the highest incidence and mortality rates, followed not far behind,

by prostate cancer which has the second highest incidence rate. However, the mortality

rate for prostate cancer is considerably lower than that for lung cancer. Among women,

breast cancer has the highest incidence rate. However, breast cancer has a relatively low

fatality rate, and although it has the highest mortality rate of any other cancer among

women, this is less than one third of the incidence rate for lung cancer for both genders,

and not much higher than the lung cancer mortality rate, which is the next cancer site

with highest mortality rate, as shown in Figure 1.2 [4].
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CHAPTER 1. MOTIVATION

Figure 1.1: Adapted illustration of a graphic of the estimated world cancer incidence proportions
by major sites in both sexes, in 2012 [4].

Figure 1.2: Adapted illustration of a graphic of the estimated age-standardized cancer incidence
and mortality rates (ASR) per 100 000 in the world, by major sites, in men and women in 2012
[4].

In some countries, among women, lung cancer mortality rate has surpassed breast

cancer mortality rate, e.g., North America, Eastern Asia, Northern Europe, Australia and

New Zealand [3].

In Portugal, the five most common cancers diagnosed are: breast cancer, followed by

prostate, colorectum and lung, however prostate, lung and breast are the cancer sites with

highest mortality rate [5]. While the appearance of breast cancer symptoms (as a mass or

a lump), isn’t necessarily related to a cancer in an advanced state, lung cancer symptoms

usually appear at a very advanced state of the disease, leading to a five-year survival rate

[6].
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1.2. SCREENING AND DIAGNOSTIC METHODS

1.2 Screening and Diagnostic Methods

In this section we will address screening and diagnostic methods that are currently

recommended and implemented for lung and breast cancer. But first we will explain not

only the main differences between screening and diagnosing a disease, but also the risks

and therefore the required cautions associated to each one. There are some screening and

diagnostic methods that are still under development and/or have not yet been evaluated

in assessing a mortality benefit, with randomized trials, and therefore, are not yet consid-

ered a standard method for screening [7], consequently they will not be addressed in this

chapter, e.g. autofluorescence bronchoscopy or exhaled breath analysis screening for lung

cancer, and tomosynthesis screening for breast cancer [8]. Nevertheless, it’s important

to refer that some may assess in the diagnosis, for instance the Digital Breast Tomosyn-

thesis (DBT), which is steadily increasing in prevalence in hospitals and mammography

facilities [9].

Cancer screening is a crucial tool, considering that the key to reducing cancer mor-

tality relies strongly on an early detection and diagnosis [10]. Nevertheless, these are

methods which asymptomatic, healthy patients are submitted to, with intend of an early

diagnosis. The majority of screened patients are likely healthy and that otherwise would

carry on with their lives normally if they hadn’t undergone screening, therefore the harms,

risks and limitations associated to screening require crucial care and consideration in or-

der to achieve balance between risk vs benefit [7] [11].

Contrary to imaging for screening, which asymptomatic patients are submitted to,

a diagnostic evaluation is the process of assessing an existing problem or abnormality

detected through screening [12]. Diagnostic imaging can be applied in two situations: a)

imaging for clinical findings, i.e., if patient is manifesting symptoms that lead to cancer

suspicion, as a palpable mass (in case of breast cancer) or persistent cough followed

by sputum marked with blood (in case of lung cancer); b) incremental imaging after a

possible abnormal screening exam [3] [12].

Although early detecting and diagnosing cancer is well known to be associated to a

better prognosis and successful treatment, there are still many countries where late-stage

diagnosis still occurs. This is mainly due to lack of awareness and to limited access to

adequate detection and diagnostic services [3] [13].

Clinical guidelines on screening and diagnosing cancer, of all over the world, are

constantly being developed, updated and reviewed, as new technological advances, new

scientific investigations and new statistical data are taken in to consideration.

1.2.1 Breast Cancer

The European Society for Medical Oncology states that eighteen European countries

have implemented mammography programs as their screening method for breast can-

cer. In their Clinical Practice Guidelines 2015, they recommend regular mammography
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in women aged 50-69 years [9]. However, a recent guideline update from the American
Cancer Society for breast cancer screening, not only recommends that women should have

the possibility to start annual screening mammography exams between ages of 40 and 44

years, and start with regular annual screening mammography exams from age 45 years,

but also recommends that clinical breast examination should not be performed at any

age [13]. As for the National Comprehensive Cancer Network Breast Cancer Screening and
Diagnosis Guidelines, they recommend an annual screening mammography beginning at

the age of 40 [12]. Nevertheless, according to the Portuguese National Recommendations for
diagnosis and treatment of breast cancer 09, the detection should be done through mammog-

raphy exams, which still is the preferable screening method implemented in Portugal, or

through prophylactic exams, e.g. Breast Self-Examination [14].

Mammography screening is basically a mechanism for breast imaging. Typically, it

includes two x-ray images, being one taken from the top of the breast (craniocaudal), and

the other taken from the side of the breast (mediolateral oblique) [12]. The Mammography

Quality Standards Act limit is 3 mGy per view of screening mammography, for an average

breast (5 cm thick and 50% glandular breast) [15]. Various studies have shown that

mammography screening is associated to a reduction of breast cancer mortality, [13]

however, it isn’t a perfect test.

The harms associated to mammography screening are mainly due to three factors:

false-positive diagnosis, false-negative diagnosis and over diagnosis [11]. A false positive

diagnosis is considered to be harmful, as it can lead to patient distress, and will result

in unnecessary additional procedures, radiation exposures and/or biopsy [16]. False

negative results are harmful, for obvious reasons, as it leads to breast cancers not being

detected, delaying diagnosis and treatment [6] [17]. This occurs due to the inherent

problem associated to the machine itself, which projects into a single plan the thickness

of the breast, resulting in the overlap of tissue, which may obscure an abnormally, or

even, lead to a false positive diagnosis [17]. Over diagnosing a cancer is when the disease

is detected through screening however it wouldn’t lead to symptomatic breast cancer if it

hadn’t been detected in the first place, and will lead to unnecessary therapy [6] [13].

As for diagnosing breast cancer, the procedure is basically based on clinical examina-

tion, medical imaging and ultimately confirmed by pathological assessment [9]. However,

this process involves a complex evaluation, and the procedures may differ from patient to

patient, as it’s adapted depending on each case scenario. After a first line evaluation, that

is done to assess patient’s general health status (e.g. clinical history, menopausal status,

full blood count, among others), a second line evaluation is done, in order to assess the

previously detected abnormality. For this second assessment, several exams may be con-

ducted, such as, physical examination, another mammography, breast ultrasound, breast

Magnetic Resonance Imaging (MRI) and/or biopsy for pathology determination [9].
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1.2.2 Lung Cancer

As previously seen, lung cancer is the leading cause of cancer death in developed

countries, exceeding breast cancer death rate in women [3]. Frequently, this is due to the

fact that screening for other cancer diseases is commonly practiced (e.g. breast, prostate,

colorectum), whereas it is not for lung cancer [7].

The American College of Chest Physicians Guidelines, 3rd Edition, suggest annual screen-

ing with Low-Dose Computed Tomography (LDCT), to people considered to be of high-

risk, i.e., smokers or former smokers who are age 55 to 74 and who have smoked for 30

pack years (the number of packs of cigarettes smoked per day multiplied by the number of

years a person has smoked) or more, and either continue smoking or have quitted within

the past 15 years. Additionally they also state that screening should only be conducted in

centers similar to those where the National Lung Screening Trial (NLST) was conducted,

with coordinated care and complete knowledge of the screening process [7] [18]. NLST

was the first randomized controlled trial which showed evidence of the benefits associ-

ated to screening with LDCT in decreasing lung cancer mortality [19] [20]. The American
Society of Clinical Oncologists also state this same recommendation in their Guidelines:

“The Role Of Computed Tomography Screening for Lung Cancer” [19].

Although lung cancer screening is not generally practiced worldwide, there is con-

sensus in using LDCT technique as a screening method for individuals with high-risk

factors.

LDCT is a computed tomography scan performed at low dose, using a tube voltage of

100-120 kVp and currents of 40-60 mAs or less [6]. The mean effective dose is 1.5 mSv for

LDCT, as for a standard Computed Tomography (CT), is 7 mSv, however when compared

to a Chest Radiography (CRX), the dose delivered with a LDCT is greater (about 10 times

greater) [17]. Alike mammography screening, LDCT screening also has risks inherent

to it. The harms associated to LDCT are the same as described above in subsection 1.2.1

Breast Cancer, for mammography screening (false-positive results, false-negative results

and over-diagnosis) [6].

For the diagnosis of lung cancer it may be detected through initial screening LDCT,

follow-up or annual screening LDCT and this will determine the next procedures. De-

pending on the nodules’ nature (solid, part-solid, non-solid or multiple non-solid), di-

ameter, and presence of infection/inflammation, furthermore exams and procedures for

evaluating the findings can be conducted. The next procedures include follow-up LDCT,

Positron Emission Tomography (PET)/CT, Chest CT plus contrast, biopsy or surgical

excision, bronchoscopy, pulmonary function tests and/or pathologic mediastinal lymph

node evaluation [6] [21].
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1.3 Purpose of the project

There is an undeniable need to develop screening and diagnostic methods that are

ever more accurate and with better performance, leading to a more precise and faster

diagnosis. By assisting physicians with better medical information of their patients we

will be increasing the chances of early cancer detection and consequently increasing the

survival rate. One way to accomplish this is to focus on the flaws and limitations of other

pre-existing methods. This study emerged in attempt to respond to the nonexistence

of a technique which allows medical imaging acquisition, simultaneously of the breast

and lung. This method will allow reduction of the dose administrated to the patient

during image acquisition, in agreement with the principle that patient doses need to

be kept As Low As Reasonably Achievable (ALARA) [22]. This can be achieved, not

only due to the intrinsic properties of the Cone Beam Computed Tomography (CBCT),

which requires only one full rotation to acquire data of the Field Of View (FOV), but also

through a modulated beam, that will vary the energy according to the angles for which

the image was acquired. Furthermore, reconstructive algorithms were developed in order

to improve image quality, and therefore, reduce the dose necessary for image acquisition.
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Theoretical Concepts

In this chapter all theoretical concepts relevant for the comprehension of this project

are explained. This chapter is divided into three main sections, in which the first one

refers to the CBCT system, where a brief description of this mechanism and it’s main

components, is made. The second section refers to X-ray Radiation and in this section

all important concepts regarding x-ray radiation are described. It starts by describing

the main concepts of particle collisions (e.g., Elastic and Inelastic collisions). In a second

subsection, the instrumentation and x-ray production is described (X-ray tubes), followed

by a subsection describing the x-ray spectrum and the physics underlying such radia-

tion (Characteristic x-rays and Bremsstrahlung). The fourth subsection approaches the

Interactions of photons with matter, in which Rayleigh Scattering, Compton Scattering and

Photoelectric Effect are explained. This is followed by the subsection where X-ray linear and
mass attenuation coefficients is referred to, in which Cross-sections are also explained. The

last subsection is X-ray dosimetry, where three main sections are found: Measurements and
units in photon dosimetry; Computed Tomography Dosimetry, where CT and CBCT dosime-

try systems are referred to; and Monte Carlo Computation, where Monte Carlo simulations

and voxelized phantoms will be addressed.

The last section, Medical Image Reconstruction, is a section in which not only the

physics regarding data acquisition from CT scans are explained, but also some reconstruc-

tion algorithms. This section is finalized with Image Quality in which the measurement

for analyzing the reconstructed images is described.

2.1 Cone Beam Computed Tomography

In 1982, the first CBCT scanner was built for angiography purposes. Subsequently in

the 1990s several teams also developed CBCT systems, differing in their capabilities and
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features, but always aiming for angiography purposes. It was only in the late 1900s, early

new millennium, that CBCT systems started to emerge for dental and maxillofacial radi-

ology purposes and for radiotherapy guidance (Image-Guided Radiotherapy Technique

(IGRT)). Despite the CBCT concept not being a new discovery, it is an emerging tech-

nology, and its use in clinical practices is gradually increasing. CBCT systems nowadays

have a variety of medical applications that range from research to clinical applications.

Ongoing studies are also being conducted to build a dedicated CBCT-based imaging sys-

tem for mammography [23] [24] [25] [26]. For clinical applications it can be found, for

example, for dental and maxillofacial imaging, head and neck imaging, high-resolution

bone imaging (for orthopedic purposes), radiotherapy (IGRT), and intra-operative and

interventional imaging (for angiographic CT). This strong rise in CBCT systems is due

to recent technological advances, which made possible the development of clinical CBCT

systems that are sufficiently inexpensive and sufficiently small to be used in operating

rooms, clinics, intensive care units and emergency rooms [26].

A CBCT scanner is a subcategory of CT scanners, however it’s different from Multi-

detector Computed Tomography (MDCT) systems which are the industry standard for

CT, with certain design features and application domains that are very specific and con-

sequently the image quality differs from that of an MDCT. One of the most characteristic

feature of a CBCT system is the shape of its beam, which is in a cone shape rather than

in a fan shape, as shown in Figure 2.1. The tomographic physics based on which CBCT

operates, are basically the same as a MDCT [27] [26].

Figure 2.1: Adapted illustration of a fan beam CT scan on the left, and a cone beam CT scan on
the right [28].

Another, very characteristic feature is it’s detector. CBCT scanners make use of Flat

Panel Detectors (FPD), as shown in Figure 2.2, instead of an arc detector, as found in

MDCT. The FPD system leads to a 2D bank of detectors which have no curvature, allow-

ing higher spatial resolution and larger volume coverage in a single, or partial, rotation.

However, this requires demanding reconstruction mathematics in order to apply correc-

tion methods accounting for the different distances from source to detector [27] [26].

The gantry of a CBCT system differs depending on its applicability, hence the variety

of applications in which CBCT systems are found. The different types of gantry include:
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Figure 2.2: Adapted illustration showing the differences between the arc-shaped detector used
in conventional CT systems on the left and the flat panel detector, used in CBCT systems, on the
right [29].

c-arm-based CBCT, CT-gantry-based CBCT, co-integrated systems and CBCT in IGRT.

In radiotherapy (IGRT), a CBCT system is used for precise alignment of the patient

on the table of the Linear Accelerator (Linac) and there are two different modes, the kV

CBCT and the MV CBCT. The kV CBCT system is a separate system, consisting of an x-ray

source, where the x-rays are produced using a conventional x-ray tube operating in the

kV range, and a FPD. Both, x-ray tube and FPD come coupled to the Linac gantry, as they

are mounted on retractable arms opposite to each other and positioned perpendicularly

to the Linac’s beam. Despite the fact that a Linac gantry can only perform a 360° rotation,

after which it must be rotated back, the CBCT system enables a large FOV to be imaged

by scanning the target volume asymmetrically. This is accomplished by shifting the FPD

laterally [27] [26] [30].

2.2 X-ray Radiation

X-rays are a type of Electromagnetic (EM) radiation that appears on the more energetic

(smaller wavelength) end of the EM spectrum along with Gamma Rays, and their wave-

length can range from 0.001 to 10 nm, corresponding to an energy range of approximately

0.052 to 129.544 keV [31].

This high energy EM radiation, not only exhibits wave-like behavior but also behaves

as single particle-like "packets of energy"or quanta of energy, called photons. The energy

of a photon is given by

E = hν =
hc
λ

(2.1)

where h is the Planck constant (h = 6.626 × 10−34 J.s = 4.136 × 10−18 keV.s), ν is the

frequency of the photon, c is the speed of light in vacuum (c = 2.998× 108 m/s ≈ 3× 108

m/s) and λ is the photon’s wavelength [32].

For energy expressed in keV and the wavelength expressed in nm, h.c = 1.2397×10−6

eV.m, hence obtaining the following equation

E(keV) =
1.24
λ(nm)

(2.2)
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This is useful given that photon energies are usually expressed in electron volts (eV),

which is a common unit of energy [27]. Electron volts is defined as the energy acquired

by a single electron when submitted to an electrical potential difference of one volt, in

vacuum, this is 1 eV = 1.602× 10−19 J [33].

Gamma rays are also photons and their energy range is usually of 100 to 10 000 keV.

Despite the overlap of energies, x-rays and gamma rays are distinguishable by evaluating

the photon’s origin. Therefore photon emissions that originate from the atom’s nucleus

are identified as gamma rays, as for x-rays they have their origin in the rearrange of the

atom’s electronic cloud or in the interaction of outer photons or particles with the the

atom [34].

X-ray radiation is produced by x-ray tubes and it’s the outcome of the combination

of two main interactions: bremsstrahlung and characteristic x-rays as we will see further

on in section 2.2.2 X-ray Spectrum. Nevertheless we will first address certain concepts,

as inelastic and elastic interactions as well as excitation and ionization, in the following

section 2.2.0.1 Ionizing and non-ionizing interactions, as they are relevant concepts for

further comprehension.

2.2.0.1 Ionizing and non-ionizing interactions

An inelastic collision occurs when a photon or any particle interacts with an atom and

energy is transferred between the two, causing the ionization of the atom or leaving it

in an exited state, in other words the interaction leads to a change in the atom’s internal

structure and in the particles’ energy. Two examples of inelastic collisions are Ionization

and Excitation. As for in an elastic scatter there’s no energy being transferred due to the

interaction, only the particle’s trajectory is altered, in other words the particle is scattered

but there’s no change to atom’s internal structure nor to the particle’s energy [35].

Ionization is the process by which one or more electrons are ejected from the atom or

molecule as a result of the interaction with outer particles or photons. Excitation however,

doesn’t imply the loss of electrons, but rather their transfer to a higher energy level, i.e.,

to an outer electron orbit, further from the atom’s nucleus, as a result of the interaction.

Particles or photons with less energy are less likely to ionize an atom and will transfer

their energy through excitation or elastic scattering which are processes that require less

energy [36]. The minimum energy required to remove an electron, i.e., to ionize an atom

is known as the ionization potential [37]. Charged and uncharged particles or photons

that interact with an medium resulting in it’s ionization are considered Ionizing Radiation.

Nevertheless, ionization and excitation are processes which cannot be separated, due to

the fact that one given energy can result in the ionization of a given element but only lead

to the excitation of another element. Therefore a pragmatic approach is usually used, in

which a threshold for the energy (also known as a cutoff energy) is established. Below

that energy particles and/or photons can be assumed to be not ionizing, given that it

establishes the minimum energy that can be transferred to the medium [36].
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2.2.1 X-ray tubes

The device whereby the x-ray beam is generated and emitted is called the X-ray tube.

It’s an equipment specialized to produce x-ray beams and it’s main components are typ-

ically contained within an evacuated envelope made of Pyrex glass or metal [31]. The

main components, this is, the minimum requirements for x-ray production are: an elec-

tron source (cathode), an evacuated path for electron acceleration (evacuated envelope),

a target (anode), and an external power source (x-ray generator) supplying the power

which provides a high potential difference for accelerating the electrons. In Figure 2.3 a

schematic of an x-ray tube’s main components is illustrated. The x-ray generator allows

the selection of the three major parameters that determine the x-ray beam characteristics:

the tube voltage (kV), the tube current (mA) and exposure time (s). Usually the product of

the tube current and exposure time are considered as one entity, the milliampere-second

(mAs) [27].

Figure 2.3: Adapted illustration of an x-ray tube with it’s major components: the evacuated
envelope, which in the figure is represented as the x-ray tube insert, the cathode, the anode, the
output port from where the beam is emitted and the circulating oil and lead shield which are
essential to ensure the safety and efficiency of the x-ray tube [27].

The cathode is the source of electrons, consisting of a filament and a focusing cup. The

filament is a spiral tungsten wire through which an electric current, up to 7000 mA and

voltage of approximately 10 V, passes by. Heat is then generated through the resistance

to electron flow through the filament, leading to a process in which the electrons of

the filament’s material have sufficient energy and are released from it’s surface called

thermionic emission. By adjusting the filament current and consequently by the filament

temperature, the number of electrons that are released can be controlled. The electron

beam produced is emission-limited, this is, the filament current determines the x-ray tube

current, meaning that the x-ray flux is proportional to the tube current, regardless of the

tube voltage. However, it’s only when the potential difference (tube voltage) is applied

between the cathode and the anode, within the evacuated envelope, that the released

electrons flow [27] [38].

The tube voltage, this is, the electric potential difference, applied between the cathode

and the anode, for diagnostic radiology purposes is of 20 to 150 kV. This potential differ-

ence is usually called accelerating voltage or kilo-voltage peak (kVp). As electrons travel
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from the cathode to the anode they are accelerated due to the potential difference and

attain kinetic energy. This kinetic energy is equal to the product of the electrical charge

and the potential difference. As previously mentioned, the electron volt (eV) is a unit of

energy which is equal to the energy acquired by an electron when accelerated through

a potential difference of 1 V, therefore the kinetic energy of an electron accelerated by a

potential difference of 50 kV is 50 keV [27].

The target metal is called the anode, and it’s maintained at a large positive potential

difference relative to the cathode in order to accelerate the electrons towards it. As elec-

trons interact with the anode their kinetic energy is converted into other forms of energy,

like x-rays as mentioned before, but this only represents approximately 1% of the elec-

tron’s energy, the majority is converted into thermal energy and therefore generating very

high temperatures in the anode. To avoid heat damage the duration of x-ray production

must be limited. Due to it’s high melting point of 3370℃ and high atomic number Z =74,

tungsten is the most commonly used anode material. Nevertheless an anode rotor is at-

tached to the anode which rotates at speeds of approximately 3000 rpm ensuring that the

electron beam doesn’t strike the anode always at the same point and therefore reducing

the localized heating. Additionally, within the tube housing, insulating circulating oil

surrounding the whole envelope works as a cooling mechanism as shown in Figure 2.3

[27].

To guarantee a well defined small area in which the electrons will strike, the anode

has a trapezium shape with an angle between 8° to 17° being 12° to 15° the usual range.

Two of the major factor which are influenced by the anode angle are: the size of the focal

point, the x-ray beam coverage and the x-ray beam intensity [38].

The focal point size (f ) is given by:

f = F sinθ (2.3)

where F is the width of the electron beam and θ is the anode’s angle, as shown in Figure

2.4. The focal point size range from 0.3 mm for digital mammography and 0.6 to 1.2

mm for planar radiography and CT. For small anode angles the focal point (f ) becomes

smaller for the same electron beam width (F), providing better spatial resolution. There-

fore the optimal anode angle depends on the clinical imaging application given that a

small anode angle is preferable when dealing with a small FOV, which requires a smaller

beam coverage, but for a large FOV, using a larger anode angle is more useful [38].

2.2.2 X-ray spectrum

As previously seen, x-ray tubes are the mechanism responsible for generating x-ray

beams, and they have a wide range of energies. An x-ray spectrum is basically a plot of

the relative number of photons produced as a function of their energy, as represented

in Figure 2.5. The production of X-rays for medical imaging, can occur through two

main mechanisms: through the transition of electrons between the atom’s shells (named
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Figure 2.4: Adapted illustration of the anode, showing the correlation between the electron beam
width F, the anode’s angle θ and the focal point size f [38].

Figure 2.5: Adapted illustration of an x-ray spectrum, showing the contributions of both interac-
tions, bremsstrahlung and characteristic x-rays, to the produced x-ray beam [38].

characteristic X-rays) resulting in the production of x-rays with distinct energies that

can be identified as distinct sharp lines in the plot of the energy spectrum, and through

the interaction of electrons with the atomic nuclei causing their sudden deceleration

(named Bremsstrahlung) resulting in the production of x-rays with an expanded spread

of energies [32]. Both mechanisms will be discussed with greater detail in the following

sections: 2.2.2.1 Characteristic x-rays and 2.2.2.2 Bremsstrahlung.

2.2.2.1 Characteristic x-rays

In the atom, each electron has a discrete energy state, according to the electron shell

it occupies and each shell is denoted by a letter (K,L,M,N,...). The atom’s most inner shell

is the K shell, for which the electrons have the lowest energy and therefore it’s the shell

which requires the most energy to remove an electron from, as shown in Figure 2.6.

The shells can also be referenced by their quantum numbers (1,2,3,4,...), whereas the

quantum number 1 refers to the K shell, the number 2 to the L shell and so on. Each shell

can hold 2n2 electrons, where n is the shell’s assigned quantum number, for instance, the

L shell (n=2) can hold 8 electrons, as for the K shell (n=1), it can only hold 2 electrons

[27].
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Figure 2.6: Adapted illustration of an atom’s electronic shells, their designations and the electron
capacity per shell [27].

The interaction of outer electrons with an atom may result in the removal of an elec-

tron creating a vacancy in one of the atom’s shell, and therefore, ionizing the atom. This

is only possible if the energy transferred during their interaction is equal or greater than

the atom’s orbital binding energy [27]. As a result, the atom is left in a very unstable

state, for it will be lacking an electron in its electronic cloud, making it very unstable and

therefore the vacant is rapidly filled by an electron from an outer shell. The transition

of this electron between atomic shells will result in the emission of a single photon with

energies in the x-ray range as shown in Figure 2.7.

Figure 2.7: Adapted illustration of the interaction that results in the emission of characteristic
x-rays. The incident electron interacts with the K-shell electron, ejecting it. The created vacancy is
rapidly filled with an outer electron that had to transit from it’s original shell and therefore emits
energy, creating the characteristic x-rays [27].

The produced x-ray’s energy (Ex−ray) is given by the difference between the electron

binding energies (Eb) of both vacant shell and initial shell:

Ex−ray = Ebvacant −Ebinitial (2.4)

This photon has an energy which is characteristic of the particular metal used to

produce the x-rays, for it will have a distinctive energy according to the difference in
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binding energies between the inner and outer shells involved in the process. Physicists

call these kind of x-rays Characteristic X-rays and it can assume any energy typically from

0.052 to 129.544 keV. Given the fact that the atom’s shells only allow distinct energies,

characteristic x-rays can only assume discrete energies [31] [27].

Characteristic x-rays are differentiated according to the shell where the vacancy is

located, for instance, when a vacancy in the K shell is filled, the resulting x-ray is called a

K-characteristic x-ray. If the same vacancy is filled by an electron which transited from

an adjacent shell, the x-ray is considered an alpha (e.g. an L to K transition will result

in a Kα characteristic x-ray). As for x-rays resulting from electrons which transited from

nonadjacent shells, they are considered beta (e.g. an M to K transition will result in the

emission of a Kβ characteristic x-ray) [27].

2.2.2.2 Bremsstrahlung

Despite most electrons interacting with the atom’s electronic shell as they pass through

matter, some undergo inelastic interactions with the atom’s nuclei. As a result of the in-

teraction of these electrons with the positively charged nucleus, they suffer electrical

(Coulombic) forces of attraction causing a deflection in their path and resulting in a ki-

netic energy loss which is instantaneously emitted as photons (i.e., x-rays). The kinetic

energy lost by the electrons are equal to the energy of the radiation emitted and therefore

energy is conserved. Due to this association between the electron deceleration and the

photon emission, this process of x-ray production is called Bremsstrahlung which means

’brake radiation’ in German [37] [27].

Figure 2.8: Adapted illustration of the different x-ray energies that may be produced through
bremsstrahlung, regarding the different distances for which the incident electrons (1,2 and 3)
approach the atom’s nucleus [27].

This interaction of electrons with the atomic nuclei is weak at relatively large dis-

tances given that the Coulombic force is proportional to the inverse of the square of the

distance and therefore producing low x-ray energies. As the distance gets smaller, the

forces interacting on the electron increases, causing greater deceleration and therefore
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producing higher x-ray energies, as shown in Figure 2.8. The highest x-ray energies are

produced when the electron and atomic nuclei are the closest (or when impact occurs),

however these close interaction has a very low probability of occurring and therefore the

number of high energetic photons produced is very low. [27].

The produced x-rays can have energies that range from zero up to, and including,

the entire energy the deflected electron had, originating a continuous spectrum that

will cover that same range of energies. Usually the bremsstrahlung spectrum is filtered,

this is, there’s a removal of the less energetic x-rays when the beam goes through ma-

terials which are inherent to the x-ray tube (e.g., the tube’s glass window) or through

purposefully placed materials in order to adjust the spectrum to the wanted energies

(e.g., aluminum or copper sheets) [27]. A bremsstrahlung spectrum can be seen as the

probability distribution of x-ray photons as a function of the energies for those same

photons as shown in Figure 2.9, where the highest x-ray energy is determined by the peak

voltage (kVp), as mentioned in section 2.2.1 X-ray tubes [37] [27].

Figure 2.9: Adapted illustration of a filtered bremsstrahlung spectrum plot, for a 90kVp opera-
tional voltage [27].

The probability of bremsstrahlung emission is proportional to the atomic number of

the absorber, which is given by the value Z2 but it is inversely proportional to the square

of the mass of the incident particle, this is, Z2/m2. Therefore the higher the material’s

atomic number, such as tungsten (Z = 74), the higher the probability of bremsstrahlung.

Due to the high influence of the incident particle’s mass, heavier charged particles (e.g.,

protons and alpha particles) have less than one millionth of the probability electrons have

of bremsstrahlung production [37]. The majority of the x-rays used for medical imaging

are produced through bremsstrahlung given that the x-ray tubes uses electrons as the

interacting particle and usually uses tungsten, molybdenum or rhodium as the anode, as

previously seen in section 2.2.1 X-ray tubes [37] [27].
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2.2.3 Interaction of photons with matter

The interaction of the x-rays with matter as it leaves the x-ray tube and encounters

tissue, for medical imaging purposes will be discussed in this section. In order to generate

a medical image in radiology, there must be an interaction of some kind of energy with

the body, which means that this energy must also be capable of penetrating tissues. In

diagnostic radiology (e.g., mammography and CT), one kind of energy used are x-rays.

As the x-rays pass through the body and are detected, they will contain information

regarding the internal anatomy, due to interactions with the various tissues in it’s path.

Therefore, when using x-rays, there’s always a compromise between the dose delivered to

the patient and the image quality, given that for relatively higher x-ray energies, which

leads to higher dose delivered to patient, better x-ray images can be developed [27].

Photons are electrically neutral and do not steadily lose energy as they penetrate

matter, like charged particles do. Therefore, they can travel relatively long distances

before interacting with an atom. The distance that a given photon can penetrate matter

is dictated statistically by a probability of interaction per unit distance traveled, which

depends on the properties of the matter traversed and on the photon energy. When the

photon interacts, it might be absorbed or it might be scattered, changing its direction,

with or without energy loss [39].

There are four main types of photon interactions with matter: Rayleigh Scattering,

Compton Scattering, Photoelectric Effect, and Pair Production. Rayleigh Scattering, Comp-

ton Scattering and Photoelectric Effect will be discussed in the following sections 2.2.3.1,

2.2.3.2 and 2.2.3.3, respectively. Pair Production won’t be addressed since it’s an interac-

tion that only occurs with very high energy photons (exceeding 1.02 MeV), which isn’t in

the diagnostic radiology range.

2.2.3.1 Rayleigh Scattering

Rayleigh scattering or Coherent scattering is an interaction in which the incident

photon’s energy is absorbed by an atom and immediately released again in a form of a

new photon with the same energy but traveling in a different direction. Therefore it is a

non-ionizing interaction and it mainly occurs with very low energy photons (<30 keV).

The lower the energy, the higher the scattering angle. In the diagnostic energy range

this interaction has a very low probability of occurring. In soft tissue, Rayleigh scatter

accounts for less than 5% of photon interactions above 70 keV and at most only accounts

for about 10% of interactions at 30 keV. However, for mammography, the energy is lower

(15-30 keV) and Rayleigh scatter cannot be neglected [34] [27].

2.2.3.2 Compton Scattering

Compton scattering is an interaction in which the incident photon leads to the ejec-

tion of an electron, most likely from an outer electronic shell (usually the valence-shell).
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It’s the predominant interaction of x-rays photons with tissue, regarding the diagnostic

energy range of 30 to 80 keV [27] [38]. After the interaction, an electron is ejected from

the atom and the scattered photon, not only is deflected with an angle of θ from it’s

original path but is also left with a lower energy, as shown in Figure 2.10.

Figure 2.10: Adapted illustration of the compton scattering interaction in which an electron
from the atom’s outer shell is ejected due to an incident photon (on the left) and the photon is
then scattered at an angle θ regarding it’s initial trajectory (on the right) [38].

Both energy and momentum must be conserved, as with all types of interactions, and

therefore the variation in the photons’ wavelength (energy) can be determined by the

following equation:

∆λ =
h
mc

(1− cosθ) (2.5)

where h is the Planck constant (h = 6.626 × 10−34 J.s), m is the mass of the electron, c
is the speed of light in vacuum (c = 3 × 108 m/s) and θ is the photon’s scattering angle,

regarding its initial trajectory [38]. Also, the energy variation (∆E) involved in Compton

scattering can be calculated by:

∆E = E0 −Esc =
hc
λ0
− hc
λsc

(2.6)

where E0 is the energy of the incident photon, Esc is the energy of the scattered photon,

λ0 is the wavelength of the incident photon and λsc is the wavelength of the scattered

photon [38]. Therefore, the energy of the scattered photon can be easily determined by

converting the previous equation 2.6, resulting in:

Esc =
E0

1 + ( E0
mc2 )(1− cosθ)

(2.7)

where mc2 = 511 keV [38].

For higher incident photon energies, not only do the angles for which the scattered

photons and emitted electrons decrease (making these photons more likely to reach the

detector) but also the majority of the energy is transferred to the scattered electron. For

instance, when E0 = 100 keV and θ = 60°, the scattered photon energy (Esc) is 90% of

the E0 but only 17% when E0 = 5 MeV. When Compton scattering occurs for lower x-ray

energies (i.e., x-ray energy of 20 to 80 keV), the majority of the incident photon energy is

transferred to the scattered photon. For instance, when E0 = 80 keV the minimum energy

18



2.2. X-RAY RADIATION

of Esc is 61 keV, allowing scattered photons to have relatively high energies and tissue

penetrability. The detection of these scattered photons isn’t favorable to the production

of medical imaging for these photons result in the degradation of the image contrast. The

probability of occurring Compton interactions depends not only on the energy of the

incident photon, but also on the electron density, this is, the number of electrons per

gram density, of the absorber. Nevertheless, hydrogenous materials, such as adipose

tissue, have higher probability of Compton scattering than anhydrogenous materials of

equal mass. This is due to the absence of neutrons in the hydrogen atom, which results

in an approximate doubling of the electron density [27].

The Compton scatter linear attenuation coefficient is proportional to:

µCompton ∝ ρN
Z
A

(2.8)

where ρ is the mass density of the tissue in a voxel, N is Avogadro’s number (6.023×1023),

Z is the atomic number and A is the atomic mass. The primary constituents of soft tissue

are carbon, hydrogen, oxygen and nitrogen, and the ratio Z/A for all these elements is 1/2,

with exception to hydrogen, which is 1. This leads to the conclusion that hydrogenous

tissues, such as adipose tissue would have higher µCompton, however this doesn’t apply in

reality, given that the range of fluctuation in hydrogen content in tissues is small and the

lower density of adipose (ρ ≈ 0.94 g.cm-3) compared to soft tissue (ρ ≈ 1 g.cm-3), tends to

dominate the equation 2.8, when differentiating soft tissue and adipose tissue. Therefore,

adipose tissue appears darker (has lower µCompton) than soft tissue [27].

2.2.3.3 Photoelectric Effect

The photoelectric effect is an interaction in which the incident photon’s energy is

totally transferred to an electron, resulting in it’s ejection with a certain kinetic energy.

Part of the incident photon’s energy is used to overcome the electron’s binding energy

(ionizing the atom), and the rest of the energy is transferred to the photoelectron as kinetic

energy. The photoelectron’s energy (Epe) is given by:

Epe = Eo −Eb (2.9)

where Eo is the incident photon’s energy and Eb is the electron’s binding energy [31] [27].

Therefore, in order for photoelectric absorption to occur, the incident photon’s energy

must be greater than or equal to the electron’s binding energy. As the photoelectron is

ejected, a vacancy in the inner shell, from which it was emitted, is created. This vacancy

is rapidly filled by an electron from an outer shell, originating another vacancy that

consequently will be filled by another electron from an outer shell. Hence originating an

electron cascade from outer to inner shells. The energy from the difference in binding

energies can be released as characteristic x-rays or as Auger1 electron emission. However,

1Energy is transferred to an orbital electron in the same shell as the cascade electron, hence ejecting it.
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if characteristic x-rays are emitted, they have very low energies (a few keV) and are

absorbed by the surrounding tissue, making it impossible to reach the image detector.

In the other hand, if Auger electron emission occurs, it will also be absorbed by the

surrounding tissue. Therefore photoelectric interaction is advantageous due to the lack

of scattered photons, which would degrade the medical image, providing a reduction of

the contrast in the x-ray images [27] [38].

The probability of photoelectric interaction (Ppe) occurring is proportional to:

Ppe ∝ ρ
Z3
ef f

E3 (2.10)

where ρ is the tissue density, Zef f is the effective atomic number and E is the energy

of the incident photon [38]. The effective atomic number and relative densities of the

main compounds for which x-rays interact, regarding medical imaging purposes, are

shown in Table 2.1. Therefore, based on the equation 2.10, for low energy x-rays, the

photoelectric effect produces high contrast between bone (high attenuation) and soft

tissue (low attenuation), but for high energy x-rays the contrast is decreased [38].

Table 2.1: The effective atomic number (Zef f ) and relative densities (ρ) of the main compounds
found in the human body, which are: tissue, lipid and bone [38].

Tissue Lipid Bone
Zef f ∼ 7.4 ∼ 6.9 ∼ 13.8
ρ 1 0.9 1.85

Nevertheless, issues regarding image contrast, image quality and image reconstruction

will be further discussed and explained in section 2.3 Medical Image Reconstruction.

When dealing with low energies (less than about 30 to 40 keV), the photoelectric

effect prevails over compton scattering. Given that the effective atomic number Zef f
(which is the average atomic number calculated for a compound or mixture) for bone is

approximately twice of the Zef f for tissue, there is far more attenuation in bone than

in tissue, and excellent tissue contrast [38] [27]. However, for higher x-ray energies, the

contribution from Compton scattering becomes more important, and therefore, contrast

drops as described further in section 2.2.4 X-ray linear and mass attenuation coefficients
[38].

2.2.4 X-ray linear and mass attenuation coefficients

Attenuation is the process for which an x-ray beam loses photons as it passes through

matter [27]. As previously mentioned, in the diagnostic energy range, there are two

main processes of photon interactions: being absorbed (Photoelectric Effect) or scattered

(Compton Scattering). Therefore, these are the two main causes of attenuation.

The linear attenuation coefficient (µ) is the fraction of photons removed from a mo-

noenergetic2 x-ray beam per unit thickness of material it’s passing through, and it’s units
2A beam containing a single quantum energy.
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is inverse centimeters (cm-1). For a beam with N incident photons, passing through a

material with thickness ∆x, the number of removed photons n is given by the following

equation [27] [38]:

n = µN∆x (2.11)

In other words, the number of photons attenuated depends on the thickness of the ab-

sorber and a "constant of proportionality"which is determined by the homogeneous prop-

erties of the absorber which will differ for different types of radiation and materials. This

constant µ is known as linear attenuation coefficient and is given by:

µ =
∆N
∆x

(2.12)

where ∆N is the variation in the number of transmitted photons [40].

However for a larger thickness, it would require multiple calculations using several

small thickness material ∆x, and therefore, in order to simplify this process an alternative

calculus can be applied. The attenuation of a monoenergetic photon beam, striking a

given material with thickness x, has been experimentally determined to be an exponential

process. Therefore the correlation between the number of incident photons N0 and the

number of transmitted photons N , is given by [27] [38]:

N =N0e
−µx (2.13)

The linear attenuation coefficient is the sum of the individual contributions from each

type of interaction, and given that for diagnostic energies only Photoelectric interaction

and Compton Scatter contribute to energy transfer, µ is given by [27]:

µ = µphotoelectric ef f ect +µcompton scatter (2.14)

The linear attenuation coefficient for soft tissue ranges from approximately 0.35 to

0.16 cm-1 for photon energies of 30 to 100 keV. For a given thickness of material, the

probability of interaction depends on the number of atoms the x-rays encounter per unit

distance, therefore the density (ρ, in g.cm-3) of the material affects this number. For

example, if the density is doubled, the photons will encounter twice as many atoms per

unit distance through the material [27]. Therefore, the linear attenuation coefficient is

proportional to the density of the material, for instance:

µwater > µice > µwater vapor (2.15)

Mass attenuation coefficient (µm) is a measurement of the x-ray attenuation in matter

and it’s given by the linear attenuation coefficient µ (in units of cm-1), divided by the

density of the absorber ρ (in units of g.cm-3). The mass attenuation coefficient is then

given by µm = µ/ρ and it is expressed in units cm2.g-1 [27]. In addition to the linear and

mass attenuation coefficients, other two related attenuation coefficient are also used for

describing photon beam attenuation characteristics: the atomic attenuation coefficient,

21



CHAPTER 2. THEORETICAL CONCEPTS

which is given by aµ = µ\Na (units m2 per atom); and the electronic attenuation coefficient,

which is given by eµ = µ\Ne (units m2 per electron), given that Na is the number of atoms

per volume of the absorber and Ne is the number of electrons per volume of the absorber

[32].

Figure 2.11 shows two plots regarding the variation of the mass attenuation coefficient

in function of the x-ray energy. For low photon energies the photoelectric effect dominates

the attenuation process, however when dealing with higher photon energies and low Zef f
materials (e.g., tissue), Compton scattering dominates. For low photon energies, bone

has the higher mass attenuation coefficient. Given that the mass attenuation coefficient is

defined as µm = µ/ρ, the higher density of the bone, which is approximately 2 to 3 times

greater than adipose or soft tissue (see Table 2.1)), further increases the bone’s linear

attenuation coefficient (reminding that µ is given by the mass attenuation coefficient µ/ρ

multiplied by the density ρ). As the photon energy increases, the values of the mass

attenuation coefficient become much lower for all tissues and for energies greater than

80 keV the difference in mass attenuation coefficients between bone and soft tissue is less

than a factor of 2 [38] [27].

Figure 2.11: Adapted illustration of two plots. The one on the left is a plot regarding the
individual contributions from photoelectric attenuation and compton scatter, adding up to a net
tissue linear attenuation coefficient, represented in the plot as total (the specific data are shown
for water); the one on the right is a plot regarding the mass attenuation coefficient of lipid, muscle
and bone in function to the x-ray energy [38].

2.2.4.1 Cross-sections

A cross-sectional area is a measure of the probability of interaction of a given particle

or photon with a secondary particle or photon. For instance, considering the electronic

cross section, we can visualize the attenuation coefficient in terms of the "effective" cross

sectional area of an electron in its interactions with an incoming photon. Therefore it’s

common to refer to attenuation coefficients in terms of cross section. If an atom’s electron,

of a given material, has a certain area or cross section for interaction with a photon, then

this area multiplied by the number of electrons in a cubic centimeter of the material,
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would be the total effective area of the electrons in the cubic centimeter, and this is equal

to the electronic attenuation coefficient (eµ) [40].

2.2.5 X-ray dosimetry

In order to obtain medical images with x-ray imaging, there must be interactions of

radiation with the human body, allowing information of the internal structures to be

acquired. Dosimetry is the subject that estimates and evaluates the energy transferred by

radiation to matter.

2.2.5.1 Measurements and units in photon dosimetry

The energy that is transferred as photons strike an object, is responsible for atomic,

molecular and structural changes within that same object, which for instance in physiolog-

ical means, can result in cell death or abnormal cell proliferation (as tumors). Therefore

it is important to have dosimetric quantities and measurements for estimating and quan-

tifying this energy deposition. Dosimetry is crucial in many aspects of the application of

radiation, from diagnostic radiology to radiation protection of staff and patients [37].

In order to fully describe a radiation field, the information regarding the number of

particles N , their temporal distribution and their distributions in energy and direction is

required. Therefore, the measurement used to quantify a radiation field at a given point

P is called Fluence (Φ) and it’s basically a quantity that describes the number of particles

or photons passing through a unit cross-sectional area. Fluence is expressed in units of

cm−2 and can be calculated by:

Φ =
dN
da

(2.16)

where dN is the number of incident particles striking a unit cross-sectional area da [41].

The rate for which photons or particles pass through a unit area per unit of time, also

known as the fluence rate, is called Flux (Φ̇) and it’s given by:

Φ̇ =
Φ

dt
(2.17)

where Φ is the Fluence per unit of time dt. Flux is a useful measurement when dealing,

for instance, with a photon beam that has been irradiating for long periods of time and it

is expressed in units of cm-2.s-1 [27].

The Energy fluence (Ψ ) refers to the amount of energy passing through a unit cross-

sectional area. Therefore, for a monoenergetic beam of photons the Energy fluence is given

by:

Ψ = Φ ×E (2.18)

where Φ is the Fluence in units m-2 and E is the energy per photon (energy/photon) in

J, and therefore Ψ is expressed in units J.m-2, for it is a measurement of energy per unit

area [27].
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Nevertheless, the first measurement established to quantify an interaction of radiation

through matter, was the measurement that is associated to the ability of a photon beam

to ionize air, called Exposure, or more specifically Exposure Dose, as it was established

by the International Commission on Radiation Units and Measurements (ICRU) in 1957.

More recently an alternative measurement appeared called Kerma (K) which stands

for "kinetic energy released in matter" and it’s a more general quantity recommended for

dosimeter calibration purposes [37] [41]. Kerma is a measurement associated to the energy

transferred from those uncharged particles per unit mass of matter, with SI units of joule

per kilogram (J.kg-1) or more commonly used, gray (Gy), where 1 Gy = 1 J.kg-1 [41]. It

can be determined by the following equation:

K =
dEtr
dm

(2.19)

where dEtr is the mean sum of the initial kinetic energies of all the charged particles

liberated in a mass dm of material, as a result of the incident photon interaction on dm

[41].

However, for a monoenergetic photon beam with energy fluence Ψ and energy E,

kerma can be calculated by:

K = Ψ

(
µtr
ρo

)
E

(2.20)

where
(
µtr
ρo

)
is the Mass energy transfer coefficient and it describes the fraction of the

mass attenuation coefficient that gives rise to the initial kinetic energy of electrons in a

small volume of absorber [27].

When kerma is measured in air, it is called air kerma and it refers to the energy ab-

sorbed in a kilogram of air. In medical imaging it is common to find air kerma with units

of milligray (mGy), given that Gy is a rather large unit (1 mGy = 10−3 Gy) [37].

Nevertheless, the measurement that indicates the radiation energy imparted on a

given material, or physiological matter as an organ or tissue, is the Absorbed Dose (D)

or simply Dose. It’s the basic physical dose quantity used in radiological protection,

radiation biology, and clinical radiology and it’s determined by:

D =
dε̄
dm

(2.21)

where dε̄ is the mean energy imparted by ionizing radiation, expressed in joule (J), to

matter of mass dm, expressed in kilogram (kg), and therefore it has the same units as

kerma, i.e., joule per kilogram (J.kg-1) or gray (Gy). It’s defined to give a specific value at

any point in matter [41]. As absorbed dose is established for a specific point, in practical

applications, the absorbed doses are usually an average over a large tissue volume, like an

organ. Therefore the mean absorbed dose, DT , in a large volume, as an organ or a tissue

T is determined by:

DT =
1
mT

∫
mT

Ddm (2.22)
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wheremT is the mass of the organ or tissue, and dm is the mass element whereDT is being

calculated. And from the equation 2.22, we can obtain the following equation, given that

the mean absorbed dose DT , is equal to the ratio of the mean energy imparted (ε̄T ) to an

organ or tissue (T ) with mass mT :

DT =
ε̄T
mT

(2.23)

The unit of mean absorbed dose is also joule per kilogram (J.kg-1), or gray (Gy) [41].

Alike kerma, absorbed dose can also be related to the energy fluence Ψ of a monoen-

ergetic photon beam with energy E, by the following equation:

D = Ψ

(
µen
ρo

)
E

(2.24)

where
(
µen
ρo

)
is the Mass energy absorption coefficient. The absorbed dose describes the

fraction of the mass attenuation coefficient that accounts for the transferred energy that

is locally absorbed, therefore, particles that may escape the small volume of interest are

not accounted for [27].

Despite the fact that kerma and absorbed dose are expressed in the same units, they are

different measurements. One of the differences lies in the volume of interest for which

these quantities are measured; for kerma, the volume of interest is where energy from

uncharged particles (photons) is transferred to charged particles (electrons); for absorbed

dose, it is where the kinetic energy of charged particles is spent. For kerma, only the energy

transferred regarding uncharged particle interactions within the volume is included,

whereas absorbed dose will account for all the contributions that impart energy in the

volume of interest, even if there’s charged particles entering the volume that originated

from a radiation coming from another distant region. However, charged particles ejected

by a photon in the volume of interest may leave it, carrying away part of their kinetic

energy and this energy is included in kerma but doesn’t contribute to the absorbed dose

[37] [41].

The biological damage caused by ionizing radiation depends on the kind of radiation

in consideration. In order to take into account the effectiveness of the type of radiation in

producing biological damage, the International Commission on Radiological Protection

(ICRP) established a Radiation weighting factor (wR), as a part of an overall system for

radiation protection. Therefore, the measurement Equivalent dose (H) takes into account

the capability that different radiations have, of causing more or less biological damage,

and is given by:

HT =
∑
R

wRDT (2.25)

where HT is the equivalent dose in an organ or a tissue T , DT is the mean absorbed dose,

as we’ve seen before wR is the radiation weighting factor, for a given radiation R. The

sum is performed over all types of radiations involved [27] [41]. The units for equivalent

dose is J.kg-1 and it’s special name is sievert (Sv), where 1 Sv = 1 J.kg-1. Radiation used
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in diagnostic imaging (photons), as well as electrons that are ejected due to interactions

with the incident photons, have a wR of 1, and therefore the equivalent dose for a photon

beam is equal to the absorbed dose [27].

Just like there was a need to take into consideration the effectiveness of biological

damage according to the type of radiation, the sensitivity of biological tissues to ionizing

radiation also differs and had to be accounted for. The ICRP also established a Tissue

weighting factor (wT ) as a part of their radiation protection system to assign each partic-

ular organ or tissue T the proportion of damage from stochastic effects from irradiation.

Therefore the Effective Dose (E), introduced in 1991, in ICRP Publication 60, is the sum

of the products of the equivalent dose HT to each organ or tissue irradiated and the

corresponding weighting factor wT for those same organs or tissues [41]:

E =
∑
T

wT
∑
R

wRDT =
∑
T

wTHT (2.26)

The organs and tissues for which the tissue weighting factor values are specified,

according to the 2007 Recommendations (ICRP, 2007) are given in Table 2.2 [41].

Table 2.2: Tissue weighting factors, wT , according to the 2007 Recommendations (ICRP, 2007).

Tissue wT
∑
wT

Red bone marrow, colon, lung, stomach, breast, remainder tissues3 0.12 0.72
Gonads 0.08 0.08
Bladder, oesophagus, liver, thyroid 0.04 0.16
Endosteum4, brain, salivary glands, skin 0.01 0.04
Total 1.00

The units for effective dose is the same as for equivalent dose, that is sievert (Sv). In

medical imaging it is common to find effective and equivalent dose expressed in units

of mSv or µSv and absorbed dose in mGy or µGy, therefore wT and wR are expressed in

mSv.mGy-1 [27].

2.2.5.2 Computed Tomography Dosimetry

As CT scanners grew in complexity, there was a need to ensure dosimetry systems

to monitor the performance of such scanners. In this section, dosimetry systems for

monitoring CT scanners and the variation used for CBCT will be discussed.

A dosimeter is a device used to measure ionizing radiation. There is a variety of

dosimetric instruments [37], however we will only be addressing the one relevant for this

particular project.

Ionization chambers are a type of dosimeters used in diagnostic radiology for the

measurement of air kerma or air kerma rate and they are classified as active dosimeters,

3adrenals, extrathoracic region, gall bladder, heart, kidneys, lymphatic nodes, muscle, oral mucosa,
pancreas, prostate, small intestine, spleen, thymus, and uterus/cervix.

4bone surface.
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for the dose value is directly displayed. Some commercial dosimeters automatically

perform conversion in order to display the actual air kerma value instead of the air kerma

rate, due to internal sensors for measurement of the environmental temperature and

pressure, and therefore perform the corrections for the air density automatically.

Ionization chambers are the standard instruments used for diagnostic radiology dosime-

try as they are used for measurements involving scatter radiation (e.g., patient exit dose)

and CT phantom measurements. A ionization chamber is an air filled chamber, when

exposed to ionizing radiation, the air contained within the chamber is ionized, and there-

fore, charges are liberated and collected by an existing electric field, which is formed by

a polarizing voltage across two electrodes present in the chamber. The increase in the

current is measured by an electrometer5, which is used to calculate the increased charge

(dq = idt units in Coulomb) and then multiplied by the mean energy required to produce

an ion pair in dry air (W̄ = 33,97 eV/ion pair = 33,97 J.C-1), therefore resulting in the

energy transferred dEtr for calculating the air kerma (see equation 2.19). The cylindrical

(pencil) type ionization chamber is a cylindrical ionization chamber, resembling a pencil,

therefore it is also known as pencil ionization chamber, however there are several sizes

and they vary in their active volumes, which range between 0.1 and 1 cm3. They usually

have an internal length not greater than 25 mm and an internal diameter not greater than

7 mm. The wall material is of low atomic number with thickness of less than 0.1 g.cm-2

and it has an aluminum central electrode of about 1mm to ensure energy dependence [30]

[37]. However, CT and CBCT dosimetry systems are described in the following points:

• CT Dosimetry: The main dosimetry system for monitoring and evaluating dose per-

formance in CT scans is the Computed Tomography Dose Index (CTDI). It’s an index
or indicator of the dose received by a patient undergoing a CT scan. Throughout

the years it has suffered modifications and not only was enhanced and established

as the standard dosimetry method for CT scans, but also has differentiated into new

approaches in order to address new variations of the standard CT scanner (e.g., dose

descriptor for CBCT) [27].

The CTDI100 characterizes a CT scanner by integrating a dose profile resulting

from a single axial rotation [42]. For this, dose measurements are performed within

standard Polymethyl Methacrylate (PMMA) phantoms, which is previously set up

at the isocenter6, parallel to the rotation axis. By inserting a standard cylindrical

(pencil) ionization chamber with an active length of 100 mm, into the central axis

and the four peripheral positions, dose measurements are acquired [43] [27]. The

CTDI100 requires integration of the radiation dose profile from a single axial scan

over specific integration limits, and therefore it’s defined as:

CTDI100 =
1

N × T

∫ 50mm

−50mm
D(z)dz (2.27)

5Device for measuring small currents of the order of 10−9 A [30].
6Center of rotation of the CT gantry.
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where the integration limits are ±50 mm, which corresponds to the 100 mm active

length of the pencil ionization chamber, N is the number of slices obtained in a

single axial scan, T is the nominal width of a single slice, and D(z) is the dose

profile along the axis of a single axial rotation [43] [22].

There are two standard PMMA dosimetry phantoms, although both are 150 mm

long, the adult body phantom has 32 cm of diameter and the adult head phantom

has 16 cm as shown in Figure 2.12. Although only one peripheral hole is represented

Figure 2.12: Adapted illustration of both standard PMMA dosimetry phantoms: the adult body
phantom with 32 cm of diameter along with the illustration of the insertion of a pencil ionization
chamber in a peripheral position (on the left); and the adult head phantom with 16 cm of diameter
(on the right) [27].

in each phantom in Figure 2.12, they both have three more peripheral holes each,

meaning each phantom has a total of four peripheral holes that are positioned 1 cm

below the phantom’s surface and 90 degrees apart. The head phantom also serves

as pediatric body phantom [27].

• CBCT Dosimetry: A dosimetry method for monitoring and evaluating the dose

delivered to a patient undergoing a CBCT scan, hasn’t yet been established. There

are drawbacks by using the CTDI100 as a dosimetry system for CBCT scanners, due

to the x-ray beam of a CBCT scan being sometimes wider than the active length of

the 100 mm pencil ionization chamber and wider than the standard 150 mm long

standard PMMA phantoms and several approaches have been proposed to overcome

these drawbacks. One of these approaches state that the CTDI100 for CBCT scan is

given by:

CTDI100 =
1
W

∫ 50mm

−50mm
D(z)dz (2.28)

where W is the nominal beam width of the scan and is used instead of N.T , given

that in a CBCT scan, the Region Of Interest (ROI) is scanned with a single detector

and single a rotation [43].

However, the pencil ionization chamber, of active length l, is not in fact measuring

air kerma, but rather the integral of a single rotation dose profileD(z), and therefore

the measured value, referred to as "meter reading"is in fact the average air kerma
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over the chamber length l. The meter reading is then calculated by:

MeterReading =
1
f × l

∫ l/2

−l/2
D(z)dz (2.29)

where f is the f-factor [22]. When an ion chamber measurement is given in air

kerma (mGy), the f-factor used depends on the material which is irradiated:

– 1.06 mGy/mGy for dose to tissue;

– 1.00 mGy/mGy for dose to air;

– 0.90 mGy/mGy for dose to PMMA [22].

Another dosimetry measurement used is a weightedCTDI100 (CTDIW ) which takes

into account the dose variation within the phantom, and is defined by:

CTDIW =
1
3
CTDI100,c +

2
3
CTDI100,p (2.30)

where CTDI100,c is measured at the center of the phantom and CTDI100,p is calcu-

lated as an average of the four measurements taken at the peripheral positions of

the PMMA phantom [43].

2.2.5.3 Monte Carlo Computation

Monte Carlo (MC) is a computational technique used in x-ray dosimetry, with refer-

ence to the stochastic nature of gambling in the Principality of Monaco, Monte Carlo. MC

calculations use computer simulation to study the dose deposition during x-ray exposure

and are a strong alternative to experimental calculations in many areas of research, such

as diagnostic and medical physics [27]. Computer programs, also known as MC codes,

produce random probabilistic values which then produce a probability distribution based

on these values. MC simulations compute a three-dimensional dose distribution based

on the known physics of x-ray interactions as a function of the x-ray angle, energy, the

geometrical model (including the simulated patient, or computational phantom, referred

to further on in this section) and the random number generated. It first simulates the

random emissions of the photons or particles, with the established energy and direction.

The interactions and path of the radiation in the irradiated geometry are simulated by

randomly choosing, from appropriate probability distributions, the values of the energy,

direction, and path for those same particles or photons. Based on the physics of the inter-

actions the particle’s or photon’s fate are determined by comparing interaction probabili-

ties for every geometrical ROI. This rather extensive process is repeated for an extremely

large number of particles (depending on the number of simulated particles - number of

histories simulated) and each particle or photon is tracked in the 3D anatomical model

and ends when it’s absorbed, leaves the ROI or no longer has sufficient kinetic energy to

be of interest [27] [41] [44]. Given that photons deposit energy primarily through photo-

electric effect and compton scattering (regarding energies used in diagnostic radiology as
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mentioned in section 2.2.3), the probability of a photon interaction occurring within an

organ or tissue is determined by the cross section (discussed in 2.2.4.1), which depends

on the photon beam energy (hν), the tissue electron density and the tissue chemical com-

position (Zef f and ρ). Despite the fact that several numerical computational methods,

including finite difference, finite element, discrete ordinates and MC, are able of solving

radiation problems, described by various differential, integral, and integro-differential

equations, only MC methods are able of accounting for all aspects of particle interactions

within a three-dimensional computational phantom [44].

Given the rise of computer power in the last few years, the use of MC methods for dose

estimation has increased as well as the simulations complexity, allowing many simulated

photons or particles to be performed (typically 106 to 108), which reduces statistical un-

certainty in the computation [27]. The statistical uncertainty can be constrained to be less

than 1%, which is often more precise than experimental results from physical phantoms

using a dosimeter (regarding absorbed dose). However, experiments performed with

physical phantoms are needed to validate the MC calculations [44]. There are several

MC code systems used to simulate radiation transport (e.g., MCNPX - Monte Carlo N-

Particle eXtended [45], EGS - Electron-Gamma-Shower [46], PHITS - Particle and Heavy

Ion Transport code System [47]), nevertheless we will only refer to the code used in this

particular project, the PENetration and Energy Loss Of Positrons and Electrons (PENE-

LOPE) [48], which is a code system for MC simulation of electron and photon transport.

Despite the fact that in the PENELOPE acronym there’s no reference to photons, this is

due to photon simulations only being introduced into the code system later on [49]. The

main program used for PENELOPE is penEasy, which is general-purpose, well structured,

main program that includes several source models, tallies, variance reduction techniques

and the possibility of combining quadric and voxelised7 geometries [50].

As previously mentioned there are different dosimetric quantities used to calculate

and measure the energy deposition, however, the quantities equivalent dose and effective
dose aren’t directly measurable. The evaluation of the equivalent dose and effective dose

is based on the use of computational models or phantoms [41]. Various anatomically

realistic models (Voxel Phantoms8) were developed throughout the years since the early

1980s. Thanks to computational power and medical imaging (CT and MRI) evolution,

a series of so called voxel phantoms were constructed. A total of 84 phantoms were de-

veloped throughout the years, varying in their complexity, size, age specific, gender, and

consisting of a whole-body or only parts (e.g., only torso and head). In the past the ICRP

didn’t specify a particular phantom, however, nowadays ICRP and ICRU adopted the

adult male and female reference computational phantoms as the phantoms for computa-

tion of the ICRP/ICRU reference conversion coefficients and the calculation of organ and

tissue absorbed doses [44].

The reference computational models are digital three-dimensional representations of

7Composed by voxels.
8The phantoms are composed of small three-dimensional volume elements.
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the human anatomy based on computed tomographic data, however their organ volumes

and tissue densities have been adjusted in order to approximate the reference organ

masses to the data on Reference Male and Female referenced in ICRP Publication 89 (ICRP,
2002), and therefore these models are computational representations of the Reference

Male and Reference Female [51] [52] [53] [41]. Figure 2.13 shows frontal views of the

male and female reference computational phantoms.

Figure 2.13: Adapted illustration of both adult male and female reference computational phan-
toms, based on earlier work [44].

Both reference computational phantoms contain all target regions relevant for study-

ing human exposure to ionizing radiation and are extensively described in ICRP Publi-
cation 110 (ICRP, 2009) [53], however we will only refer to the adult female reference

computational phantom from now on, for it is the one relevant for this project in particu-

lar.

The adult female reference computational phantom is composed of approximately

3.89 million tissue voxels (excluding the voxels representing the surrounding vacuum),

each with a slice thickness of 4.84 mm, which corresponds to the voxel height, and voxel

depth and width of 1.775 mm, corresponding to a voxel volume of approximately 15,25

mm3. The body height and mass are 1.63 m and 60 kg, and it has 346 slices. The number

of individually segmented structures is 136, and 53 different tissue compositions have

been assigned to them, as described in Annex I [41] [53].

2.3 Medical Image Reconstruction

In this chapter we will approach the physics that underlay medical image reconstruc-

tion using CT scans. Medical imaging is an important tool in screening and diagnosing

diseases, therefore the better the image quality, the more accurate the diagnosis.

The reconstruction process of CT scans is basically the process of converting raw

acquired data into a series of CT images, usually reconstructed into a series of axial

images. Each axial image is a 2D image made of a matrix of pixels9, however these pixels

9Picture elements.
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correspond in reality to a 3D cross section of the body. Therefore a 2D pixel corresponds

in reality to a 3D voxel with dimensions of length and height of ∆x,∆y and width of ∆z,

as shown in Figure 2.14.

Figure 2.14: Adapted illustration of an axial CT image showing the correlation between a voxel
and a pixel [27].

However, the process of obtaining the reconstructed axial CT images isn’t as trivial as

one may think.

As we’ve seen in section 2.2.4 X-ray linear and mass attenuation coefficients with the

equation 2.13, there’s a correlation between the linear attenuation coefficient, the incident

x-ray beam and the thickness of the absorber. If we have a heterogeneous sample of

material (e.g., the human body), we should replace the attenuation coefficient in the

equation 2.13 with the integral of the attenuation coefficient over the path through which

the radiation passes. For a one-dimensional path, the equation obtained is:

I = I0 e
−
∫ x

0
µ(x) dx (2.31)

where I0 is the initial x-ray intensity, I is the x-ray intensity after traveling a distance of

x through the human body and µ(x) is the function defining the attenuation coefficient

distribution along the path of the radiation, as shown in Figure 2.15.

Figure 2.15: Adapted illustration of a schematic showing the attenuation coefficient distribution
along the x-ray beam path [54].
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By determining µ(x), it is possible to define the spacial structures within the human

body in terms of the ability of its individual layers to attenuate radiation. It’s possible

to distinguish the body tissues in a tomographic image, given that the different tissues

and organs are characterized by the distinct properties of their constituent elements and

compounds (e.g., water, calcium, sodium) [31].

2.3.1 Radon Transform

To understand the physical processes involved in the x-ray imaging technique, we

must first analyze the equation 2.31 from the point of view of the transmission of an

x-ray beam, where µ(x) is the function defining the spacial distribution of the attenuation

coefficient in the sample the radiation went through. It is the knowledge of this spacial

distribution of the attenuation coefficient that makes it possible to obtain an image of the

arrangement of the organs and tissues within the body and therefore diagnose a possible

injury. By applying the logarithm to both sides of the equation 2.31, we obtain [31]:

ln
( I0
I

)
=

∫ x

0
µ(x) dx (2.32)

Despite nowadays CT scanners use fan-beam geometries, and CBCT use cone-beam

geometries, we will adopt a parallel-beam geometry, as shown in Figure 2.16, for it is

more intuitive for the understanding of the reconstruction techniques and mathematically

simpler.

Figure 2.16: Adapted illustration of two different beam geometry. A parallel-beam geometry is
represented in a), as for b) represents a fan-beam geometry [55].

Therefore, with the parallel-beam geometry, for each position S of the source, the

x-ray beams travel parallel to each other and they all strike the detector perpendicularly,

originating a projection, which is the image produced on the detector by the transmitted

x-rays, after these have passed through the patient’s body. Figure 2.17 shows how each

acquired data, regarding the attenuation coefficient along the path of the incident x-ray,

gives form to a projection acquired at a given angle θ. This data is given by a function

p(s,θ) that depends on the angle θ, which is the angle for the projection acquisition,

and s which is the distance from the center of rotation to the path through which each

x-ray beam passed through, and f (x,y) is the function that describes the object through

the coordinates (x,y) [31] [57]. In this case a new coordinate system (s,u) is defined, by
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Figure 2.17: Adapted illustration of the acquisition of a projection, specifying the data acquisi-
tion p(s,θ), as a result of a given ray passing through an object f (x,y) [56].

rotating (x,y) over the angle θ, giving the following transformation formulas [34]:su
 =

 cosθ sinθ

−sinθ cosθ

xy
xy

 =

cosθ −sinθ

sinθ cosθ

su


(2.33)

When θ assumes a fixed value, the measured intensity profile as a functions of s is

given by:

Iθ(s) = I0 e
−
∫
Ls,θ

µ(x,y) du
(2.34)

= I0 e
−
∫
Ls,θ

µ (s.cosθ−u.sinθ,s.sinθ+u.cosθ) du

where Ls,θ is the line that makes an angle θ with the y-axis at a distance s, in other words,

it is the trajectory through which the ray passed through. Each intensity profile can be

converted into an attenuation profile, therefore:

pθ(s) = − ln
Iθ(s)
I0

(2.35)

=
∫
Ls,θ

µ (s.cosθ −u.sinθ,s.sinθ +u.cosθ) du

where pθ(s) is the projection of the function µ(x,y) along the fixed angle θ that can assume

values from 0 to 2π [34].

Consequently, various projections p(s,θ) for the various angles θ are acquired and

by stacking all these projections, we obtain a 2D data-set of p(s,θ) called sinogram, as

shown in Figure 2.18. The transformation of any function f (x,y) into its sinogram p(s,θ),

in mathematics is called the Radon transform. Essentially it’s given by the equation 2.35,

however, formally structured for any function f (x,y), it takes the following form [34]

[57]:

p(s,θ) = R{f (x,y)} (2.36)

=
∫ ∞
−∞
f (s.cosθ −u.sinθ,s.sinθ +u.cosθ) du
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Figure 2.18: Adapted illustration of a sinogram, which is a 2D data-set p(s,θ) [34].

for −∞ < s <∞ , 0 6 θ < π.

2.3.1.1 Sinogram

As previously mentioned a sinogram is the result of the Radon transform when ap-

plied to any function f (x,y) describing any object. A sinogram is essentially a 2D data-set

p(s,θ) obtained through the stacking of all the projections pθ(s) acquired for all angles

θ. For instance, the Figure 2.19 shows how a sinogram is obtained. As the x-rays pass

through the object, represented as a red dot, a projection is obtained and the data regard-

ing the attenuation coefficient distribution along the path of the radiation is stored in the

location represented by a white square. This process is repeated for different angles of

Figure 2.19: Adapted illustration of an schematic describing in simple terms, the formation of a
sinogram, showing the stacking of all the projections pθ(s) acquired [58].

θ as shown in 1, 2 and 3. The sinogram is then obtained when the projections, in this

case for θ = {0,45,90}, as shown by the white squares, which start to assume a sinusoidal

shape, explaining the origin of the name sinogram [34] [38].

2.3.2 Backprojection

Given the sinogram p(s,θ), the goal is to obtain the distribution µ(x,y), or, more

precisely the function f (x,y). Previously it was shown that to produce projection values,
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knowing the content of the image, the straightforward process of forward projection is

used. The reverse problem, computing the image matrix from the projections values, can

be solved by backprojection. This is, considering an x-ray path (s,θ) that has a value of

p(s,θ), by assigning a value to each point (x,y) along that path, and repeating this process

for θ ranging from 0 to π, it is possible to know what value is attributed to each value of

the image matrix. Mathematically, backprojection is given by:

b(x,y) = B{p(s,θ)} (2.37)

=
∫ π

0
p (x.cosθ + y.sinθ,θ) dθ

However, the measured projections are simply smeared back into the image matrix to

compute the backprojection image, resulting in a blurred image, when compared to the

original. The discrete version of the backprojection is given by:

b(xi , yi) = B{p(sn,θm)} (2.38)

=
M∑
m=1

p (xi .cosθm + yj .sinθm,θm)∆θ

Nevertheless, the values (xi cosθm + yj sinθm) generally do not coincide with the discrete

positions sn, as shown in Figure 2.20, and therefore Interpolation is required. The inter-

Figure 2.20: Adapted illustration showing that the discrete positions on the detector doesn’t
coincide with the line (s,θ). Therefore the intersection of the beam’s path (s,θ) with the detector
is computed and the corresponding projection value is calculated by interpolation between its
neighboring measured values [34].

section of the line (s,θ) (given by beam’s path), with the detector array is then computed,

and the corresponding projection value is calculated by interpolation between its neigh-

boring measured values [34] [27].

Reconstructing an image using backprojection will result in a characteristic 1/r blur-

ring of the image, where r is the distance of a given point P , located on the line (s,θ), to

the center of rotation of the object as shown in Figure 2.17. This can be corrected apply-

ing a mathematical filtering operation, which will be discussed in section 2.3.3 Filtered
Backprojection [27] [57].
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2.3.2.1 Interpolation Methods

Interpolation is a mathematical process of using known data to estimate values at

unknown locations. There are various interpolation methods, however we will only

address the Linear and Cubic interpolation method, for they were the most relevant for

this project.

• Linear Interpolation: For this interpolation method, the values considered to be

the four nearest neighbors are used in the calculations to estimate the desired value.

If (x,y) correspond to the position to which the value v(x,y) is to be estimated, the

linear interpolation is given by:

v(x,y) = ax+ by + cxy + d

where,a, b, c and d are four coefficients determined from the four equations in four

unknowns that can be written using the four nearest neighbors of point (x,y) [59];

• Cubic Interpolation: This interpolation method is very similar to the previous

one, however it has a higher complexity given that it involves the sixteen nearest

neighbors of a point. The value v(x,y), is estimated by:

v(x,y) =
3∑
i=0

3∑
j=0

aijx
iyj

where the sixteen coefficients are determined from the sixteen equations in sixteen

unknowns that can be written using the sixteen nearest neighbors of point (x,y)

[59].

2.3.3 Filtered Backprojection

The process of backprojection has an inherent problem resulting in the 1/r blur func-

tion as previously mentioned, however this effect can be reduced by applying an ap-

propriate filter function to each projection before backprojection and it’s applied via

convolution10 [34].

Mathematically speaking, the function f (x,y) can be reconstructed by backproject-

ing p∗(s,θ), which is the inverse 1D Fourier Transform with respect to k of P ∗(k,θ). The

function P ∗(k,θ) is obtained by multiplying P (k,θ) by the filter function h(s) which is rep-

resented as H(k) in the Fourier domain. This explains the name Filtered Backprojection

(FBP). Given that the mathematical process of convolution is computationally intensive

and time consuming, the filtered backprojection is carried out in the spatial frequency

domain (also known as Fourier domain), using fast Fourier transform methods. A mul-

tiplication in the Fourier domain corresponds to a convolution in the original domain

(also called spatial domain) and a multiplication is much less time consuming than a

convolution [34] [38] [57]. Therefore the reconstruction scheme is given by [34]:
10Is an integral calculus procedure that mathematically describes the effect of the blurring process [27].
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1. Filter the sinogram p(s,θ):

∀θ p∗θ(s) = pθ(s) ∗ h(s), or (2.39)

P ∗θ(k) = Pθ(k) ·H(k) (2.40)

2. Backproject the filtered sinogram p∗(s,θ) [34]:

f (x,y) =
∫ π

0
p∗(x cosθ + y sinθ, θ) dθ (2.41)

The filter applied can differ according to the image it’s applied to. A ramp filter or also

known as Ram-Lak filter |k|, isn’t the most useful filter due to it’s divergent properties.

Given that for discrete projection data, the useful Fourier content is limited to frequencies

smaller than kmax, the Ram-Lak filter |k| is limited to those frequencies and cut off at kmax.

This filter is the result of the difference between a block and a triangle function as shown

in Figure 2.21 [34]. However this filter is very sensitive to the noise in the projections,

Figure 2.21: Adapted illustration of three filter plots. (a)Ram-Lak filter, which results from the
difference between a block function (b) and a triangle function (c) [34].

due to the high frequencies it doesn’t cut off. Therefore, other filters are also often used

to suppress these high frequencies. Table 2.3 lists other filters frequently used. and how

these filters are obtained from the Ram-Lak filter, and Figure 2.22 shows the different

functions of the filters and how these filters cut-off high frequencies when applied. For

the filters Hamming and Hanning, they are given by [34] [60]:

H(k) =


α + (1−α)cos

(
π k
kmax

)
for |k| < kmax

0 for |k| > kmax
(2.42)

2.3.4 Inverse Radon Transform

Another way to solve the problem of obtaining the distribution µ(x,y), or, more pre-

cisely the function f (x,y) from the sinogram p(s,θ) is by inverting the process of Radon
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Figure 2.22: Adapted illustration of the filters: (a) Ram-Lak (b) Shepp-Logan (c) Cosine and (d)
Hamming [61].

Table 2.3: Filters used for frequency domain filtering following a description of how they are
obtained [60].

Filter Description
Shepp-Logan Multiplies the Ram-Lak filter by a sinc11 function.
Cosine Multiplies the Ram-Lak filter by a cosine function.
Hamming Multiplies the Ram-Lak filter by a window with α = 0.54.
Hanning Multiplies the Ram-Lak filter by a window with α = 0.5.

transform, therefore a mathematical equation for the inverse Radon transform is needed:

f (x,y) = R−1{p(s,θ)} (2.43)

A solution to this is by the Projection Theorem, also known as central slice theorem.

Given F(kx, ky) which is the 2D Fourier Transform (FT) of f (x,y), described by:

F(kx, ky) =
∫ ∞
−∞

∫ ∞
−∞

f (x,y) e−2πi(kxx+kyy) dx dy (2.44)

and Pθ(k) the 1D FT of pθ(s)

pθ(k) =
∫ ∞
−∞

pθ(s)e−2πi(k.r) (2.45)

for which θ is variable, and then Pθ(k) becomes a 2D function P (k,θ). The projection

theorem states that:

P (k,θ) = F(kx, ky) (2.46)

with


kx = k .cosθ

ky = k .sinθ

k =
√
k2
x + k2

y

(2.47)

this is, the 1D FT with respect to variable s of the Radon transform of a 2D function is

the 2D FT of that function. Therefore, based on all the projections pθ(s), 0 < θ < π, it’s

possible to obtain f (x,y) for each point (x,y) [34] [27].

11The Fourier transform of a rectangular function is a sinc function [57].
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2.3.5 Image Quality

After a medical image is yielded, it’s important to access image quality in terms

of determining how well it conveys anatomical and/or functional information to the

physician, contributing to an accurate diagnosis, for the accuracy of a clinical diagnosis

depends critically upon image quality. However diagnostic medical images involving

ionizing radiation require important trade-offs in which image quality is not necessarily

maximized, but rather optimized to assess in the diagnostic task. In order to evaluate

in a quantitative manner a medical image, the three most important criteria to take into

account are: spatial resolution, Signal-to-Noise Ratio (SNR) and Contrast-to-Noise Ratio

(CNR). However, in the following section we will only address CNR for it is the only

measurement for assessing image quality relevant for this project [27][38].

2.3.5.1 Contrast-to-noise ratio

Although the SNR of a given image might be very high, it’s only diagnostically useful

if it has a CNR high enough to distinguish between different tissues, more precisely

between healthy and pathological tissue. The CNR is a measure of the signal level in the

presence of noise and is defined as:

CNR =

∣∣∣x̄s − x̄bg ∣∣∣
σbg

(2.48)

where x̄s is the average gray scale in a ROI defined inside an object, ¯xbg is the average

gray scale in a ROI defined in the background and σbg is the standard deviation of the

background. This metric is most suitable when test objects generate a homogeneous sig-

nal(when the mean gray scale in the signal ROI is representative of the entire object),

given that CNR is determined using the difference between mean values of the signal re-

gion and background region. Some examples of the use of this metric include optimizing

the kV of an imaging study to maximize bone contrast at a fixed dose level or computing

the dose necessary to achieve a given CNR for a given object [38] [27].

One of the main factors that affects the CNR causing its reduction is the relative con-

tribution of Compton scattered x-rays. The probability of Compton scattering occurring

depends not only, as previously mentioned, on the x-ray energy, but also on the thickness

of the body part being imaged. The thicker the section, the larger the contribution from

Compton scattered photons, and therefore the lower the number of x-rays detected [38].
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3
Methodology

In this chapter the procedures and the different steps leading to the development of

this project are described, as well as all the software programs and methods applied. This

project can be divided into two core milestones: the 3.1 Monte Carlo Methods, and the

3.2 Image Reconstruction, which are the two following sections that will be addressed and

explained.

3.1 Monte Carlo Methods

This section is divided into three main subsections. On the first subsection, 3.1.1

Geometrical Model Construction, are described the calculations regarding the construction

of the quadric geometry used for the MC simulations; in the second subsection, 3.1.2

Monte Carlo Simulations, are described the MC code system used, regarding the source

model and tallies for acquiring the projections and dose values and in the last subsection,

3.1.3 Validation of the MC simulations the methods for validating those same simulations

are described and explained.

3.1.1 Geometrical Model Construction

In order to run MC simulations for CBCT projection acquisition and obtain absorbed

dose values, the adult female reference computational phantom was employed. The

dimensions of the flat panel detector and the distance of the detector to the phantom

were determined according to the FOV. Therefore, in order to optimize the FOV for

acquiring images simultaneously of the lung and breast, not only did a Central Point (CP)

within the computational phantom be established, but also the detector dimensions were

determined.
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The CP was established based on the orientation of the three-dimensional voxels

regarding the organs of interest (lungs and breast), listed in the ICRP Publication 110
(ICRP, 2009) [53]. Table 3.1 lists the centers of mass in terms of coordinates of those

organs for the adult female reference computational phantom.

Table 3.1: Centers of mass of the organs of interest: Breasts and Lungs, for the adult female
reference computational phantom [53].

Organ
ID

Organ/tissue
Center of mass

Coordinates (cm)
x y z

62 Breast, left, adipose tissue 33.68 6.39 131.20
63 Breast, left, glandular tissue 34.56 6.47 130.10
64 Breast, right, adipose tissue 20.25 6.44 131.10
65 Breast, right, glandular tissue 19.29 6.10 129.40
96 Lung, left, blood 31.91 17.40 130.20
97 Lung, left, tissue 32.87 15.54 131.70
98 Lung, right, blood 21.93 15.69 130.00
99 Lung, right, tissue 21.03 14.41 131.00

By calculating the average of the coordinates of the adipose and glandular tissues for

each left and right breast, and also calculating an average of the left and right lung tissue,

we obtained the following coordinates, as described in Table 3.2

Table 3.2: Coordinates of the centers of mass for each organ of interest: Breasts and Lungs after
calculating the average for both organs and the coordinates for the Central Point.

Organ/tissue
Center of mass

Coordinates (cm)
x y z

Left Breast 34.12 6.43 130.65
Right Breast 19.77 6.27 131.25
Lung tissue 26.95 14.98 131.35
Central Point 26.95 14.98 131.30

Despite the fact that the average value regarding the y axis for the breast tissue (y =

6.35) differs from the one of the lung, it was decided that the coordinates for the CP would

be those of the lung, given that it’s the most voluminous of the two organs.

The dimensions regarding the detector were 40 cm of height, 64 cm of length and

0.025 cm of thickness and the projections were acquired for a full 360° rotation differing

by 10° which makes a total of 36 projections that were acquired. Figure 3.1 shows a

schematic of the geometry used for the projection acquisition in which the distances from

the source to the CP and from the CP to the detector are shown.

The position for both flat panel detector and source regarding each angle were calcu-

lated by assuring that the detector and the x-ray source were centered with the CP and

that the detector was perpendicular to the computational phantom.
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Figure 3.1: Illustration of the geometry regarding the distances and dimensions used for the MC
simulations. The coordinate system is represented in black and represented in red is the rotational
coordinate system with it’s origin on the CP.

Given that the coordinate system for the adult female reference computational phan-

tom isn’t centered within the phantom, calculations had to be done to determine the

correction values (which we will refer to as "shifts") in order to guarantee that the rotation

of the source and the detector was made relative to the CP and not to the origin of the

coordinate system. In Figure 3.1 the coordinate system for the computational phantom is

represented in black (which we will refer to as Original Coordinate System), as for the

coordinate system for which the rotations will occur (which we will refer to as Rotational

Coordinate System) is represented in red and it’s origin is the CP. The calculations and

methodology for determining the shift values are described in Appendix A, A.1. As for

the methodology for calculating the source position and direction for each acquisition

angle, they are described in Appendix A, A.1.0.1.

3.1.2 Monte Carlo Simulations

MC simulations where performed using the code system PENELOPE and the main

program penEasy (v.2015-05-30). In order to operate, the system requires a configuration

file (penEasy.in) and the usual PENELOPE data files (geometry and materials). Three

types of simulations were carried out, being one type performed with the Computational

Phantom, another type performed with the PMMA phantom and a last one performed

with "no phantom", nevertheless these simulations are further described in the following

sections 3.1.2.1, 3.1.2.2 and 3.1.2.3 respectively.

3.1.2.1 MC Simulations with Computational Phantom

In order to run MC simulations using the adult female reference computational phan-

tom, this is, for simulating the CBCT model, geometry data files and configuration files

were constructed and defined for each acquisition angle. In the folowing points each file

is described and explained.
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• Geometry Data File:

Quadric geometries are defined by means of the package PENGEOM, which is in-

cluded in the PENELOPE distribution. The quadric geometry file is entered in the

field QUADRICS FILE NAME of the configuration file as presented in Appendix

B, B.2. The elements (surfaces, bodies, modules) used in the geometrical model

are introduced through a plain text file, named with an extension ended in GEO,

according to the syntax described in the PENELOPE manual [49]. Bodies are homo-

geneous geometries, limited by well-defined quadric surfaces used to describe any

material system. Modules are connected volumes, limited by quadric surfaces, that

contain one or several bodies and are used to maximize time efficiency, by grouping

the bodies of a material system into modules.

The geometry data file for describing the geometrical model of the CBCT for an

angle acquisition of 10° scan used for the simulations, can be found in Appendix

B.1, where four main bodies were considered:

– BODY 1: Detector;

– BODY 2: Microcalcification in the left breast;

– BODY 3: Microcalcification in the left lung;

– BODY 4: Sphere defined as the "transparent body";

– BODY 5: Sphere of air;

Body 2 and 3, which are the microcalcifications in the left breast and left lung, were

introduced for further image quality analysis. Their positioning within the the fe-

male reference computational phantom was done according to the coordinates for

the center of mass of the respective organs, as previously shown in Table 3.1, section

3.1.1 Geometry construction. Therefore, the coordinates for the left lung microcal-

cification were the same as those of the center of mass for the Left Lung Tissue, as

shown in Table 3.1. For the left breast microcalcification, the coordinates used were

those of the Left Breast as previously shown in Table 3.2. The microcalcification in

the lung is a sphere with radius of 0.7 cm as for the breast it’s also a sphere, however

with a radius of 0.4 cm.

Body 4 is a sphere of air with radius of 400 cm, defined as "transparent body", in

order to contain the other three previous bodies and the voxelized geometry (the

female reference computational phantom). Given that the quadric geometry is the

dominant one, it covers the voxelized geometry, making it ’invisible’ to the transport

routines. Therefore it required a unique quadric body identified as the ’transparent’

body, for the voxels to become visible to the transport routines.

Body 5 is a sphere of air with radius of 600 cm only containing the detector. This

sphere is responsible for the detector rotation and therefore the rotation angle

OMEGA is set for -10DEG performing a clockwise rotation of 10°. The shift values
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explained in Appendix A listed in Table A.4 are introduced in the fields X-SHIFT

and Y-SHIFT, and Z-SHIFT is maintained as 0.00.

The materials used in the voxelized geometry file (VOX file constructed using FOR-

TRAN code [62]) and listed in the configuration file in [SECTION PENELOPE],

were created according to the the elemental compositions and densities for the

adult female reference computational phantom listed in Annex I [41]. The last

five materials listed in the configuration file were created. Calbreast.mat and Cal-

cification.mat are the materials of the microcalcifications of the breast and lung

respectively, and their composition is listed in Table 3.3. The materials Airmod-

Table 3.3: Composition of the microcalcifications inserted into the left breast and left lung,
fraction by weight of element and mass density.

Composition F9 Ca20 Density (g.cm-3)
Microcalcification 4.86672E-01 5.13328E-01 1.550E+00

ule.mat and Airtransp.mat are air and their composition were read from the file

pdcampos.pen which is a file with 280 pre-defined materials [49]. The material

Se.mat was also read from the same file and it’s composition is Selenium.

• Configuration File:

The configuration file, penEasy.in is an input file where the data for penEasy is

introduced and it has a defined structure, as shown in Appendix B.2. This file

is divided into six main sections for simulation configuration which start with a

small instruction description. Each one is structured into sections starting with a

string of the type [SECTION...] and each section may be divided into subsections.

The sections are further explained in Appendix B.3 as well as the entries for each

subsection. Additional information regarding other sections can be consulted in

[49] [50] [63]. It is important to refer that the simulation terminates when any of

the following points are accomplished:

1. the requested NUMBER OF HISTORIES is reached;

2. the ALLOTED TIME has concluded;

3. the requested relative uncertainties of all the active tallies have been reached.

Therefore these entries must be set according to the desired simulation, given that

they control the ceasing of the simulation. The simulations were performed for all

36 angles and therefore, each angle had a configuration file (e.g., penEasy10.in) and

a geometry file (e.g., geometry10.geo), where the main differences between each

simulated angle reside in the following entries:

– Configuration file:
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* COORDINATES OF BOX CENTER: The coordinates for the source position

were introduced according to the angle being simulated, as listed in in

Appendix A, Table A.5, under the entry "Rotational Coordinate System";

* DIRECTION VECTOR: Appendix A, Table A.6;

* QUADRICS FILE NAME: Each simulation performed for each angle has

it’s own geometry data file.

– Geometry file:

* Body 5: The shift values were introduced according to the angle in cause,

listed in Appendix A, Table A.4.

Additionally, all simulations for all 36 angles were once more performed, however, for

this second batch of 36 simulations, the source’s energy spectrum was set for a monochro-

matic beam of 30 keV. After performing a MC simulation two output files are given by

both Energy Deposition and Imaging Detector tallies, the tallyEnergyDeposition.dat and

tallyPixelImageDetectEI-matrix.dat respectively. Therefore from each simulated angle,

for both energies (30 and 80 keV), the energy deposited per simulated history (eV/hist)

for each discriminated material is obtained. The absorbed dose in both organs of interest

(breast and lung) were calculated, given that:

Dose (mGy/hist) =
EnergyDeposition(eV/hist)× 1,602× 10−19

T issueMass (kg)
× 1000 (3.1)

3.1.2.2 MC Simulations with PMMA Phantom

MC simulations of a CTDI100 measurement model using a PMMA phantom were per-

formed by using the same code system and main program as the one used for simulating

the CBCT scan model. Therefore a geometry and a configuration data files were defined

and are listed in Appendix C. Figure 3.2 illustrates a schematic of the CTDI100 model

used in the simulations, as well as the configuration based on which the geometry for

the simulated ionization chamber was defined. The patient’s table was defined with a

thickness of 2.5 cm and consisting of Teflon defined as polytetrafluoroethylene [49].

These simulations were performed for five different geometries regarding the ioniza-

tion chamber’s position within the PMMA phantom (center, 0° , 90° , 180° and 270° probe

hole positions) and for four different irradiation angles (0° , 90° , 180° and 270°) for a

total of 20 simulations. The source position for the simulations is listed in Appendix A.5,

according to the angle of irradiation of the PMMA.

In Figure 3.3 the simulated geometry model with the ionization chamber positioned

in the center is represented, using the quadratic geometry viewing program gview2D.

However, some materials had to be replaced by Air material in order to maximize the

time efficiency of these simulations. Therefore the materials Aluminum and Carbon

Fiber were replaced by Air. For dose assessment the Energy Deposition file was analyzed

regarding the discriminated material of sensitive air chamber.
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Figure 3.2: a) Schematic of the CTDI100 geometry model used with an irradiation angle of 180°
and for the position of the ionization chamber within the center probe hole. The patient’s table
was also considered in the geometry model. b) Configuration of a pencil ionization chamber based
on which the simulated geometry model for the ionization chamber was defined.

Figure 3.3: Visualization of the simulated CTDI100 measurement model using Gview2D. a)
Cross section of the simulated geometry model at plane x=0, where two probe holes appear in
blue, the patient table appears in purple, in the middle appears the ionization chamber and in
green is the PMMA phantom. b) A closeup visualization of the previous image, with emphasis to
the central probe hole where the ionization chamber is positioned. c) Cross section visualization
of the plane z=140.

Subsequently the data acquired from the simulations of the PMMA model (the Energy

Deposition file) were analyzed in terms of validating the the MC simulations as described

further in section 3.1.3.

3.1.2.3 MC Simulations with "no Phantom"

Two more batches of simulations were performed as they were helpful for accomplish-

ing the Image Reconstruction milestone. In both of these simulations the computational
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phantom was not used.

The first batch was performed using a geometrical model which only contained the air

material. For this case, given that we were only simulating air, and in order to maximize

the time efficiency, only one angle was simulated, the 360° angle, for both 30 keV and 80

keV energies and therefore only two tallies were obtained for each simulated energy (the

tallyPixelImageDetectEI-matrix.dat files). The importance of this data will be further

explained in section 3.2.1.

The second batch was performed using a geometrical model which only contained

both microcalcifications of the breast and lung, and air. For this case, the simulations were

performed with a 30° increment for each projection, resulting in a total of 12 projections.

3.1.3 Validation of the MC Simulations

The MC model previously described was validated by validating the simulated PMMA

phantom model. For this, CTDI100 experimental measurements were acquired and com-

pared not only to other experimental measurements reported in the bibliography but also

to the CTDI100 obtained through the MC simulations. These calculations are further

explained in the following section 3.1.3.1.

3.1.3.1 CBCT Dose Measurements

For the CTDI100 measurements, a kV imaging system used for acquiring CBCT scans

for IGRT, was employed. The kV system is incorporated into a Varian TrueBeam linear

accelerator operating at the Champalimaud Clinical Centre (CCC) in Lisbon, Portugal.

In the clinic there are three CBCT scanning protocols used for IGRT: head, thorax

and pelvis; however, for the CBCT dose measurements only the thorax protocol was em-

ployed. These protocols are performed with parameters (tube voltage, exposure, number

of projections) that are provided by the manufacturer. With the thorax protocol the acqui-

sition mode used is Half-fan (implying that the detector is shifted to the side relatively

to the isocenter), the trajectory is a full 360° scan, and a titanium filter. The tube voltage

is set for 125 kV and the exposure for 270 mAs and the collimator blades were set at

(X1;X2;Y1;Y2) = (−24.7;+3.4;−10.7;+10.7).

The standard PMMA adult body phantom was set at Source-Isocentre-Distance (SID)

of 100 cm and a pencil ionization chamber was used for measuring the air kerma. The

pencil ionization chamber used was the hybrid ion chamber designed by RaySafe which

has the following dimensions: 200x20x12 mm, a diameter of 7,5 mm and an active

length of 100 mm. Three sets of measurements were registered for each position of the

ionization chamber within each of the five probe holes and an average value for each set

of measurements was calculated.

From the Equation 2.29 in section 2.2.5.2 Computed Tomography Dosimetry we obtain
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the following equation: ∫ 50mm

−50mm
D(z)dz =MeterReading × f × l (3.2)

where l = 100 mm. And therefore the CTDI100 is given by:

CTDI100 =
1
W
×MeterReading × f × l (3.3)

where f = 0,90 mGy.mGy-1. Given that the dimensions of the beam width were (Y1;Y2) =

(−10.7;+10.7), we considered W = 214 mm.

The CTDIW was also calculated according to the Equation 2.30 in section 2.2.5.2

Computed Tomography Dosimetry.

3.2 Image Reconstruction

This section is divided into three main subsections. On the first subsection, 3.2.1 From
Projections to Reconstructed Images the processing of the acquired projection’s data and

the reconstruction algorithms used to obtain axial CT images are described; in the second

subsection, 3.2.2 Image Quality Analysis, the method for analyzing the image quality of

the obtained axial images is explained; and in the last subsection, 3.2.3 Validation of the
reconstruction algorithm, the methods used for validating the developed algorithm are

discussed.

3.2.1 From Projections to Reconstructed Images

The output file of the Pixelated Imaging Detector Tally (tallyPixelImageDetectEI-

matrix.dat) which comes in a matrix report format with the data regarding the image

signal for each pixel, was transformed into a text data matrix file.

The following procedures were performed using the software Matrix Laboratory (MAT-

LAB) which is a programming platform that uses a matrix-based language. The import of

the data matrix for each angle into the MATLAB workspace was accomplished using the

code listed in Appendix D. The data matrices were also transformed into their transpose,

this resulted in data matrices of 600x500 for each acquisition angle. Additionally, for

data analysis and processing simplification, these matrices were loaded into a structure

named MATRIZ3D with dimensions 600x36x500 as shown in Figure 3.4, using the code

listed in Appendix D.2.

The data acquired from the simulation only containing air, as previously described

in 3.1.2.3 Simulation with no computational phantom, was replicated to obtain a total of

36 projections only containing air. The data of these air projections was also loaded to a

structure of matrices, by following the same procedure as previously described, resulting

in the structure MATRIZ3D_AR. From the Equation 2.32 in section 2.3.1 Radon Transform
we can isolate the spatial distribution of the attenuation coefficient on one side of the
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Figure 3.4: Schematic of the structure of matrices in which the data from each projection for each
angle was loaded to. Note that this arrangement allows that the first line from each projection fits
within a matrix of 600x36.

equation. Equivalently, this simplification was performed by applying the logarithm to

the division of the MATRIZ3D_AR by the MATRIZ3D using the code listed in Appendix

D.3.

Subsequently, the reconstruction was performed by assuming an approach of the cone-

beam to the fan-beam. Therefore the MATLAB tool function ifanbeam was employed,

which converts the fan-beam data to parallel beam projections and by using the filtered

backprojection algorithm, performs the inverse Radon transform. This function allows

the specification of several parameters that control various aspects of the reconstruction.

One of the parameters is the interpolation method, that is involved in resampling, when

transitioning from fan-beam to parallel-beam. The code used to perform this reconstruc-

tion, as well as the specification for each parameter are listed in Appendix D.4.

This resulted in a structure of matrices with dimensions 342x36x500. Given that the

detector’s height was 40 cm, corresponding to the upper and lower coordinates: z=150

and z=110, and that we obtained 500 slices, each slice is 0.08 cm apart from each other.

Since the coordinates of the center position of each microcalcification in the breast and

lung, in the z axis are:

Breast : z = 130.65;

Lung : z = 131.70;

the axial slice containing each microcalcification can be determined by determining the

distance from the bottom of the detector to the position of each microcalcification and
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then dividing that distance by the distance between slices, and therefore:Breast : (130.65−110)
0.08 = 258.13

Lung : (131.70−110)
0.08 = 146.25

⇔

Breast : slice 258 or 259

Lung : slice 146 or 147

By these means the axial slices to be acquired and analyzed, regarding each microcal-

cification in each organ were concluded to be:

Breast : slices 257, 258, 259, 260

Lung : slices 270, 271, 272, 273
(3.4)

Using the code listed in Appendix D.4, these eight slices were acquired for each

different implementation of the reconstruction algorithm, and saved for further image

processing and analysis using the software program ImageJ. The implementation varied

not only according to the interpolation method applied, which were Linear and Cubic,

and to the filter applied, which were Ram-Lak, Shepp-Logan, Cosine, Hamming and Han-
ning, but also varied with the number of projections required for reconstruction, which

was accomplished using 36 (10° increment), 18 (20° increment) and 12 projections (30°

increment).

3.2.2 Image Quality Analysis

Calculations regarding the image quality were performed using the Equation 2.48

in Section 2.3.5.1 Contrast-to-noise ratio. In order to establish a ROI for each microcal-

cification, the simulations with no phantom, only containing both microcalcifications

were used. The reconstruction algorithm using the Linear interpolation method and the

Ram-Lak filter was applied to these simulations.

The reconstructed images regarding the previously mentioned slices 258 for the breast

and 271 for the lung were acquired and then analyzed using the software program ImageJ,
which is an image processing program designed for scientific multidimensional images.

The ROI chosen for both slices regarding the object and the background region are shown

in Figure 3.5.

Therefore the CNR was calculated for all eight slices, for all different implementations

of the reconstruction algorithm.

3.2.3 Validation of the Reconstruction Algorithm

In order to validate the Reconstruction Algorithm that was developed, the same equip-

ment used for the CTDI100 experimental measurements, was employed, which is, the

Varian TrueBeam linear accelerator operating ate the CCC in Lisbon. Figure 3.6 shows

the experimental data acquisition apparatus employed.
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Figure 3.5: Visualization of the axial slices and the ROI’s regarding not only the object, a) in the
breast and b) in the lung, but also the background c) for the breast and d) for the lung.

Figure 3.6: Left: Apparatus of the Varian TrueBeam linear accelerator and phantom employed
for the experimental data acquisition; Middle: Catphan 504 phantom; Right: Assembly and align-
ment of the Catphan 504 on the linear accelerator.

The data was acquired using a specific phantom recommended by the manufacturer

for image Quality Assurance: the Catphan 504. This phantom consists of several mod-

ules that cover all required CBCT imaging tests [64]. However, only the CTP528 high

resolution module was relevant for this case, which is shown in Figure 3.7.

The protocol used for this acquisition was the Head Protocol, given that with the

Thorax protocol the projection acquisition was made in a Half-Fan mode. With the Head

Protocol a Full-Fan mode acquisition is employed, with the following characteristics: ti-

tanium filter, collimator blades set at (X1;X2;Y1;Y2) = (−14.0;+14.0;−10.7;+10.7), 100 kV

and 20 mA. The obtained files required a pre-processment to enable the access to the data

matrix file which contains the image data. The MATLAB code function ReadXim [66],

available on-line, was employed. The complete code system used to access the data and

to transform the acquired files into a format adequate to be imported into the MATLAB

workspace is listed and described in Appendix D.1. The code used for reconstructing the
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Figure 3.7: Illustration of an axial slice of the CTP528 module, which has a 1 to 21 line pair per
centimeter high resolution test gauge [65].

images is listed in Appendixes E.2 and E.3. However, the Reconstruction Algorithm em-

ployed is the same as the one developed for reconstructing the images from the projections

obtained from the simulations with the computational phantom. Additionally, a code was

developed to access other content within the obtained files, and is listed and explained

in Appendix E.4. This information was crucial given that for the reconstruction, two

fundamental characteristics are needed: the distance from the beam source to the center

of rotation in pixels, and the rotation angle increment. The information obtained regard-

ing the collimator blades were (X1;X2;Y1;Y2) = (−14.0023;+13.9999;−10.7009;+10.7008)

and therefore the length of the detection area was determined to be 24.4 cm. Given

that the dimension of the image data matrices were 768×1024, then the distance from

the source to the center of rotation, that is 50 cm, corresponds to 2392.5 pixels. The

information obtained regarding the rotation angle increment was of 0.406 degrees.
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4
Results and Discussion

This chapter is divided into four sections. Section 4.1 CBCT Model Validation discusses

and shows the results for validating the MC simulations regarding the CBCT model and

the results regarding the validation of the reconstruction algorithm are presented. In the

second section 4.2 Acquired projections and reconstructed images the obtained projections

from the MC simulations are presented and discussed. In section 4.3 Absorbed Dose Anal-
ysis, two protocols are studied and analyzed regarding the absorbed dose in the breast

and lungs. In the last section, Image Quality Analysis, the CNR values for different imple-

mentations of the reconstruction algorithm are presented as the number of projections

differed within each one.

4.1 CBCT Model Validation

4.1.1 MC Simulations Validation

The experimental dose measurements acquired for calculating CTDI100 are listed on

Table 4.1. The uncertainty associated to the ionization chamber is 5%.

Table 4.1: Air kerma experimental measurements for CTDI100.

Ionization Chamber
Position

Air Kerma
aquisition (mGy)

Average
(mGy)

1st 2nd 3rd
Center 4.18500 ± 0.20925 3.97400 ± 0.19870 4.19300 ± 0.20965 4.11733 ± 0.20587

0° 5.88840 ± 0.29442 5.90467 ± 0.29523 5.84100 ± 0.29205 5.87802 ± 0,29390
90° 5.88700 ± 0.29435 6.00100 ± 0.30005 5.88700 ± 0.29435 5.92500 ± 0.29625

180° 4.61100 ± 0.23055 4.85500 ± 0.24275 4.62100 ± 0.23105 4.69567 ± 0.23478
270° 5.62200 ± 0.28110 5.54800 ± 0.27740 5.71400 ± 0.28570 5.62800 ± 0.28140

The experimental measurements for CTDI100, as well as the measurements obtained

and reported by Abuhaimed et al 2015 [43] are listed on Table 4.2. The CTDI100 was
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calculated according to the equation 3.3 and the CTDIW according to the equation 2.30.

Table 4.2: Experimental measurements and the measurements reported by Abuhaimed et al 2015
for CTDI100 center, CTDI100 average periphery and CTDI100 weighted.

Abuhaimed et al 2015 Experimental measurements
CTDI100 CTDI100

125 kV, 264 mAs
W = 198 mm

Adult Body Phantom
(mGy)

125 kV, 270 mAs
W = 214 mm

Adult Body Phantom
(mGy)

Center 1.73 Center 1.73
Average Periphery 2.47 Average Periphery 2.33
Weighted 2.21 Weighted 2.13

The obtained measurements for the CTDI100 are in agreement to the measurements

reported by Abuhaimed et al 2015. These measurements are further compared to the

values obtained from the simulations, as a validation for the MC simulations.

From the simulations of the CTDI100 measurement using the PMMA phantom geom-

etry model, the dose per particle (mGy/hist) was calculated for all probe holes regarding

the irradiation angles 0° , 90° , 180° and 270° , using Equation 3.1, where the mass of the

sensitive air chamber (MsensChamber ) is given by:

MsensChamber(kg) =
(
(π × r2 × l)× ρ

)
× 0.001 (4.1)

where r = 0.15 cm, l = 10 cm and ρ = 1.20479× 10−3 (g.cm-3).

Figure 4.1 illustrates the graph obtained after mathematical interpolation of the dose

per particle as a function of the irradiated angle, relative to the center probe hole geometry.

By these means the dose per particle was obtained regarding the other angles that weren’t

simulated.

Figure 4.1: Graph of the dose per particle as a function of the irradiated angle for the center
probe hole.
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Dose values were obtained by normalizing the data to a number of particles. The

number of particles were determined based on the method of Boone et al. [67] where

by inserting the beam characteristics of 125 kV, 270 mAs, a tungsten anode, an inherent

filter of 2.7 mm and a beam hardening filter of titanium with a thickness of 0.89 mm, we

obtained the spectrum energy, and subsequently the number of particles that effectively

reached the phantom (NSP ). Based on the following Equation 4.2 we determined the

normalization factor (Norm Factor) for obtaining those same particles.

Norm Factor =
NSP
A
×AirKerma (4.2)

NSP is the number of particles, A = 3.20× 107 mm2 is the FOV during a CBCT scan

and AirKerma is the experimental measurements of the CTDI100.

Table 4.3: Air kerma experimental measurements and the values obtained from the simulations
for the center, 0° and 90° probe hole.

Air Kerma

125kV, 270mAs
Experimental
Dose (mGy)

Simulated
Dose (mGy)

Percent Error
( |error |EDose

)× 100
Center 4.12 4.2 1.94%
0 degrees 5.88 6.88 17.01%Probe hole
90 degrees 5.93 6.80 14.67%

Table 4.3 lists the air kerma values from the simulated PMMA model and the values

obtained experimentally for the center, 0° and 90° positions of the ionization chamber. It

is important to refer that the simulated geometry was a simplified model of the apparatus

for CTDI100 measurements, as the simulated pencil ionization was a simplified geometry

and the beam was simulated as a Full-Fan, with no filter, no collimator, among other

devices that are found within a CBCT scanner.

By taking into consideration that the uncertainty associated to the ionization chamber

is 5%, the uncertainty associated to the Siemens Tool used for obtaining the spectrum is

10% [68] [69] (corresponding to a total of 15%) and other approximations associated to

the simplification of the simulated geometry, we concluded that the MC simulations were

successfully validated.

4.1.2 Reconstruction Algorithm Validation

The reconstructed images of the CTP528 module of the Catphan 504 phantom were

obtained. Figure 4.2 illustrates the reconstructed axial slice number 234.

According to the Quality Assurance protocol for assessing image quality of the kV

system incorporated into the linear accelerator employed in this project, six pairs of lines

must be visible in the reconstructed axial slice of the CTP528 high resolution module. By

observing the reconstructed axial image obtained using the developed algorithm (shown
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Figure 4.2: Reconstructed axial slice of the CTP528 high resolution model of the Catphan
504, obtained by using the developed algorithm.

in Figure 4.2) we can visualize at least seven pair of lines, and therefore we concluded

that the developed algorithm was successfully validated.

4.2 Acquired Projections and Reconstructed Images

The projections obtained as a result of the MC simulations using the monochromatic

energy of 80 keV are shown in Figure 4.3, more specifically, the one’s acquired at 0°

and 180° , corresponding to Postero-Anterior (PA) and Antero-Posterior (AP) geometries,

respectively.

Figure 4.3: Visualization of the projections acquired using 80 keV energy, at 0° shown in a)
(corresponding to a PA geometry) and 180° shown in b) (corresponding to an AP geometry).
The brightness and contrast were altered in c) and d) for microcalcification visualization, which
correspond to 0° and 180° respectively. In e) a closeup of both breast and lung microcalcifications
obtained from d) is shown.

In Figure 4.4 the projections obtained for the same angles as previously mentioned,
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4.2. ACQUIRED PROJECTIONS AND RECONSTRUCTED IMAGES

Figure 4.4: Visualization of the projections acquired using 30 keV energy, at 0° shown in a)
(corresponding to a PA geometry) and 180° shown in b) (corresponding to an AP geometry).
The brightness and contrast were altered in c) and d) for microcalcification visualization, which
correspond to 0° and 180° respectively. In e) a closeup of both breast and lung microcalcifications
obtained from d) is shown.

however using the monochromatic energy of 30 keV, are shown with emphasis to the

visualization of both microcalcifications.

The projections for both energies were obtained with relative uncertainties of 1%,

which is a criteria inserted into the configuration file used for stopping the simulations.

In figure 4.5 a reconstructed image obtained using 36 projections, obtained with the

80 keV beam energy and using the linear interpolation method and the Ram-Lak filter

is shown, alongside a slice obtained directly from the adult female reference computa-

tional phantom using the Gnuplot tool. The reconstructed slice appears to have some

Figure 4.5: Visualization a reconstructed axial obtained with 80 keV energy beam, using lin-
ear interpolation and Ram-Lak filter in a) and b) is an axial image obtained directly from the
computational phantom using the Gnuplot tool.

reconstruction artifacts, nevertheless this reconstruction was accomplished using only 36

projections (corresponding to a 10° angle increment between acquisitions) and even so,
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CHAPTER 4. RESULTS AND DISCUSSION

some main organ structures can be distinguished: as the lungs, the heart, the breasts and

the spine.

As for the projections acquired with 30 keV, using the same reconstruction algorithm

as the one used with the 80 keV projections and the same number of projections, these

yielded reconstructed images that were merely composed by reconstruction artifacts, as

shown in Figure 4.6.

Figure 4.6: Visualization of the reconstructed images yielded using the 30 keV projections. Left:
reconstructed axial slice number 258, corresponding to the breast’s microcalcification slice. Right:
reconstructed axial slice number 271, corresponding to the lung’s microcalcification slice.

These results suggest that a tube voltage of 30 keV wasn’t sufficiently energetic to

yield reconstructed images when using only 36 projections, this is, when using a 10°

angle increment between acquisitions.

4.3 Absorbed Dose Analysis

The Energy Deposition file for each simulated projection with the 80 keV energy, was

analyzed in terms of the energy deposited within both organs (breast and lung). This data

was converted into absorbed dose per simulated particle by applying equation 3.1. The

Tissue Mass values for both organs were:Breast : 9.50010× 10−1 kg

Lung : 2.00000× 10−1 kg

For the breast, only the glandular tissue was taken into account.

The Dose was calculated for two distinct protocols. One with a normalization factor

of 2 mGy in the breast, given that, in average this is the dose received by the patient when

submitted to a mammography scan, regarding one view (craniocaudal or mediolateral).
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4.4. IMAGE QUALITY ANALYSIS

The other one was established to a dose of 5 mGy in the lung, given that that is typically

the dose received by a patient submitted to a LDCT scan. In both protocols, these doses

were considered to be obtained with 36 projections, nevertheless, Figure 4.7 illustrates

two graphs, showing the dose values in the breast and lung for each distinct protocol,

when the number of projections used for images acquisition differed.

Figure 4.7: Graphs of the Dose values in both organs, for both protocols, when the number of
projections required for image acquisition differs. Left: Graph using the protocol that establishes
a 2 mGy dose in the breast, when using 36 projections; Right: Graph using the protocol that
establishes a 5 mGy dose in the lung, when using 36 projections.

With both protocols, there is a linear increase of the dose within both organs, as the

number of projections increases. When the number of projections varies from 12 to 36,

there is a dose increase of a factor of 3.

Namely, for each chosen protocol (breast or lung), MC simulations showed that the

absorbed dose in the two target organs are very similar. This issue is mainly due to the fact

that the energy deposited in the breast (denser tissue) is greater than the one deposited

in the lung. However, when considering the absorbed dose, the masses of the two organs

introduce a compensation factor between the two dose values. Also, this trend could

simplify the best protocol strategy to follow for this type of examination, since for each

protocol the absorbed dose would be similar.

4.4 Image Quality Analysis

The reconstructed images obtained from all different implementations of the recon-

struction algorithm, of the projections acquired with the 80 keV beam energy are listed

in Tables 4.4, where the interpolation method applied was Linear and 4.5, where the

interpolation method applied was Cubic. Only the slices number 258 and 271 relative to

the microcalcifications in the breast and lung are shown in both Tables.

By visually analyzing the reconstructed slices with 12 projections we concluded that

these images aren’t viable as they contain a fair amount of artifacts due to the small

amount of projections used for the reconstruction. However these reconstructions were
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CHAPTER 4. RESULTS AND DISCUSSION

Table 4.4: Reconstructed axial slices number 258 and 271 regarding the breast and lung are
shown, using Linear Interpolation and varying the type of filter applied as well as in the number
of projections used for the reconstruction.

Linear Interpolation
Number of projections

36 18 12
Breast

slice 258
Lung

slice 271
Breast

slice 258
Lung

slice 271
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slice 258
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slice 271
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4.4. IMAGE QUALITY ANALYSIS

Table 4.5: Reconstructed axial slices number 258 and 271 regarding the breast and lung are
shown, using Cubic Interpolation and differing in the filter applied as well as in the number of
projections used for the reconstruction.

Cubic Interpolation
Number of projections

36 18 12
Breast

slice 258
Lung

slice 271
Breast

slice 258
Lung

slice 271
Breast

slice 258
Lung

slice 271
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CHAPTER 4. RESULTS AND DISCUSSION

taken into consideration when studying the CNR for all eight slices as described in the

equation system 3.4, in order to study the graph trend of the CNR when the number of

projections for the reconstruction increased.

In order to study this trend, the CNR of all four axial slices, regarding each microcal-

cification site, were determined and an average of all four was calculated. By these means

an average value for the CNR for each different implementation of the reconstruction

algorithm, regarding both microcalcification sites, was determined. Therefore, Figure 4.8

shows the graphs obtained for the slices regarding the breast microcalcification, as for

the graphs regarding the lung microcalcification, they are shown in Figure 4.9.

Figure 4.8: Graphs of the CNR, for different implementations of the reconstruction algorithm
regarding the breast microcalcification site. Left: Applying the linear interpolation method; Right:
Applying the cubic interpolation method.

Figure 4.9: Graphs of the CNR, for different implementations of the reconstruction algorithm
regarding the lung microcalcification site. Left: Applying the linear interpolation method; Right:
Applying the cubic interpolation method.

Both graphs show the variation of the CNR for different implementations of the al-

gorithm, as the number of projections increases. On both Figures, the graphs on the left
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4.4. IMAGE QUALITY ANALYSIS

correspond to a linear interpolation, as for the one’s on the right, they correspond to a

cubic interpolation.

Regarding the microcalcification in the breast (Figure 4.8), in both graphs there is a

significant increase of the CNR when using 12 projections, indicating that this collected

data refers to artifacts and noise. This strongly suggest that the breast lesion of 4mm isn’t

detectable with any of the implementations of the reconstruction algorithm.

In the graphs regarding the microcalcification in the lung, there is a trend for an

increase in the CNR as the number of projections increases and therefore as the increment

angle decreases between projections. Also, in both graphs, the best implementations of

the reconstruction algorithm was achieved using the Hanning filter. However, there is

a slight improvement with this filter when the interpolation method is linear and using

36 projections. Therefore, these results indicate that the best implementation of the

reconstruction algorithm was achieved with linear interpolation and Hanning filter.

Overall, based on the absolute values of the CNR for the lung and for the breast (for

both linear and cubic interpolation), the lung presents higher values when compared

to the breast, suggesting that it may be beneficial in opting for the lung protocol (for

absorbed dose in the organs of interest), for a better lesion visualization.

65





C
h
a
p
t
e
r

5
Conclusions and Future Work

This project emerged in attempt to respond to the nonexistence of a technique which

allows medical imaging acquisitions, simultaneously of the breast and lung. Therefore,

the feasibility of employing a CBCT scanner to fulfill this gap, by performing a modulated

beam scan acquisition of both organs, was studied.

Two main milestones were established: MC simulations of a CBCT model for two dis-

tinct tube voltage protocols, and reconstruction algorithm development, for reconstructed

image acquisition and analysis.

First of all, using the PENELOPE code system, the implemented MC model of a CBCT

image acquisition system was successfully validated, with a maximum discrepancy of

about 17% between the experimentally measured values and the simulated values for

the CTDI100. This relatively high discrepancy is due to approximations associated to the

simplification of the geometrical model employed, of a CBCT scanner, and to the inherent

uncertainties associated to the equipment and tools employed in the process.

Additionally, an algorithm for accessing and preprocessing files from the kV imaging

system, used for CBCT scans, incorporated into a Varian TrueBeam linear accelerator was

developed.

Based on the QA protocol for assessing image quality of the kV system of the lin-

ear accelerator employed, the developed reconstruction algorithm was also considered

successfully validated, using the CTP528 high resolution module of the Catphan 504.

For the first milestone, the ICRP adult female reference computational phantom was

used for projection acquisition and dose analysis. Additionally, two microcalcifications,

with radius of 0,4 cm and 0,7 cm were inserted into the breast and lung respectively and

these simulations were performed for two distinct tube voltages of 30 keV and 80 keV. In

the acquired simulated projections for both tube energies, the microcalcifications were

distinguishable and the two target organs were perceptible.
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The absorbed dose in both organs (breast and lungs) were determined according to

two protocols: one with a normalization factor of 2 mGy in the breast and another with

a normalization factor of 5 mGy in the lungs, when performing a 10° angle increment

between acquisitions.

The values show that for both protocols, the absorbed dose in the two organs of interest

is the same. When determining the absorbed dose, the masses for each organ introduces

a compensation factor between the two dose values. This trend assists in determining the

best protocol strategy to follow, given that for each protocol the absorbed dose would be

the same.

Several implementations of the developed reconstruction algorithm were employed

for the reconstruction. These differed not only in the filter and in the interpolation method

applied, but also in the acquisition angle increment. The reconstructed images yielded

from the 30 keV projections, were merely composed by reconstruction artifacts. This

suggests that a tube voltage of 30 keV isn’t sufficiently energetic to yield reconstructed

images of the thorax, when using a 10° acquisition angle increment, this is, when using

36 projections.

The reconstructed images yielded from the 80 keV projections, for all implementa-

tions of the reconstruction algorithm, were analyzed in terms of the CNR by determining

a ROI for each microcalcification site.

The results regarding the microcalcification in the breast show that there is an increase

of the CNR when using 12 projections, indicating that this collected data refers to artifacts

and noise. This strongly suggests that the 4 mm breast lesion wasn’t detectable with any

of the implementations of the reconstruction algorithm.

The results regarding the microcalcification in the lung show an increase in the CNR,

as the number of projections increases, and therefore, as the increment angle decreases.

Results also indicate that the best implementation of the reconstruction algorithm was

achieved with linear interpolation and Hanning filter

In general, based on the absolute values of the CNR, the lung presents higher values

when compared to the breast. This suggests that it may be beneficial in opting for the lung

protocol (for absorbed dose in the organs of interest), for a better lesion visualization.

This methodology ensures dose reduction, not only due to the fact that CBCT scans

require only one (full or half-fan) rotation to acquire data of the FOV, but also when

comparing to other medical imaging methods, that require two exams to obtain images of

both organs, breast and lung (mammography/DBT and LDCT). Also, the data obtained

with the 80keV tube voltage energy suggests promising results in the application of a

CBCT system for simultaneous breast and lung image acquisition and the possibility of

developing a CBCT modulated beam scanner.

Nevertheless, there are some perspectives of possible improvements and future work

that mainly focus on the following aspects:

• Study and analyze reconstructed images using other values for the angle increment
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between acquisitions, for instance 5° ;

• Study and determine the optimal tube voltage, by simulating energies of 40 and 50

keV, as a means of employing a CBCT modulated beam scanner for simultaneous

breast and lung imaging;

• While this study focused on the detection and visualization of microcalcifications,

other lesion should be studied, for instance tumor tissue and different lesion sizes;

• In the development of the reconstruction algorithm, an approach from Cone-beam

to Fan-beam was considered, and therefore an improved reconstruction algorithm

that better adjusts to the Cone-shape beam, based on Feldkamp-Daviss-Kress algo-

rithm, should be developed.

Overall, the goals accomplished throughout this work provide a further step not

only into the possibility of applying CBCT-based systems for assisting physicians with

better medical information, and therefore increase the chances of early cancer detection,

but also in reducing the dose administrated in medical exams when acquiring medical

images of two distinct organs and in providing a possible solution for the nonexistence

of a technique which allows simultaneous medical imaging, of the breast and lungs.
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A
Detector Rotation and Source position and

direction

A.1 Calculations of the Detector Rotation and Positioning

When rotating the detector 10° clockwise using the the code system PENELOPE, the

rotation would occur relatively to the Original Coordinate System. To correct this and to

guarantee its rotation relative to the Rotational Coordinate System, the shift values were

calculated. We started by establishing two points (P1 and P2), which were located at the

extremities of the detector. The detector’s thickness was ignored for it wasn’t relevant for

these calculations and it simplified the geometrical calculations. Figure A.1 illustrates the

schematic taken into consideration for the following calculations, which is a simplified

schematic where the computational phantom appears represented only as the CP.

Figure A.1: This schematic is the z axis view or upper view of the computational phantom, which
appears represented only as the Central Point, regarding the Original Coordinate System.

This schematic is the upper view and a more simplified version of the geometry used

for the MC simulations, as previously seen in Figure 3.1. The only difference between
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these two geometries is that in Figure 3.1 the source is positioned in front of the computa-

tional phantom and the detector is positioned behind it, while in the Figure A.1 the source

is positioned behind the computational phantom and the detector is positioned in front

of it. In order to guaranty consistency when referring to the position of the source and

the detector, we used the following designation: a 0° geometry simulation is equivalent to

a PA geometry, in which the radiation is incident on the back of the body [41]; and a 180°

geometry simulation is equivalent to a AP geometry, in which the radiation is incident on

the front of the body [41]. Therefore, Figure 3.1 represents a 180° geometry simulation

while in Figure A.1 is representation of a 0° geometry simulation.

Starting with the 0° geometry (PA geometry), we calculated the coordinates assumed

by the two points (P1 and P2) when these underwent a 10° clockwise rotation, therefore

they would rotate 10° regarding the Rotational Coordinate System which has it’s origin

on point CP as shown in Figure A.2.

Figure A.2: Schematic of a 10° clockwise rotation of the detector shown in a) and the right
triangles taken into consideration for calculations of the distances and final coordinates for points
P1 and P2, shown in b).

Given that P1 and P2 are edges of two right triangles as shown in Figure A.2 b),

they can be studied separately, for each right triangle assume a different angle after the

rotation (βP 1 and βP 2). By applying the trigonometric ratio tangent in Equation A.1

and the Pythagorean Theorem in Equation A.2 we obtain the following values for the
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hypotenuse (h) and for the angle α:

tanα =
32
50
⇔

α = arctan
(32

50

)
= 32.62° (A.1)

h =
√

322 + 502 = 59.36 cm (A.2)

Therefore, for a 10° clockwise rotation, not only will the points P1 and P2 assume new

positions, but also will the angle α assume new values of βP 1 and βP 2 given by:

βP 1 = α + 10° = 42.62° βP 2 = α − 10° = 22.62°

and the new distances (Xdist1,Ydist1) and (Xdist2,Ydist2) as shown in Figure A.2 are given

by: sinβP 1 = Xdist1
h

sinβP 2 = Xdist2
h

⇔

Xdist1 = h.sinβP 1 = 40.20 cm

Xdist2 = h.sinβP 2 = 22.83 cm

cosβP 1 = Ydist1
h

cosβP 2 = Ydist2
h

⇔

Ydist1 = h.cosβP 1 = 43.68 cm

Ydist2 = h.cosβP 2 = 54.80 cm

The new coordinates of the points P1 and P2 after suffering a clockwise rotation of

10° relatively to the Rotational Coordinate System will be:

P 110 =

X1 = 26.95−Xdist1 = −13.25 cm

Y1 = 14.98−Ydist1 = −28.70 cm

P 210 =

X2 = 26.95 +Xdist2 = 49.78 cm

Y2 = 14.98−Ydist2 = −39.82 cm
(A.3)

Note that in the system of Equations A.3 the distances (X1,Y1) and (X2,Y2) are sub-

tracted or added to the constants X = 26.95cm and Y = 14.98cm depending on the angle

of rotation for which we are studying. We established 4 quarters of the 360° rotation, in

order to simplify calculations and denominated each one as 1st, 2nd, 3rd and 4th quarter

as shown in Figure A.3.

After the points P1 and P2 suffer a rotation they will fall into one of these four quarters,

and depending on which quarter they are located, we can determine their coordinates by

applying the following calculations for each quarter:

2ndQuarter

X = 26.95−Xdist
Y = 14.98 +Ydist

1stQuarter

X = 26.95 +Xdist

Y = 14.98 +Ydist
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Figure A.3: Schematic of the four quarters of the 360° rotation that were established for calcula-
tion simplification purposes.

3rdQuarter

X = 26.95−Xdist
Y = 14.98−Ydist

4thQuarter

X1 = 26.95 +Xdist1

Y1 = 14.98−Ydist1
(A.4)

The results for all the 36 angles regarding point P1 are listed in Table A.1 as for the

results regarding point P2, they are listed in Table A.2.

However there are two variables, θP 1 and θP 2, that appear in the data. These angles are

angles used after a correction is made. When calculating bigger angles, for instance when

P1 suffers a 60° clockwise rotation, given that the initial angle α = 32,62° , βP 1 = 92,62

and is situated in the 2ndQuarter. By subtracting 90° calculations are simplified, as the

new angle θP 1 = βP 1 − 90° and therefore we assume the schematic shown in Figure A.4.

Figure A.4: Schematic of the rotation suffered by point P1 when dealing with big angles. In this
case the simplification is done by establishing an angle θP 1 for calculating the distances and final
coordinates after rotation occurs.

These simplifications in calculating θP 1 and θP 2 were also performed by subtracting

180° , 270° and in some cases 360° , as the angles βP 1 and βP 2 became bigger.

Now, for a clockwise rotation of 10° relatively to the Original Coordinate System, we

will consider the schematic shown in Figure A.5, for the rotation will occur regarding the

Origin of the coordinate system.

In this case P1 and P2 are also edges of two right triangles, and therefore we shall

consider the triangles separately as shown in FigureA.6.
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Figure A.5: Schematic of the rotation relatively to the Original Coordinate System. In this case
the points will rotate relatively to the Origin.

Figure A.6: Schematic of the a) right triangle for P1 and b) right triangle for P2 that were taken
into consideration for further calculations.

By following the same methodology previously described we obtain the following

values for both hypotenuses (hP 1 and hP 2) and for the angles αP 1 and αP 2:

hP 1 =
√

35.022 + 5.052 = 35.38 cm hP 2 =
√

35.022 + 58.952 = 68.57 cmtanαP 1 = 5.05
35.02

tanαP 2 = 58.95
35.02

⇔

αP 1 = arctan
(

5.05
35.02

)
= 8.21°

αP 2 = arctan
(

58.95
35.02

)
= 59.29°

Therefore, for a 10° clockwise rotation regarding the Original Coordinate System,

the new angles βP 1 and βP 2 are given by:

βP 1 = αP 1 + 10° = 18.21° βP 2 = αP 2 − 10° = 49.29°

and the new values for the P1 and P2 coordinates are given by:

P 110 =

X1 = hP 1.sinβP 1 = 11.05 cm

Y1 = hP 1.cosβP 1 = 33.61 cm
P 210 =

X2 = hP 2.sinβP 2 = 51.97 cm

Y2 = hP 2.cosβP 2 = 44.72 cm

Note that in this case the calculated values are in fact the values of the coordinates for

the points P1 and P2, and there was no need for adding or subtracting distances for this

coordinate system is the Original Coordinate System. However these values need to be

analyzed with caution for it hasn’t been considered their position within the coordinate

system and they have been treated as absolute values (or modulus values). Therefore, by

analyzing Figure A.1 it’s intuitive that P 1Orig10 will be found in the third quadrant and

that P 2Orig10 will be found in the fourth quadrant, and so the coordinates for the points

are:

P 1Orig10 =

X1 = −11.05 cm

Y1 = −33.61 cm
P 2Orig10 =

X2 = 51.97 cm

Y2 = −44.72 cm
(A.5)
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After calculating the coordinates for points P1 and P2 regarding the Rotational Coor-

dinate System (Equation A.3) and the Original Coordinate System (Equation A.5), the

correction values will be given by the difference between both coordinate systems for the

same point, and therefore we obtain the following values:

Xaxis =

X1shif t = X(P 1Orig10)−X(P 110)

X2shif t = X(P 2Orig10)−X(P 210)
⇔

X1shif t = −5.147− (−7.34) = 2.19 cm

X2shif t = 57.880− 55.69 = 2.19 cm

Y axis =

Y 1shif t = Y (P 1Orig10)−Y (P 110)

Y 2shif t = Y (P 2Orig10)−Y (P 210)
⇔

Y 1shif t = −0.108− 4.80 = −4.91 cm

Y 2shif t = −11.221− (−6.31) = −4.91 cm

As expected, the shifts for both points P1 and P2 in the X axis and in the Y axis are the

same, this works as a good confirmation that there were no errors between calculations.

These calculations were performed not only for the 10° rotation angle but also for all the

other angles. The results obtained for all 36 angles are listed in Table A.3, where the

results regarding points P1 and P2 are presented, and in Table A.4, where the shift results

regarding the confirmation that there were no errors, are presented.

A.1.0.1 Source Position and Direction

The source position had to be calculated in order to account for the deviation of

the phantom from the Original Coordinate System. Starting with the 0° geometry (PA

geometry), as previously shown in Figure A.1, we easily determine that the source position

is:

SourceCoordinates

X = 26.95 cm

Y = 114.98 cm

However, for a 10° clockwise rotation the answer isn’t as trivial. Once again the

4 quarters approach (previously explained in Figure A.3) is used in order to simplify

calculations. The source position was determined by applying the trigonometric ratio

Sine and Cosine, given that in each quarter of the 360 ° rotation a right triangle can be

detected regarding the angle τ , as shown in Figure A.7.

For each quarter, the distancesXsource and Ysource were determined and the coordinates

for the source were given by applying the calculations shown in the system of equations

A.4. The results obtained for all 36 angles are listed in Table A.5.

Another important variable required for running the simulations is the source’s direc-

tion. This variable is inserted into an entry within the Configuration File, for running MC

simulations. To define the source’s direction, the coordinates of a normalized vector for

each source position, this is for each simulated angle, was calculated. In Table A.6, the

vector coordinates for determining the source’s direction for all 36 simulated angles are

listed. The coordinates for the source position used in the MC simulations of a CTDI100
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Figure A.7: Schematic of the four quarter simplification in the source rotation geometry.
Schematic a) shows the geometry for calculating the distances Xsource and Ysource in the 1st quarter,
b) shows the geometry for the 4th quarter, c) for the 3rd and d) for the 2nd .

measurement model using a PMMA phantom, are also described, however for this model

has a different angle orientation, where a 0°geometry of the simulation with the computa-

tional phantom (PA geometry), corresponds to the 180° geometry of the simulation with

the PMMA phantom.
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Table A.1: List of the angles and coordinates required for detector rotation, regarding point P1,
according to the detector angle.

Angle
(deg.)

P1 Coordinates P1 (cm)
βP 1 (deg.) θP 1 (deg.) Xdist1 (cm) Ydist1 (cm) X1 Y1

10 42.62 42.62 40.20 43,68 -13.25 -28.70
20 52.62 52.62 47.17 36.04 -20.22 -21.06
30 62.62 62.62 52.71 27.30 -25.76 -12.32
40 72.62 72.62 56.65 17.73 -29.70 -2.75
50 82.62 82.62 58.87 7.63 -31.92 7.35
60 92.62 2.62 59.30 2.71 -32.35 17.69
70 102.62 12.62 57.93 12.97 -30.98 27.95
80 112.62 22.62 54.80 22.83 -27.85 37.81
90 122.62 32.62 50.00 32.00 -23.05 46.98

100 132.62 42.62 43.68 40.20 -16.73 55.18
110 142.62 52.62 36.04 47.17 -9.09 62.15
120 152.62 62.62 27.30 52.71 -0.35 67.69
130 162.62 72.62 17.73 56.65 9.22 71.63
140 172.62 82.62 7.63 58.87 19.32 73.85
150 182.62 2.62 2.71 59.30 29.66 74.28
160 192.62 12.62 12.97 57.93 39.92 72.91
170 202.62 22.62 22.83 54.80 49.78 69.78
180 212.62 32.62 32.00 50.00 58.95 64.98
190 137.38 47.38 40.20 43.68 67.15 58.66
200 127.38 37.38 47.17 36.04 74.12 51.02
210 117.38 27.38 52.71 27.30 79.66 42.28
220 107.38 107.38 56.65 -17.73 83.60 32.71
230 97.38 97.38 58.87 -7.63 85.82 22.61
240 87.38 87.38 59.30 2.71 86.25 12.27
250 77.38 77.38 57.93 12.97 84.88 2.01
260 67.38 67.38 54.80 22.83 81.75 -7.85
270 57.38 57.38 50.00 32.00 76.95 -17.02
280 47.38 47.38 43.68 40.20 70.63 -25.22
290 37.38 37.38 36.04 47.17 62.99 -32.19
300 27.38 27.38 27.30 52.71 54.25 -37.73
310 17.38 -17.38 -17.73 56.65 44.68 -41.67
320 7.38 -7.38 -7.63 58.87 34.58 -43.89
330 -2.62 2.62 2.71 59.30 24.24 -44.32
340 -12.62 12.62 12.97 57.93 13.98 -42.95
350 -22.62 22.62 22.83 54.80 4.12 -39.82
360 -32.62 32.62 32.00 50.00 -5.05 -35.02
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Table A.2: List of the angles and coordinates required for detector rotation, regarding point P2,
according to the detector angle.

Angle
(deg.)

P2 Coordinates P2 (cm)
βP 2 (deg.) θP 2 (deg.) Xdist2 (cm) Ydist2 (cm) X2 Y2

10 22.62 22.62 22.83 54.80 49.78 -39.82
20 12.62 12.62 12.97 57.93 39.92 -42.95
30 2.62 2.62 2.71 59.30 29.66 -44.32
40 7.38 7.38 7.63 58.87 19.32 -43.89
50 17.38 17.38 17.73 56.65 9.22 -41.67
60 27.38 27.38 27.30 52.71 -0.35 -37.73
70 37.38 37.38 36.04 47.17 -9.09 -32.19
80 47.38 47.38 43.68 40.20 -16.73 -25.22
90 57.38 57.38 50.00 32.00 -23.05 -17.02

100 67.38 67.38 54.80 22.83 -27.85 -7.85
110 77.38 77.38 57.93 12.97 -30.98 2.01
120 87.38 87.38 59.30 2.71 -32.35 12.27
130 97.38 7.38 58.87 7.63 -31.92 22.61
140 107.38 17.38 56.65 17.73 -29.70 32.71
150 117.38 27.38 52.71 27.30 -25.76 42.28
160 127.38 37.38 47.17 36.04 -20.22 51.02
170 137.38 47.38 40.20 43.68 -13.25 58.66
180 147.38 57.38 32.00 50.00 -5.05 64.98
190 157.38 67.38 22.83 54.80 4.12 69.78
200 167.38 77.38 12.97 57.93 13.98 72.91
210 177.38 87.38 2.71 59.30 24.24 74.28
220 187.38 7.38 7.63 58.87 34.58 73.85
230 197.38 17.38 17.73 56.65 44.68 71.63
240 207.38 27.38 27.30 52.71 54.25 67.69
250 217.38 37.38 36.04 47.17 62.99 62.15
260 227.38 47.38 43.68 40.20 70.63 55.18
270 237.38 57.38 50.00 32.00 76.95 46.98
280 247.38 67.38 54.80 22.83 81.75 37.81
290 257.38 77.38 57.93 12.97 84.88 27.95
300 267.38 87.38 59.30 2.71 86.25 17.69
310 277.38 7.38 58.87 7.63 85.82 7.35
320 287.38 17,38 56.65 17.73 83.60 -2.75
330 297.38 27.38 52.71 27.30 79.66 -12.32
340 307.38 37.38 47.17 36.04 74.12 -21.06
350 317.38 47.38 40.20 43.68 67.15 -28.70
360 327.38 57.38 32.00 50.00 58.95 -35.02
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Table A.3: List of the shift values regarding each axis, required for detector rotation.

Angle
(deg.)

P1 P2
βP 1 (deg.) θP 1 (deg.) X1 (cm) Y1 (cm) βP 2 (deg.) θP 2 (deg.) X2 (cm) Y2 (cm)

10 18.21 18.21 -11.05 -33.61 49.29 49.29 51.97 -44.72
20 28.21 28.21 -16.72 -31.18 39.29 39.29 43.42 -53.07
30 38.21 38.21 -21.88 -27.80 29.29 29.29 33.54 -59.80
40 48.21 48.21 -26.38 -23.58 19.29 19.29 22.65 -64.72
50 58.21 58.21 -30.07 -18.64 9.29 9.29 11.07 -67.67
60 68.21 68.21 -32.85 -13.14 0.71 0.71 -0.85 -68.56
70 78.21 78.21 -34.64 -7.23 10.71 10.71 -12.75 -67.37
80 88.21 88.21 -35.36 -1.11 20.71 20.71 -24.25 -64.14
90 98.21 8.21 -35.02 5.05 30.71 30.71 -35.02 -58.95

100 108.21 18.21 -33.61 11.05 40.71 40.71 -44.72 -51.97
110 118.21 28.21 -31.18 16.72 50.71 50.71 -53.07 -43.42
120 128.21 38.21 -27.80 21.88 60.71 60.71 -59.80 -33.54
130 138.21 48.21 -23.58 26.38 70.71 70.71 -64.72 -22.65
140 148.21 58.21 -18.64 30.07 80.71 80.71 -67.67 -11.07
150 158.21 68.21 -13.14 32.85 90.71 0.71 -68.56 0.85
160 168.21 78.21 -7.23 34.64 100.71 10.71 -67.37 12.75
170 178.21 88.21 -1.11 35.36 110.71 20.71 -64.14 24.25
180 188.21 8.21 5.05 35.02 120.71 30.71 -58.95 35.02
190 198.21 18.21 11.05 33.61 130.71 40.71 -51.97 44.72
200 208.21 28.21 16.72 31.18 140.71 50.71 -43.42 53.07
210 218.21 38.21 21.88 27.80 150.71 60.71 -33.54 59.80
220 228.21 48.21 26.38 23.58 160.71 70.71 -22.65 64.72
230 238.21 58.21 30.07 18.64 170.71 80.71 -11.07 67.67
240 248.21 68.21 32.85 13.14 180.71 0.71 0.85 68.56
250 258.21 78.21 34.64 7.23 190.71 10.71 12.75 67.37
260 268.21 88.21 35.36 1.11 200.71 20.71 24.25 64.14
270 278.21 8.21 35.02 -5.05 210.71 30.71 35.02 58.95
280 288.21 18.21 33.61 -11.05 220.71 40.71 44.72 51.97
290 298.21 28.21 31.18 -16.72 230.71 50.71 53.07 43.42
300 308.21 38.21 27.80 -21.88 240.71 60.71 59.80 33.54
310 318.21 48.21 23.58 -26.38 250.71 70.71 64.72 22.65
320 328.21 58.21 18.64 -30.07 260.71 80.71 67.67 11.07
330 338.21 68.21 13.14 -32.85 270.71 0.71 68.56 -0.85
340 348.21 78.21 7.23 -34.64 280.71 10.71 67.37 -12.75
350 358.21 88.21 1.11 -35.36 290.71 20.71 64.14 -24.25
360 368.21 8.21 -5.05 -35.02 300.71 30.71 58.95 -35.02
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Table A.4: List of the rectification of the shift values, for both axis, according to the rotation angle
of the detector.

Angle
(deg.)

Shift X Axis (cm) Shift Y Axis (cm)
X1shif t X2shif t Confirmation Y1shif t Y2shif t Confirmation

10 -2.19 -2.19 0.00 4.91 4.91 0.00
20 -3.50 -3.50 0.00 10.12 10.12 0.00
30 -3.88 -3.88 0.00 15.48 15.48 0.00
40 -3.32 -3.32 0.00 20.83 20.83 0.00
50 -1.85 -1.85 0.00 26.00 26.00 0.00
60 0.50 0.50 0.00 30.83 30.83 0.00
70 3.66 3.66 0.00 35.18 35.18 0.00
80 7.52 7.52 0.00 38.92 38.92 0.00
90 11.97 11.97 0.00 41.93 41.93 0.00

100 16.88 16.88 0.00 44.12 44.12 0.00
110 22.09 22.09 0.00 45.43 45.43 0.00
120 27.45 27.45 0.00 45.81 45.81 0.00
130 32.80 32.80 0.00 45.25 45.25 0.00
140 37.97 37.97 0.00 43.78 43.78 0.00
150 42.80 42.80 0.00 41.43 41.43 0.00
160 47.15 47.15 0.00 38.27 38.27 0.00
170 50.89 50.89 0.00 34.41 34.41 0.00
180 53.90 53.90 0.00 29.96 29.96 0.00
190 56.09 56.09 0.00 25.05 25.05 0.00
200 57.40 57.40 0.00 19.84 19.84 0.00
210 57.78 57.78 0.00 14.48 14.48 0.00
220 57.22 57.22 0.00 9.13 9.13 0.00
230 55.75 55.75 0.00 3.96 3.96 0.00
240 53.40 53.40 0.00 -0.87 -0.87 0.00
250 50.24 50.24 0.00 -5.22 -5.22 0.00
260 46.38 46.38 0.00 -8.96 -8.96 0.00
270 41.93 41.93 0.00 -11.97 -11.97 0.00
280 37.02 37.02 0.00 -14.16 -14.16 0.00
290 31.81 31.81 0.00 -15.47 -15.47 0.00
300 26.45 26.45 0.00 -15.85 -15.85 0.00
310 21.10 21.10 0.00 -15.29 -15.29 0.00
320 15.93 15.93 0.00 -13.82 -13.82 0.00
330 11.10 11.10 0.00 -11.47 -11.47 0.00
340 6.75 6.75 0.00 -8.31 -8.31 0.00
350 3.01 3.01 0.00 -4.45 -4.45 0.00
360 0.00 0.00 0.00 0.00 0.00 0.00
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Table A.5: List of the source position regarding both Coordinate Systems (Original and Ro-
tational) and the respective geometry system (PMMA geometry and Computational Phantom
geometry).

PMMA
Source Angles (deg.)

Original
Coordinate System

Rotational
Coordinate System

Computational Phantom
Source Angles (deg.)

X (cm) Y (cm) X (cm) Y (cm)
190 17.36 98.48 44.31 113.46 10
200 34.20 93.97 61.15 108.95 20
210 50.00 86.60 76.95 101.58 30
220 64.28 76.60 91.23 91.58 40
230 76.60 64.28 103.55 79.26 50
240 86.60 50.00 113.55 64.98 60
250 93.97 34.20 120.92 49.18 70
260 98.48 17.36 125.43 32.34 80
270 100.00 0.00 126.95 14.98 90
280 98.48 17.36 125.43 -2.38 100
290 93.97 34.20 120.92 -19.22 110
300 86.60 50.00 113.55 -35.02 120
310 76.60 64.28 103.55 -49.30 130
320 64.28 76.60 91.23 -61.62 140
330 50.00 86.60 76.95 -71.62 150
340 34.20 93.97 61.15 -78.99 160
350 17.36 98.48 44.31 -83.50 170
360 0.00 100.00 26.95 -85.02 180

10 17.36 98.48 9.59 -83.50 190
20 34.20 93.97 -7.25 -78.99 200
30 50.00 86.60 -23.05 -71.62 210
40 64.28 76.60 -37.33 -61.62 220
50 76.60 64.28 -49.65 -49.30 230
60 86.60 50.00 -59.65 -35.02 240
70 93.97 34.20 -67.02 -19.22 250
80 98.48 17.36 -71.53 -2.38 260
90 100.00 0,00 -73.05 14.98 270

100 98.48 17.36 -71.53 32.34 280
110 93.97 34.20 -67.02 49.18 290
120 86.60 50.00 -59.65 64.98 300
130 76.60 64.28 -49.65 79.26 310
140 64.28 76.60 -37.33 91.58 320
150 50.00 86.60 -23.05 101.58 330
160 34.20 93.97 -7.25 108.95 340
170 17.36 98.48 9.59 113.46 350
180 0.00 100.00 26.95 114.98 360
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Table A.6: Vector coordinates for establishing the source direction, according to the detector’s
rotation angle.

Angle
(deg.)

Vector Coordinates (cm)
X Y

10 -0.17 -0.98
20 -0.34 -0.94
30 -0.50 -0.87
40 -0.64 -0.77
50 -0.77 -0.64
60 -0.87 -0.50
70 -0.94 -0.34
80 -0.98 -0.17
90 -1.00 0.00

100 -0.98 0.17
110 -0.94 0.34
120 -0.87 0.50
130 -0.77 0.64
140 -0.64 0.77
150 -0.50 0.87
160 -0.34 0.94
170 -0.17 0.98
180 0.00 1.00
190 0.17 0.98
200 0.34 0.94
210 0.50 0.87
220 0.64 0.77
230 0.77 0.64
240 0.87 0.50
250 0.94 0.34
260 0.98 0.17
270 1.00 0.00
280 0.98 -0.17
290 0.94 -0.34
300 0.87 -0.50
310 0.77 -0.64
320 0.64 -0.77
330 0.50 -0.87
340 0.34 -0.94
350 0.17 -0.98
360 0.00 -1.00
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PenEasy files for performing the Monte

Carlo Simulations

B.1 PenEasy.geo File

XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

geometry

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 30) Plane X=-5.05

INDICES=( 0, 0, 0, 0, 0)

AX=(+1.000000000000000E+00, 0)

A0=(+5.050000000000000E+00, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 31) Plane X=58.95

INDICES=( 0, 0, 0, 0, 0)

AX=(+1.000000000000000E+00, 0)

A0=(-5.895000000000000E+01, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 34) Plane Y=-35.045

INDICES=( 0, 0, 0, 0, 0)

AY=(+1.000000000000000E+00, 0)

A0=(+3.504500000000000E+01, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 35) Plane Y=-35.02

INDICES=( 0, 0, 0, 0, 0)

AY=(+1.000000000000000E+00, 0)

A0=(+3.502000000000000E+01, 0)
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0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 32) Plane Z=110.0

INDICES=( 0, 0, 0, 1, 0)

Z-SHIFT=( 1.100000000000000E+02, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 33) Plane Z=150

INDICES=( 0, 0, 0, 1, 0)

Z-SHIFT=(+1.500000000000000E+02, 0)

0000000000000000000000000000000000000000000000000000000000000000

BODY ( 1) Detector

MATERIAL( 57)

SURFACE ( 30), SIDE POINTER=( 1)

SURFACE ( 31), SIDE POINTER=(-1)

SURFACE ( 32), SIDE POINTER=( 1)

SURFACE ( 33), SIDE POINTER=(-1)

SURFACE ( 34), SIDE POINTER=( 1)

SURFACE ( 35), SIDE POINTER=(-1)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 37) Sphere R=0.7 sphere calcification left lung

INDICES=( 1, 1, 1, 0,-1)

X-SCALE=(+7.000000000000000E-01, 0)

Y-SCALE=(+7.000000000000000E-01, 0)

Z-SCALE=(+7.000000000000000E-01, 0)

X-SHIFT=(+3.287000000000000E+01, 0)

Y-SHIFT=(+1.554000000000000E+01, 0)

Z-SHIFT=(+1.317000000000000E+02, 0)

000000000000000000000000000000000000000000000

00000000000000000000

BODY ( 2) sphere calcification left lung

MATERIAL( 58)

SURFACE ( 37), SIDE POINTER=(-1)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 38) Sphere R=0.4 sphere calcification left breast

INDICES=( 1, 1, 1, 0,-1)

X-SCALE=(+4.000000000000000E-01, 0)

Y-SCALE=(+4.000000000000000E-01, 0)

Z-SCALE=(+4.000000000000000E-01, 0)

X-SHIFT=(+3.412000000000000E+01, 0)

Y-SHIFT=(+6.430000000000000E+00, 0)

Z-SHIFT=(+1.306500000000000E+02, 0)

00000000000000000000000000000000000000000000000000000000000000000
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BODY ( 3) sphere calcification left breast

MATERIAL( 54)

SURFACE ( 38), SIDE POINTER=(-1)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 29) Sphere R=450

INDICES=( 1, 1, 1, 0,-1)

X-SCALE=(+4.500000000000000E+02, 0)

Y-SCALE=(+4.500000000000000E+02, 0)

Z-SCALE=(+4.500000000000000E+02, 0)

X-SHIFT=(+2.695000000000000E+01, 0)

Y-SHIFT=(+1.498000000000000E+01, 0)

Z-SHIFT=(+1.313000000000000E+02, 0)

00000000000000000000000000000000000000000000000000000000000000000

BODY ( 4) ar sphere

MATERIAL( 56)

SURFACE ( 29), SIDE POINTER=(-1)

BODY ( 1)

BODY ( 2)

BODY ( 3)

00000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 36) Sphere R=600

INDICES=( 1, 1, 1, 0,-1)

X-SCALE=(+6.000000000000000E+02, 0)

Y-SCALE=(+6.000000000000000E+02, 0)

Z-SCALE=(+6.000000000000000E+02, 0)

X-SHIFT=(+2.695000000000000E+01, 0)

Y-SHIFT=(+1.498000000000000E+01, 0)

Z-SHIFT=(+1.313000000000000E+02, 0)

00000000000000000000000000000000000000000000000000000000000000000

MODULE ( 5) sphere with transpmat and detector

MATERIAL( 55)

SURFACE ( 36), SIDE POINTER=(-1)

BODY ( 1)

1111111111111111111111111111111111111111111111111111111111111111

OMEGA=(-1.000000000000000E+01, 0) DEG

THETA=(+0.000000000000000E+00, 0) DEG

PHI=(+0.000000000000000E+00, 0) DEG

X-SHIFT=(-2.191819000000000E+00, 0) (DEFAULT=0.0)

Y-SHIFT=(+4.907398000000000E+00, 0) (DEFAULT=0.0)

Z-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

0000000000000000000000000000000000000000000000000000000000000000
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END

0000000000000000000000000000000000000000000000000000000

B.2 PenEasy.in File
# »» CONFIG FILE FOR penEasy »»»»»»»»»»»»»»»»»»»

#

# CASE DESCRIPTION:

# Sample config file adapted to the example described in the READM

# file. Before editing this file, read carefully the instructions

# provided here after the data sections and in the README file.

#

# LAST UPDATE:

# 2015-05-26 by JS

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# GENERAL INSTRUCTIONS

#

# * Lines starting with a ’#’ (in column 1) and blank lines are

# comments. Comments are NOT allowed inside data sections.

#

# * Do not change the order in which sections appear, neither the

# order of data fields in each section.

#

# * Each data section has a version number of the form yyyy-mm-dd that is

# written in the corresponding section title. Should an incorrect

# version be introduced an error message would be issued and the

# execution halted.

#

# * Character strings (e.g. file names) are introduced in free-format

# style, that is, leading and trailing blanks are allowed. Their

# maximum extension (except when noted) is 80 characters and they must

# not contain blanks. Thus, for instance, ’stainless steel’ should be

# introduced as ’stainlessSteel’ or ’stainless_Steel’.

#

# * Most syntax errors can be easily identified by looking for error

# messages or inconsistencies within the last lines of penEasy output.

# It is always a good idea to check the output to make sure that the

# information written after processing each section coincides with what

# is expected from the input.

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR SECTION CONFIG

#

# * Details on the simulation configuration are provided with their

# documentation (see /documentation/*).

[SECTION CONFIG v.2013-03-18]

1.0e12 NUMBER OF HISTORIES (1.0e15 MAX)

1.0e30 ALLOTTED TIME (s) (+ FOR REAL TIME; - FOR CPU TIME)

100.0 UPDATE INTERVAL (s)

1 1 INITIAL RANDOM SEEDS

- SEEDS FILE; MUST ENTER SEEDS=0,0 TO APPLY

- RESTART FILE; MUST ENTER SEEDS=-1,-1 TO APPLY

penEasy.dmp OUTPUT DUMP FILE; ENTER ’-’ FOR ’NO DUMP’

1800.0 INTERVAL BETWEEN DUMPS (s)

[END OF CONFIG SECTION]

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR SOURCE SECTIONS

#

# * Details on the features and configuration of each source model

# are provided with their documentation (see /documentation/*).

# Notice that there must be one and only one active (status ON) source model.

[SECTION SOURCE BOX ISOTROPIC GAUSS SPECTRUM v.2014-12-21]

ON STATUS (ON or OFF)
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2 PARTICLE TYPE (1=ELECTRON, 2=PHOTON, 3=POSITRON)

SUBSECTION FOR PHOTON POLARIZATION:

0 ACTIVATE PHOTON POLARIZATION PHYSICS (0=NO, 1=YES)

0.0 0.0 0.0 STOKES PARAMETERS (UNUSED IF ACTIVATE POLARIZATION=0)

SUBSECTION FOR PARTICLE POSITION:

44.314818 113.460775 130.0COORDINATES (cm) OF BOX CENTER

0.0 0.0 0.0 BOX SIDES (cm)

0.0 0.0 FWHMs (cm) OF GAUSSIAN X,Y DISTRIBUTIONS

0.0 0.0 0.0 EULER ANGLES [OMEGA,THETA,PHI](deg) FOR BOX ROTATION Rz(PHI).Ry(THETA).Rz(OMEGA).r

0.0 0.0 0.0 TRANSLATION [DX,DY,DZ](cm) OF BOX CENTER POSITION

0 SOURCE MATERIAL (0=DON’T CARE, >0 FOR LOCAL SOURCE, <0 FOR IN-FIELD BEAM)

SUBSECTION FOR PARTICLE DIRECTION:

-0.173648 -0.984808 0.0 DIRECTION VECTOR; NO NEED TO NORMALIZE

0.0 25.0 DIRECTION POLAR ANGLE INTERVAL [THETA0,THETA1], BOTH VALUES IN [0,180]deg

0.0 360.0 DIRECTION AZIMUTHAL ANGLE INTERVAL PHI0 IN [0,360)deg AND DeltaPHI IN [0,360]deg

1 APPLY ALSO TO DIRECTION THE ROTATION USED FOR BOX POSITION (0=NO, 1=YES)

SUBSECTION FOR PARTICLE ENERGY:

- ENERGY SPECTRUM FILE NAME; ENTER ’-’ TO ENTER SPECTRUM IN NEXT LINES

Energy(eV) Probability DUMMY SPECTRUM HEADER LINE; REMOVE HEADER AND TABLE IF A FILENAME WAS PROVIDED ABOVE

80000 1.0 Spectrum table, arbitrary normalization. Example: a single channel [10,10]MeV of null width

80000 -1.0 Enter a negative prob. to signal the end of the table

0.0 FWHM(eV) OF GAUSSIAN ENERGY DISTRIB. [NOTE FWHM=SIGMA*sqrt(8*ln(2))]

[END OF BIGS SECTION]

[SECTION SOURCE PHASE SPACE FILE v.2009-06-15]

OFF STATUS (ON or OFF)

0 PSF FORMAT (0=STANDARD penEasy ASCII, 1=IAEA BINARY)

particles.psf PSF FILENAME, REMOVE EXTENSION IF PSF FORMAT=1

1 SPLITTING FACTOR

0.0 0.0 0.0 EULER ANGLES [Rz,Ry,Rz](deg) TO ROTATE POSITION AND DIRECTION

0.0 0.0 0.0 TRANSLATION [DX,DY,DZ](cm) OF POSITION

1 VALIDATE BEFORE SIMULATION (1=YES, MAY TAKE A WHILE; 0=NO)

0.000e0 MAX PSF ENERGY (eV) (UNUSED IF VALIDATE=1 OR IAEA FORMAT; ADD 1023 keV FOR e+)

[END OF SPSF SECTION]

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR SECTION PENGEOM+PENVOX

#

# * Enter either: (i) a file name in the QUADRICS FILE field and a dash ’-’ in

# the VOXELS FILE field if you want to define only a quadric geometry model;

# (ii) a file name in the VOXELS FILE field and a dash ’-’ in the QUADRICS

# FILE field if you want to define only a voxelized geometry model; or (iii)

# both a quadrics and a voxelized file names in the corresponding fields if

# you want to define a combination of overlapping quadrics and voxelized models.

#

# * The TRANSPARENT QUADRIC MAT and GRANULARITY field are used only if both a

# quadric and a voxel geometries are defined. Otherwise they are irrelevant.

#

# * Details on the use and configuration of these geometry models are provided

# in the documentation (please refer to /̃documentation/*).

[SECTION PENGEOM+PENVOX v.2009-06-15]

10regina.geo QUADRICS FILE NAME, USE ’-’ IF NONE

regina.vox VOXELS FILE NAME, USE ’-’ IF NONE

56 TRANSPARENT QUADRIC MAT (USED ONLY IF QUAD&VOX)

10 GRANULARITY TO SCAN VOXELS (USED ONLY IF QUAD&VOX)

[END OF GEO SECTION]

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR SECTION PENELOPE

#

# * Write one line of data per defined material. Each line starts with

# the material index (MAT#), which should be an integer starting from 1.

# Set MAT# to zero in the last line to denote the end of the list.

#

# * Use 20 characters at most to introduce the material data file name.

# Blanks or special characters are not allowed in file names. Thus,

# instead of "stainless steel.mat"use "stainlessSteel.mat".

#
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# * If, for a certain material, the transport parameters after the file

# name are left empty, then they are set automatically as follows:

# -Eabs for charged particles are set to 1% of the

# initial source energy (E), with the limiting values of 50 eV

# (min) and 1 MeV (max).

# -Eabs for photons is set to 0.1% E with the limiting values of

# 50 eV and 1 MeV.

# -C1 and C2 are both set to 0.1.

# -WCC is set to min(Eabs(e-),1% E).

# -WCR is set to min(Eabs(phot),0.1% E).

# -DSMAX is set to infinity.

#

# * Do not remove the line containing the table header "MAT# FILE...".

[SECTION PENELOPE v.2009-10-01]

MAT# FILE___(max 20 char) EABS(e-) EABS(ph) EABS(e+) C1 C2 WCC WCR DSMAX COMMENTS

1 Teeth.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

2 Mineralbone.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

3 Humeriupsponge.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

4 Humerilowsponge.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

5 LowArmsponge.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

6 Handsponge.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

7 Claviclesponge.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

8 Craniumsponge.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

9 Femurupsponge.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

10 Femurlowsponge.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

11 Legbones.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

12 Footbones.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

13 Mandible.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

14 Pelvis.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

15 Ribs.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

16 Scapulae.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

17 Cervicalspine.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

18 Thoracicspine.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

19 Lumbarspine.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

20 Sacrum.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

21 Sternum.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

22 HumerFemupcavity.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

23 HumerFemlocavity.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

24 Armbonescavity.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

25 Legbonescavity.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

26 Cartilage.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

27 Skin.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

28 Blood.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

29 MuscleTissue.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

30 Liver.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

31 Pancreas.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

32 Brain.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

33 Heart.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

34 Eyes.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

35 Kidney.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

36 Stomach.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

37 Smallintestine.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

38 Largeintestine.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

39 Spleen.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

40 Thyroid.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

41 Bladder.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

42 Ovaries.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

43 Adrenals.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

44 Oesophagus.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

45 Material45.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

46 Uterus.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

47 Lymph.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

48 Breast.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

49 AdiposeTissue.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

50 LungTissue.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

51 Intestincontent.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

52 Urine.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

53 Air.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30
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54 Calbreast.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

55 Airmodule.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

56 Airtransp.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

57 Se.mat 3e9 3e9 3e9 0.2 0.2 5e3 1e4 1.0e30

58 Calcification.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

0

[END OF PEN SECTION]

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR THE TALLY SECTIONS

#

# * Details on the features and configuration of each tally are provided

# with their documentation (see /documentation/*.txt).

#

# * The required RELATIVE UNCERTAINTY that is specified for each tally

# (except for those that do not have an associated uncertainty, e.g.

# a phase-space file) is used as a condition to stop the simulation. Only

# when the requested relative uncertainties of *all* the tallies have

# been attained the uncertainty condition is considered fulfilled.

# Recall that the simulation can also be halted because the allotted

# time or the number of histories requested have been reached. Setting

# the RELATIVE UNCERTAINTY of all tallies to zero will prevent the

# execution from stopping for this cause.

#

# * Note for advanced users: when a certain tally scores nothing (i.e.

# zero) the corresponding REPORT routine reports 0% uncertainty but, at

# the same time, it reports that the requested uncertainty has not been

# reached, irrespective of the value introduced in the config file.

# This is to prevent the simulation from being stopped by a deceptive

# impression of accuracy in highly inefficient simulations, where the

# score and its standard deviation after a short period of time can be

# null.

[SECTION TALLY VOXEL DOSE v.2014-12-27]

OFF STATUS (ON or OFF)

0 0 ROI MIN,MAX X-INDEX (0 0 FOR ALL VOXELS)

0 0 ROI MIN,MAX Y-INDEX (0 0 FOR ALL VOXELS)

0 0 ROI MIN,MAX Z-INDEX (0 0 FOR ALL VOXELS)

0 PRINT VOXELS MASS IN REPORT (1=YES,0=NO)

1 PRINT COORDINATES IN REPORT (1=YES,0=NO,-1=NO&BINARYFORMAT)

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF VDD SECTION]

[SECTION TALLY SPATIAL DOSE DISTRIB v.2009-06-15]

OFF STATUS (ON or OFF)

0.0 0.0 0 XMIN,XMAX(cm),NXBIN (0 FOR DX=infty)

0.0 0.0 0 YMIN,YMAX(cm),NYBIN (0 FOR DY=infty)

0.0 7.0 40 ZMIN,ZMAX(cm),NZBIN (0 FOR DZ=infty)

1 PRINT COORDINATES IN REPORT (1=YES,0=NO,-1=NO&BINARYFORMAT)

1.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF SDD SECTION]

[SECTION TALLY CYLINDRICAL DOSE DISTRIB v.2009-06-15]

OFF STATUS (ON or OFF)

0.0 8.0 80 RMIN,RMAX(cm),NRBIN (>0)

0.0 7.0 40 ZMIN,ZMAX(cm),NZBIN (0 FOR DZ=infty)

1 PRINT COORDINATES IN REPORT (1=YES,0=NO)

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF CDD SECTION]

[SECTION TALLY SPHERICAL DOSE DISTRIB v.2009-06-15]

OFF STATUS (ON or OFF)

0.0 1.0 50 RMIN,RMAX(cm),NRBIN (>0)

1 PRINT COORDINATES IN REPORT (1=YES,0=NO)

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF SPD SECTION]

[SECTION TALLY ENERGY DEPOSITION v.2012-06-01]

ON STATUS (ON or OFF)
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57 DETECTION MATERIAL

1.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF EDP SECTION]

[SECTION TALLY PULSE HEIGHT SPECTRUM v.2012-06-01]

OFF STATUS (ON or OFF)

1 DETECTION MATERIAL

0.0 1.0e9 100 EMIN,EMAX(eV), No. OF E BINS

0.0 0.0 A(eV2̂),B(eV) FOR GAUSSIAN CONVOLUTION FWHM[eV] sqrt(A+B*E[eV])

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF PHS SECTION]

[SECTION TALLY PIXELATED IMAGING DETECTOR v.2015-02-06]

ON STATUS (ON or OFF)

57 DETECTION MATERIAL

-1 FILTER PHOTON INTERACTION (0=NOFILTER, -1=UNSCATTERED, 1=RAYLEIGH, 2=COMPTON, 3=SECONDARIES, 9=MULTISCATTERED)

0 600 X-PIXEL SIZE(cm), No. X-PIXELS (ENTER 0 IN EITHER FIELD FOR AUTO)

0 500 Y-PIXEL SIZE(cm), No. Y-PIXELS (ENTER 0 IN EITHER FIELD FOR AUTO)

1 DETECTION MODE (1=ENERGY INTEGRATING, 2=PHOTON COUNTING, 3=PHOTON ENERGY DISCRIMINATING aka SPECTRUM)

1.0e3 ENERGY DEPOSITION THRESHOLD (eV) FOR MODE=2 (IGNORED FOR OTHER MODES)

0.0e0 1.0e9 100 EMIN,EMAX(eV), No. OF E BINS FOR MODE=3 (IGNORED FOR OTHER MODES)

0.0 0.0 ENERGY RESOLUTION, ENTER A(eV2̂),B(eV) FOR A GAUSSIAN WITH FWHM[eV]=sqrt(A+B*E[eV])

2 REPORT FORMAT (1=COLUMNAR, 2=MATRIX, 3=BINARY)

1.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF PID SECTION]

[SECTION TALLY FLUENCE TRACK LENGTH v.2012-06-01]

OFF STATUS (ON or OFF)

1 DETECTION MATERIAL

1.0e2 1.0e9 70 LOGEMIN,EMAX(eV), No. OF E BINS, APPEND ’LOG’ FOR A LOG SCALE

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF FTL SECTION]

[SECTION TALLY PHASE SPACE FILE v.2009-06-15]

OFF STATUS (ON or OFF)

0 PSF FORMAT (0=STANDARD penEasy ASCII, 1=IAEA BINARY)

1 DETECTION MATERIAL (MUST BE A PERFECT ABSORBENT, EABS=+infty)

output.psf PSF FILENAME, REMOVE EXTENSION IF FORMAT=1

[END OF PSF SECTION]

[SECTION TALLY PARTICLE CURRENT SPECTRUM v.2009-06-15]

OFF STATUS (ON or OFF)

1 DETECTION MATERIAL

0.0 1.0e9 100 EMIN,EMAX(eV), No. OF E BINS

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF PCS SECTION]

[SECTION TALLY PARTICLE TRACK STRUCTURE v.2009-06-15]

OFF STATUS (ON or OFF)

100 NUMBER OF HISTORIES TO DISPLAY (1̃00 RECOMMENDED)

[END OF PTS SECTION]

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR VARIANCE-REDUCTION SECTIONS

#

# * Details on the features and configuration of each VR technique are provided

# with their documentation (see /̃documentation/*.txt).

[SECTION INTERACTION FORCING v.2009-06-15]

OFF STATUS (ON or OFF)

1.0 DON’T APPLY BELOW THIS STATISTICAL WEIGHT

MAT KPAR ICOL FORCING (SET MAT=-1 TO END LIST)

-1 0 0 1.0

[END OF VRIF SECTION]

[SECTION SPLITTING v.2015-05-30] |

OFF STATUS (ON or OFF)

1.0 WGHTMIN, DO NOT SPLIT BELOW THIS STATISTICAL WEIGHT

1 SPLITTING MATERIAL
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1 SPLITTING MODE (1=SIMPLE; 2=ROTATIONAL; 3=XY)

1 SPLITTING FACTOR, IGNORED FOR MODE=3

0.0 0.0 0.0 EULER ANGLES [Rz,Ry,Rz](deg), IGNORED FOR MODE=1

0.0 0.0 0.0 SHIFT (cm), IGNORED FOR MODE=1

0 SIGN OF W (’+’, ’-’ OR ’0’=BOTH), IGNORED FOR MODE=1

0.0 360.0 AZIMUTHAL INTERVAL PHI0 IN [0,360)deg AND DeltaPHI IN (0,360]deg, USED ONLY IF MODE=2

[END OF VRS SECTION]

[SECTION RUSSIAN ROULETTE v.2009-06-15]

OFF STATUS (ON or OFF)

1.0 WGHTMAX, DO NOT PLAY ABOVE THIS STATISTICAL WEIGHT

1 RUSSIAN ROULETTE MATERIAL

1.0 SURVIVAL PROBABILITY

[END OF VRRR SECTION]

# »» END OF FILE »»»»»»»»»»»»»»»»»»»»»»»»»

B.3 Description for each entry of the penEasy.in File

• [SECTION CONFIG v.2013-03-18]:

– NUMBER OF HISTORIES [1.0e12]: Is the number of simulated particles

and their track. For a minor statistical uncertainty and more reliable results a

great number of histories must be simulated, but at the expense of the increase

of computational time;

– ALLOTTED TIME [1.0e30]: Is considered to be real time if it’s a positive

number, otherwise it’s considered CPU time;

– UPDATE INTERVAL [100.0]: Is the update time for when tallies write (or

rewrite over) a report to the disk;

– INITIAL RANDOM SEEDS: Which doesn’t apply in this case and therefore

the entry is [1 1];

– OUTPUT DUMP FILE [penEasy.dmp]: Where a filename for generating a

dump file is established;

– INTERVAL BETWEEN DUMPS [1800.0]: Elapsed time after which the dump

file is written or updated.

• [SECTION SOURCE BOX ISOTROPIC GAUSS SPECTRUM v.2014-12-21]:

– STATUS [ON]: Specification for using this section which can be ON or OFF;

– PARTICLE TYPE [2]: Specification of the particle type that can be one of

the following: 1=electron, 2=photon or 3=positron.

SUBSECTION FOR PHOTON POLARIZATION

– This subsection is for the use of polarized photons, which wasn’t applied in

this case therefore its entries were all considered to be [0].

SUBSECTION FOR PARTICLE POSITION
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– COORDINATES OF BOX CENTER: Particles are, by default, generated inside

a rectangular box and its position is given by these coordinates in cm. These co-

ordinates were determined accordingly to the simulation in cause as described

in section A.1.0.1 Source Position Calculations and are listed in Appendix A,

Table A.5;

– BOX SIDES: The source box size is determined by three box sides, along the

x, y and z directions, however for a point source we established these sides as

[0.0 0.0 0.0]. Given that we are simulating an isotropic point source, the

following input lines don’t apply and therefore were considered [0.0].

SUBSECTION FOR PARTICLE DIRECTION

– DIRECTION VECTOR: These are the coordinates of a vector that defines the

direction of particle emission. These coordinates were determined accordingly

to the source position, and therefore, to the angle in cause, as listed in Ap-

pendix A Table A.6;

– DIRECTION POLAR ANGLE INTERVAL [0.0 25.0]: Given that the direc-

tion of emission is isotropic within a spherical trapezoid, for a source limited

to a cone, the base of the cone can be thought of as a particular case of a

spherical trapezoid with THETA0=0 and THETA1 equal to the cone angular

semi-aperture. The main concern is that the direction vector (cone axis) and

the angular semi-aperture of the cone should be selected so that the simulated

source fully ’illuminates’ the irradiated object, and therefore the semi-aperture

was considered 25°. This was taken into consideration when the detector di-

mensions were specified, as mentioned in section 3.1.1 Geometry construction;

– DIRECTION AZIMUTHAL ANGLE INTERVAL [ 0.0 360.0]: The direction

azimuthal angle interval PHI0 is irrelevant when dealing with a source limited

to a cone, since the azimuthal interval covers a full circle, however DeltaPHI

should be set for 360°;

– APPLY ALSO TO DIRECTION THE ROTATION [1]:When the reference sys-

tem in which these spherical coordinates are given are different from the ref-

erence system used to define the geometry file, the direction vector previously

introduced in the entry DIRECTION VECTOR is considered. Therefore, this

entry is to assure that these spherical coordinates are applied to the direction

vector.

SUBSECTION FOR PARTICLE ENERGY

– ENERGY SPECTRUM FILE NAME: For the case of uploading a pre-existing

file with the energy spectrum of the simulated particle;

– DUMMY SPECTRUM HEADER LINE: The source’s energy spectrum is intro-

duced in this line. To simulate a monochromatic continuous beam of 80keV
the energy and probability were set to [80000 1.0].
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• [SECTION SOURCE PHASE SPACE FILE v.2009-06-15]: This section is for

the use of phase-space files, which doesn’t apply to this case and therefore was

considered [OFF].

• [SECTION PENGEOM+PENVOX v.2009-06-15]:

– QUADRICS FILE NAME [geometry.geo]: The name of the quadric geom-

etry file is introduced. The geometrical model is introduced as described in

the subsection 3.1.2.1 Geometry Data File;

– VOXELS FILE NAME [regina.vox]: The voxelized geometry file, which

is a geometry model in which the object to be simulated is described in terms

of voxels is here introduced. The geometry model described in this file was the

female reference computational phantom [62];

– TRANSPARENT QUADRIC MAT [56]: The material index of which the trans-

parent body is made of, as described in 3.1.2.1 Geometry Data File, is speci-

fied;

– GRANULARITY TO SCAN VOXELS [10]: The computation of the masses of

the voxels that may not be immersed within the TRANSPARENT QUADRIC

MATERIAL is done by integrating the mass density over the voxel volume.

By controlling the GRANULARITY the accuracy for which this integration is

calculated can be set. A reasonably low value, recommended by the author is

[10].

• [SECTION PENELOPE v.2009-10-01]: In this section, all the materials used in

the simulated geometry are listed as well as the cutoff energies for each material.

– MAT#: The material’s index are listed in ascending order and this index is the

same as they were established in the voxelized geometry file;

– FILE___(max 20 char): The files for each material are listed according to

their index;

– EABS(e-): All particles are transported until their kinetic energies fall be-

low the absorption energy: EABS. This entry refers to that "limit"energy for

electron particles;

– EABS(ph): This entry refers to the "limit"energy for photon particles;

– EABS(e+): This entry refers to the "limit"energy for positron particles;

– C1: This parameter controls the cutoff energy for elastic collisions, for C1 is

the average angular deflection due to all elastic collisions occurring along a

given path length (C1 ' 1 − (cosθc), where θc is the cutoff angle). Therefore,

it determines the mean free path between elastic interactions. C1 can assume

values from 0 up to 0.2, being this the maximum value permitted;
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– C2: This parameter also influences the cutoff energy for elastic collisions for it

establishes the maximum average fractional energy loss in a single step length;

– WCC: This is the cutoff energy for inelastic interactions;

– WCR: This is the cutoff energy for bremsstrahlung interactions;

– DSMAX: This parameter defines the maximum step length for electrons and

positrons, for photons it doesn’t have effect. The step length is the distance

traveled by a particle during the simulation.

• [SECTION TALLY ENERGY DEPOSITION v.2012-06-01]: This tally produces

an output file in which the energy deposited per simulated history in each material

is reported (tallyEnergyDeposition.dat).

– STATUS [ON]: To activate this tally;

– DETECTION MATERIAL [57]: The material of the detector, as described in

3.1.2.1 Geometry Data File, is specified;

– RELATIVE UNCERTAINTY [1.0]: This uncertainty, which is specified in %

is used as a criterion to decide to stop the simulation. This uncertainty, used

to compute simulation efficiency, only refers to the detection material.

• [SECTION TALLY PIXELATED IMAGING DETECTOR v.2015-02-06]: As a re-

sult of the radiation reaching the detector, a pixelated image is developed. In this

section the characteristics of the detector body are specified.

– STATUS [ON]: To activate this tally;

– DETECTION MATERIAL [57]: The detector is identified as the body or mod-

ule that is made of the material introduced in the field DETECTION MATERIAL

of the configuration file;

– FILTER PHOTON INTERACTION [-1]: Photons arriving at the detector can

be filtered according to the interactions they have suffered, for the entry [-1],

only unscattered photons are considered;

– X-PIXEL SIZE [0 600]: This entry specifies the number of pixels along

the x axis;

– Y-PIXEL SIZE [0 500]: This entry specifies the number of pixels along

the y axis;

– DETECTION MODE [1]: This entry specifies the detection mode. In order to

establish that the image will be a result of the energy deposited per unit pixel

area and per simulated history, this must be set in energy integrating mode,

which corresponds to [1];

– ENERGY DEPOSITION THRESHOLD [1.0e3]: This entry only applies if the

entry FILTER PHOTON INTERACTION was set to mode [2], which is not the

case, and therefore it is ignored for other cases;
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– EMIN, EMAX, No. OF E BINS [0.0e0 1.0e9 100]: This entry only ap-

plies if the entry FILTER PHOTON INTERACTIONwas set to mode [3], which

is not the case, and therefore it is ignored;

– ENERGY RESOLUTION [0.0 0.0]: This entry only applies to the case in

which the SUBSECTION FOR PARTICLE ENERGY was set to simulate a Gaus-

sian energy spectrum with FWHM[eV]=sqrt(A+B*E[eV]), which is not the

case and therefore it is ignored;

– REPORT FORMAT [2]: The report format is set in this entry. For a matrix for-

mat report the entry is set to [2] and an output file containing the image signal

for each pixel is written in plain text (tallyPixelImageDetectEI-matrix.dat);

– RELATIVE UNCERTAINTY [1.0]: This uncertainty, which is specified in %

is used as a criterion to decide to stop the simulation.
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PenEasy files for the PMMA Monte Carlo

Simulations

The geometry and configuration files required to perform the simulations of the

PMMA phantom model are listed in the following sections. However it’s important to

refer that the following sections only describe one case scenario, which is for a PMMA

phantom with the ionization chamber positioned in the probe hole located at 180° . How-

ever all five case scenarios where simulated, in which the ionization chamber assumes 0°

90° 180° 270° and center position within the probe holes and each one was simulated for

a source position of 0° 90° 180° and 270° .

C.1 The geometry file: PMMA.geo File

XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

geometry

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 1) Plane Z=0.0

INDICES=( 0, 0, 0, 1, 0)

Z-SHIFT=(+0.000000000000000E+00, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 2) Plane Z=15.0

INDICES=( 0, 0, 0, 1, 0)

Z-SHIFT=(+1.500000000000000E+01, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 3) Cylinder probe hole R=0.655

INDICES=( 1, 1, 0, 0,-1)

X-SCALE=(+0.655000000000000E+00, 0)
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Y-SCALE=(+0.655000000000000E+00, 0)

0000000000000000000000000000000000000000000000000000000000000000

BODY ( 1) Cylinder CENTER probe hole R=0.655

MATERIAL( 6)

SURFACE ( 1), SIDE POINTER=( 1)

SURFACE ( 2), SIDE POINTER=(-1)

SURFACE ( 3), SIDE POINTER=(-1)

0000000000000000000000000000000000000000000000000000000000000000

MODULE ( 2) 270º Cylinder side probe hole R=0.655

MATERIAL( 6)

SURFACE ( 1), SIDE POINTER=( 1)

SURFACE ( 2), SIDE POINTER=(-1)

SURFACE ( 3), SIDE POINTER=(-1)

1111111111111111111111111111111111111111111111111111111111111111

OMEGA=(+0.000000000000000E+00, 0) DEG

THETA=(+0.000000000000000E+00, 0) DEG

PHI=(+0.000000000000000E+00, 0) DEG

X-SHIFT=(+1.500000000000000E+01, 0) (DEFAULT=0.0)

Y-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

Z-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

0000000000000000000000000000000000000000000000000000000000000000

CLONE ( 3) 0º Cylinder side probe hole R=0.655

MODULE ( 2) ORIGINAL MODULE

1111111111111111111111111111111111111111111111111111111111111111

OMEGA=(-9.000000000000000E+01, 0) DEG (DEFAULT=0.0)

THETA=(+0.000000000000000E+00, 0) DEG (DEFAULT=0.0)

PHI=(+0.000000000000000E+00, 0) DEG (DEFAULT=0.0)

X-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

Y-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

Z-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

0000000000000000000000000000000000000000000000000000000000000000

CLONE ( 4) 90º Cylinder side probe hole R=0.655

MODULE ( 2) ORIGINAL MODULE

1111111111111111111111111111111111111111111111111111111111111111

OMEGA=(-1.800000000000000E+02, 0) DEG (DEFAULT=0.0)

THETA=(+0.000000000000000E+00, 0) DEG (DEFAULT=0.0)

PHI=(+0.000000000000000E+00, 0) DEG (DEFAULT=0.0)

X-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

Y-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

Z-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

0000000000000000000000000000000000000000000000000000000000000000
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SURFACE ( 14) Cylinder R=0,025 ALUMINUM CHAMBER

INDICES=( 1, 1, 0, 0,-1)

X-SCALE=(+0.025000000000000E+00, 0)

Y-SCALE=(+0.025000000000000E+00, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 15) Plane Z=2.5 FOR ALUMINUM AND AIR CHAMBERS

INDICES=( 0, 0, 0, 1, 0)

Z-SHIFT=(+2.500000000000000E+00, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 16) Plane Z=12.5 FOR ALUMINUM AND AIR CHAMBERS

INDICES=( 0, 0, 0, 1, 0)

Z-SHIFT=(+1.250000000000000E+01, 0)

0000000000000000000000000000000000000000000000000000000000000000

BODY ( 5) CYLINDER ALUMINUM CHAMBER

MATERIAL( 3)

SURFACE ( 14), SIDE POINTER=(-1)

SURFACE ( 15), SIDE POINTER=( 1)

SURFACE ( 16), SIDE POINTER=(-1)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 17) Cylinder R=0,15 AIR CHAMBER

INDICES=( 1, 1, 0, 0,-1)

X-SCALE=(+0.150000000000000E+00, 0)

Y-SCALE=(+0.150000000000000E+00, 0)

0000000000000000000000000000000000000000000000000000000000000000

BODY ( 6) CYLINDER AIR CHAMBER

MATERIAL( 2)

SURFACE ( 17), SIDE POINTER=(-1)

SURFACE ( 15), SIDE POINTER=( 1)

SURFACE ( 16), SIDE POINTER=(-1)

BODY ( 5)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 18) Cylinder R=0,1875 FIBER CARBON CHAMBER

INDICES=( 1, 1, 0, 0,-1)

X-SCALE=(+0.187500000000000E+00, 0)

Y-SCALE=(+0.187500000000000E+00, 0)

0000000000000000000000000000000000000000000000000000000000000000

BODY ( 7) CYLINDER FIBER CARBON CHAMBER

MATERIAL( 5)

SURFACE ( 18), SIDE POINTER=(-1)

SURFACE ( 1), SIDE POINTER=( 1)

SURFACE ( 2), SIDE POINTER=(-1)
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BODY ( 5)

BODY ( 6)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 19) Cylinder R=0,3125 PMMA ADAPTOR

INDICES=( 1, 1, 0, 0,-1)

X-SCALE=(+0.312500000000000E+00, 0)

Y-SCALE=(+0.312500000000000E+00, 0)

0000000000000000000000000000000000000000000000000000000000000000

MODULE ( 8) CYLINDER PMMA ADAPTOR 180º side probe hole

MATERIAL( 7)

SURFACE ( 19), SIDE POINTER=(-1)

SURFACE ( 1), SIDE POINTER=( 1)

SURFACE ( 2), SIDE POINTER=(-1)

BODY ( 5)

BODY ( 6)

BODY ( 7)

1111111111111111111111111111111111111111111111111111111111111111

OMEGA=(+0.000000000000000E+00, 0) DEG

THETA=(+0.000000000000000E+00, 0) DEG

PHI=(+0.000000000000000E+00, 0) DEG

X-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

Y-SHIFT=(+1.500000000000000E+01, 0) (DEFAULT=0.0)

Z-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 13) Cylinder R=16 PHANTOM CILINDER

INDICES=( 1, 1, 0, 0,-1)

X-SCALE=(+1.600000000000000E+01, 0)

Y-SCALE=(+1.600000000000000E+01, 0)

0000000000000000000000000000000000000000000000000000000000000000

MODULE ( 9) PHANTOM CYLINDER

MATERIAL( 4)

SURFACE ( 13), SIDE POINTER=(-1)

SURFACE ( 1), SIDE POINTER=( 1)

SURFACE ( 2), SIDE POINTER=(-1)

BODY ( 1)

MODULE ( 2)

MODULE ( 3)

MODULE ( 4)

MODULE ( 8)

1111111111111111111111111111111111111111111111111111111111111111

OMEGA=(+0.000000000000000E+00, 0) DEG
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THETA=(+0.000000000000000E+00, 0) DEG

PHI=(+0.000000000000000E+00, 0) DEG

X-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

Y-SHIFT=(+0.000000000000000E+00, 0) (DEFAULT=0.0)

Z-SHIFT=(+1.325000000000000E+02, 0) (DEFAULT=0.0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 20) Plane X=-25.75

INDICES=( 0, 0, 0, 0, 0)

AX=(+1.000000000000000E+00, 0)

A0=(+2.575000000000000E+01, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 21) Plane X=25.75 largura 51.5cm

INDICES=( 0, 0, 0, 0, 0)

AX=(+1.000000000000000E+00, 0)

A0=(-2.575000000000000E+01, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 24) Plane Y=16.0

INDICES=( 0, 0, 0, 0, 0)

AY=(+1.000000000000000E+00, 0)

A0=(-1.600000000000000E+01, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 25) Plane Y=18.5 espessura 2.5cm

INDICES=( 0, 0, 0, 0, 0)

AY=(+1.000000000000000E+00, 0)

A0=(-1.850000000000000E+01, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 22) Plane Z=0.0

INDICES=( 0, 0, 0, 1, 0)

Z-SHIFT=(+0.000000000000000E+00, 0)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 23) Plane Z=187.5 altura 40cm acima do PMMA

INDICES=( 0, 0, 0, 1, 0)

Z-SHIFT=(+1.875000000000000E+02, 0)

0000000000000000000000000000000000000000000000000000000000000000

BODY ( 10) Patient Table

MATERIAL( 9)

SURFACE ( 20), SIDE POINTER=( 1)

SURFACE ( 21), SIDE POINTER=(-1)

SURFACE ( 22), SIDE POINTER=( 1)

SURFACE ( 23), SIDE POINTER=(-1)

SURFACE ( 24), SIDE POINTER=( 1)
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SURFACE ( 25), SIDE POINTER=(-1)

0000000000000000000000000000000000000000000000000000000000000000

SURFACE ( 26) Sphere R=450

INDICES=( 1, 1, 1, 0,-1)

X-SCALE=(+4.500000000000000E+02, 0)

Y-SCALE=(+4.500000000000000E+02, 0)

Z-SCALE=(+4.500000000000000E+02, 0)

X-SHIFT=(+0.000000000000000E+00, 0)

Y-SHIFT=(+0.000000000000000E+00, 0)

Z-SHIFT=(+1.325000000000000E+02, 0)

00000000000000000000000000000000000000000000000000000000000000000

MODULE ( 11) esfera envolvente

MATERIAL( 1) Material transparente

SURFACE ( 26), SIDE POINTER=(-1)

MODULE ( 9)

BODY ( 10)

0000000000000000000000000000000000000000000000000000000000000000

END

0000000000000000000000000000000000000000000000000000000

C.2 The configuration file: PMMA.in File
# »» CONFIG FILE FOR penEasy »»»»»»»»»»»»»»»»»»»

#

# CASE DESCRIPTION:

# Sample config file adapted to the example described in the READM

# file. Before editing this file, read carefully the instructions

# provided here after the data sections and in the README file.

#

# LAST UPDATE:

# 2015-05-26 by JS

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# GENERAL INSTRUCTIONS

#

# * Lines starting with a ’#’ (in column 1) and blank lines are

# comments. Comments are NOT allowed inside data sections.

#

# * Do not change the order in which sections appear, neither the

# order of data fields in each section.

#

# * Each data section has a version number of the form yyyy-mm-dd that is

# written in the corresponding section title. Should an incorrect

# version be introduced an error message would be issued and the

# execution halted.

#

# * Character strings (e.g. file names) are introduced in free-format

# style, that is, leading and trailing blanks are allowed. Their

# maximum extension (except when noted) is 80 characters and they must

# not contain blanks. Thus, for instance, ’stainless steel’ should be

# introduced as ’stainlessSteel’ or ’stainless_Steel’.

#

# * Most syntax errors can be easily identified by looking for error

# messages or inconsistencies within the last lines of penEasy output.
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# It is always a good idea to check the output to make sure that the

# information written after processing each section coincides with what

# is expected from the input.

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR SECTION CONFIG

#

# * Details on the simulation configuration are provided with their

# documentation (see /documentation/*).

[SECTION CONFIG v.2013-03-18]

1.0e11 NUMBER OF HISTORIES (1.0e15 MAX)

1.0e30 ALLOTTED TIME (s) (+ FOR REAL TIME; - FOR CPU TIME)

100.0 UPDATE INTERVAL (s)

1 1 INITIAL RANDOM SEEDS

- SEEDS FILE; MUST ENTER SEEDS=0,0 TO APPLY

- RESTART FILE; MUST ENTER SEEDS=-1,-1 TO APPLY

penEasy.dmp OUTPUT DUMP FILE; ENTER ’-’ FOR ’NO DUMP’

1800.0 INTERVAL BETWEEN DUMPS (s)

[END OF CONFIG SECTION]

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR SOURCE SECTIONS

#

# * Details on the features and configuration of each source model

# are provided with their documentation (see /documentation/*).

# Notice that there must be one and only one active (status ON) source model.

[SECTION SOURCE BOX ISOTROPIC GAUSS SPECTRUM v.2014-12-21]

ON STATUS (ON or OFF)

2 PARTICLE TYPE (1=ELECTRON, 2=PHOTON, 3=POSITRON)

SUBSECTION FOR PHOTON POLARIZATION:

0 ACTIVATE PHOTON POLARIZATION PHYSICS (0=NO, 1=YES)

0.0 0.0 0.0 STOKES PARAMETERS (UNUSED IF ACTIVATE POLARIZATION=0)

SUBSECTION FOR PARTICLE POSITION:

0.0 -100.0 140.0 COORDINATES (cm) OF BOX CENTER

0.0 0.0 0.0 BOX SIDES (cm)

0.0 0.0 FWHMs (cm) OF GAUSSIAN X,Y DISTRIBUTIONS

0.0 0.0 0.0 EULER ANGLES [OMEGA,THETA,PHI](deg) FOR BOX ROTATION Rz(PHI).Ry(THETA).Rz(OMEGA).r

0.0 0.0 0.0 TRANSLATION [DX,DY,DZ](cm) OF BOX CENTER POSITION

0 SOURCE MATERIAL (0=DON’T CARE, >0 FOR LOCAL SOURCE, <0 FOR IN-FIELD BEAM)

SUBSECTION FOR PARTICLE DIRECTION:

0.0 1.0 0.0 DIRECTION VECTOR; NO NEED TO NORMALIZE

0.0 25.0 DIRECTION POLAR ANGLE INTERVAL [THETA0,THETA1], BOTH VALUES IN [0,180]deg

0.0 360.0 DIRECTION AZIMUTHAL ANGLE INTERVAL PHI0 IN [0,360)deg AND DeltaPHI IN [0,360]deg

1 APPLY ALSO TO DIRECTION THE ROTATION USED FOR BOX POSITION (0=NO, 1=YES)

SUBSECTION FOR PARTICLE ENERGY:

- ENERGY SPECTRUM FILE NAME; ENTER ’-’ TO ENTER SPECTRUM IN NEXT LINES

Energy(eV) Probability DUMMY SPECTRUM HEADER LINE; REMOVE HEADER AND TABLE IF A FILENAME WAS PROVIDED ABOVE

8000 0 Spectrum table, arbitrary normalization. Example: a single channel [10,10]MeV of null width

9000 1.34227E-36

10000 2.28433E-25

11000 6.89591E-19

12000 8.3039E-14

13000 8.8427E-10

14000 1.91415E-06

15000 0.000778841

16000 0.03852808

17000 0.934731394

18000 12.13670435

19000 108.3011025

20000 692.531851

21000 2260.488039

22000 6561.372175

23000 17018.29289

24000 38939.4887

25000 81220.44065

26000 154223.7205

27000 274039.4898

28000 454350.0718
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29000 716382.9809

30000 1058982.621

31000 1359330.239

32000 1699784.282

33000 2093194.47

34000 2512223.254

35000 2968494.282

36000 3444823.374

37000 3948715.492

38000 4472095.401

39000 5017415.915

40000 5539890.795

41000 5891288.377

42000 6235118.772

43000 6578710.086

44000 6884225.493

45000 7164548.614

46000 7472123.42

47000 7766766.878

48000 7958485.892

49000 8125492.12

50000 8308542.657

51000 8372289.905

52000 8425786.993

53000 8461419.901

54000 8543654.011

55000 8613291.755

56000 12173343.33

57000 15908734.19

58000 19258914.43

59000 22729261.5

60000 16414349.83

61000 9699382.211

62000 8845960.556

63000 7958150.465

64000 7821509.33

65000 7655078.503

66000 10245564.93

67000 12896733.38

68000 10636236.06

69000 8261894.173

70000 7015023.413

71000 5742050.876

72000 5531892.281

73000 5294817.428

74000 5266129.026

75000 5248216.672

76000 5143328.728

77000 5012530.809

78000 4939013.348

79000 4798301.143

80000 4718945.82

81000 4547868.521

82000 4529644.827

83000 4380397.959

84000 4245040.101

85000 4107028.71

86000 4034981.867

87000 3963955.132

88000 3823975.782

89000 3681170.502

90000 3578054.703

91000 3470911.323

92000 3351214.843

93000 3218706.557

94000 3108181.918

95000 2997206.772

96000 2901696.742

97000 2806421.334
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98000 2709297.284

99000 2611071.498

100000 2506389.851

101000 2393398.573

102000 2299818.589

103000 2184873.179

104000 2071647.056

105000 1960432.606

106000 1836564.472

107000 1714468.483

108000 1612392.196

109000 1503783.106

110000 1380892.15

111000 1258504

112000 1203315.836

113000 1145890.969

114000 1022679.082

115000 885779.0168

116000 806045.2228

117000 727642.879

118000 638215.3136

119000 538945.5547

120000 458960.8035

121000 349783.7282

122000 240573.1158

123000 166316.9318

124000 79589.65114

125000 7742.149526

126000 -1.0 Enter a negative prob. to signal the end of the table

0.0 FWHM(eV) OF GAUSSIAN ENERGY DISTRIB. [NOTE FWHM=SIGMA*sqrt(8*ln(2))]

[END OF BIGS SECTION]

[SECTION SOURCE PHASE SPACE FILE v.2009-06-15]

OFF STATUS (ON or OFF)

0 PSF FORMAT (0=STANDARD penEasy ASCII, 1=IAEA BINARY)

particles.psf PSF FILENAME, REMOVE EXTENSION IF PSF FORMAT=1

1 SPLITTING FACTOR

0.0 0.0 0.0 EULER ANGLES [Rz,Ry,Rz](deg) TO ROTATE POSITION AND DIRECTION

0.0 0.0 0.0 TRANSLATION [DX,DY,DZ](cm) OF POSITION

1 VALIDATE BEFORE SIMULATION (1=YES, MAY TAKE A WHILE; 0=NO)

0.000e0 MAX PSF ENERGY (eV) (UNUSED IF VALIDATE=1 OR IAEA FORMAT; ADD 1023 keV FOR e+)

[END OF SPSF SECTION]

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR SECTION PENGEOM+PENVOX

#

# * Enter either: (i) a file name in the QUADRICS FILE field and a dash ’-’ in

# the VOXELS FILE field if you want to define only a quadric geometry model;

# (ii) a file name in the VOXELS FILE field and a dash ’-’ in the QUADRICS

# FILE field if you want to define only a voxelized geometry model; or (iii)

# both a quadrics and a voxelized file names in the corresponding fields if

# you want to define a combination of overlapping quadrics and voxelized models.

#

# * The TRANSPARENT QUADRIC MAT and GRANULARITY field are used only if both a

# quadric and a voxel geometries are defined. Otherwise they are irrelevant.

#

# * Details on the use and configuration of these geometry models are provided

# in the documentation (please refer to /̃documentation/*).

[SECTION PENGEOM+PENVOX v.2009-06-15]

phantom180position.geo QUADRICS FILE NAME, USE ’-’ IF NONE

- VOXELS FILE NAME, USE ’-’ IF NONE

- TRANSPARENT QUADRIC MAT (USED ONLY IF QUAD&VOX)

10 GRANULARITY TO SCAN VOXELS (USED ONLY IF QUAD&VOX)

[END OF GEO SECTION]

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR SECTION PENELOPE

#
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# * Write one line of data per defined material. Each line starts with

# the material index (MAT#), which should be an integer starting from 1.

# Set MAT# to zero in the last line to denote the end of the list.

#

# * Use 20 characters at most to introduce the material data file name.

# Blanks or special characters are not allowed in file names. Thus,

# instead of "stainless steel.mat"use "stainlessSteel.mat".

#

# * If, for a certain material, the transport parameters after the file

# name are left empty, then they are set automatically as follows:

# -Eabs for charged particles are set to 1% of the

# initial source energy (E), with the limiting values of 50 eV

# (min) and 1 MeV (max).

# -Eabs for photons is set to 0.1% E with the limiting values of

# 50 eV and 1 MeV.

# -C1 and C2 are both set to 0.1.

# -WCC is set to min(Eabs(e-),1% E).

# -WCR is set to min(Eabs(phot),0.1% E).

# -DSMAX is set to infinity.

#

# * Do not remove the line containing the table header "MAT# FILE...".

[SECTION PENELOPE v.2009-10-01]

MAT# FILE___(max 20 char) EABS(e-) EABS(ph) EABS(e+) C1 C2 WCC WCR DSMAX COMMENTS

1 Airtransp.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

2 Airchamber.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

3 AirAluminum.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

4 PMMA.mat 8e4 5e3 8e4 0.2 0.2 5e3 4e3 1.0e30

5 AirCarbFiber.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

6 PMMAchamber2.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

7 PMMAadaptor.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

8 Se.mat 3e9 3e9 3e9 0.2 0.2 5e3 1e4 1.0e30

9 Teflon.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

10 Airprobehole.mat 8e4 5e3 8e4 0.2 0.2 4e3 4e3 1.0e30

0

[END OF PEN SECTION]

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR THE TALLY SECTIONS

#

# * Details on the features and configuration of each tally are provided

# with their documentation (see /documentation/*.txt).

#

# * The required RELATIVE UNCERTAINTY that is specified for each tally

# (except for those that do not have an associated uncertainty, e.g.

# a phase-space file) is used as a condition to stop the simulation. Only

# when the requested relative uncertainties of *all* the tallies have

# been attained the uncertainty condition is considered fulfilled.

# Recall that the simulation can also be halted because the allotted

# time or the number of histories requested have been reached. Setting

# the RELATIVE UNCERTAINTY of all tallies to zero will prevent the

# execution from stopping for this cause.

#

# * Note for advanced users: when a certain tally scores nothing (i.e.

# zero) the corresponding REPORT routine reports 0% uncertainty but, at

# the same time, it reports that the requested uncertainty has not been

# reached, irrespective of the value introduced in the config file.

# This is to prevent the simulation from being stopped by a deceptive

# impression of accuracy in highly inefficient simulations, where the

# score and its standard deviation after a short period of time can be

# null.

[SECTION TALLY VOXEL DOSE v.2014-12-27]

OFF STATUS (ON or OFF)

0 0 ROI MIN,MAX X-INDEX (0 0 FOR ALL VOXELS)

0 0 ROI MIN,MAX Y-INDEX (0 0 FOR ALL VOXELS)

0 0 ROI MIN,MAX Z-INDEX (0 0 FOR ALL VOXELS)

0 PRINT VOXELS MASS IN REPORT (1=YES,0=NO)

1 PRINT COORDINATES IN REPORT (1=YES,0=NO,-1=NO&BINARYFORMAT)
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0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF VDD SECTION]

[SECTION TALLY SPATIAL DOSE DISTRIB v.2009-06-15]

OFF STATUS (ON or OFF)

0.0 0.0 0 XMIN,XMAX(cm),NXBIN (0 FOR DX=infty)

0.0 0.0 0 YMIN,YMAX(cm),NYBIN (0 FOR DY=infty)

0.0 7.0 40 ZMIN,ZMAX(cm),NZBIN (0 FOR DZ=infty)

1 PRINT COORDINATES IN REPORT (1=YES,0=NO,-1=NO&BINARYFORMAT)

1.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF SDD SECTION]

[SECTION TALLY CYLINDRICAL DOSE DISTRIB v.2009-06-15]

OFF STATUS (ON or OFF)

0.0 8.0 80 RMIN,RMAX(cm),NRBIN (>0)

0.0 7.0 40 ZMIN,ZMAX(cm),NZBIN (0 FOR DZ=infty)

1 PRINT COORDINATES IN REPORT (1=YES,0=NO)

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF CDD SECTION]

[SECTION TALLY SPHERICAL DOSE DISTRIB v.2009-06-15]

OFF STATUS (ON or OFF)

0.0 1.0 50 RMIN,RMAX(cm),NRBIN (>0)

1 PRINT COORDINATES IN REPORT (1=YES,0=NO)

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF SPD SECTION]

[SECTION TALLY ENERGY DEPOSITION v.2012-06-01]

ON STATUS (ON or OFF)

2 DETECTION MATERIAL

1.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF EDP SECTION]

[SECTION TALLY PULSE HEIGHT SPECTRUM v.2012-06-01]

OFF STATUS (ON or OFF)

1 DETECTION MATERIAL

0.0 1.0e9 100 EMIN,EMAX(eV), No. OF E BINS

0.0 0.0 A(eV2̂),B(eV) FOR GAUSSIAN CONVOLUTION FWHM[eV] sqrt(A+B*E[eV])

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF PHS SECTION]

[SECTION TALLY PIXELATED IMAGING DETECTOR v.2015-02-06]

OFF STATUS (ON or OFF)

57 DETECTION MATERIAL

-1 FILTER PHOTON INTERACTION (0=NOFILTER, -1=UNSCATTERED, 1=RAYLEIGH, 2=COMPTON, 3=SECONDARIES, 9=MULTISCATTERED)

0 600 X-PIXEL SIZE(cm), No. X-PIXELS (ENTER 0 IN EITHER FIELD FOR AUTO)

0 500 Y-PIXEL SIZE(cm), No. Y-PIXELS (ENTER 0 IN EITHER FIELD FOR AUTO)

1 DETECTION MODE (1=ENERGY INTEGRATING, 2=PHOTON COUNTING, 3=PHOTON ENERGY DISCRIMINATING aka SPECTRUM)

1.0e3 ENERGY DEPOSITION THRESHOLD (eV) FOR MODE=2 (IGNORED FOR OTHER MODES)

0.0e0 1.0e9 100 EMIN,EMAX(eV), No. OF E BINS FOR MODE=3 (IGNORED FOR OTHER MODES)

0.0 0.0 ENERGY RESOLUTION, ENTER A(eV2̂),B(eV) FOR A GAUSSIAN WITH FWHM[eV]=sqrt(A+B*E[eV])

2 REPORT FORMAT (1=COLUMNAR, 2=MATRIX, 3=BINARY)

1.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF PID SECTION]

[SECTION TALLY FLUENCE TRACK LENGTH v.2012-06-01]

OFF STATUS (ON or OFF)

1 DETECTION MATERIAL

1.0e2 1.0e9 70 LOGEMIN,EMAX(eV), No. OF E BINS, APPEND ’LOG’ FOR A LOG SCALE

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF FTL SECTION]

[SECTION TALLY PHASE SPACE FILE v.2009-06-15]

OFF STATUS (ON or OFF)

0 PSF FORMAT (0=STANDARD penEasy ASCII, 1=IAEA BINARY)

1 DETECTION MATERIAL (MUST BE A PERFECT ABSORBENT, EABS=+infty)

output.psf PSF FILENAME, REMOVE EXTENSION IF FORMAT=1

[END OF PSF SECTION]
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[SECTION TALLY PARTICLE CURRENT SPECTRUM v.2009-06-15]

OFF STATUS (ON or OFF)

1 DETECTION MATERIAL

0.0 1.0e9 100 EMIN,EMAX(eV), No. OF E BINS

0.0 RELATIVE UNCERTAINTY (%) REQUESTED

[END OF PCS SECTION]

[SECTION TALLY PARTICLE TRACK STRUCTURE v.2009-06-15]

OFF STATUS (ON or OFF)

100 NUMBER OF HISTORIES TO DISPLAY (1̃00 RECOMMENDED)

[END OF PTS SECTION]

# »»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»»>

# INSTRUCTIONS FOR VARIANCE-REDUCTION SECTIONS

#

# * Details on the features and configuration of each VR technique are provided

# with their documentation (see /̃documentation/*.txt).

[SECTION INTERACTION FORCING v.2009-06-15]

OFF STATUS (ON or OFF)

1.0 DON’T APPLY BELOW THIS STATISTICAL WEIGHT

MAT KPAR ICOL FORCING (SET MAT=-1 TO END LIST)

-1 0 0 1.0

[END OF VRIF SECTION]

[SECTION SPLITTING v.2015-05-30] |

OFF STATUS (ON or OFF)

1.0 WGHTMIN, DO NOT SPLIT BELOW THIS STATISTICAL WEIGHT

1 SPLITTING MATERIAL

1 SPLITTING MODE (1=SIMPLE; 2=ROTATIONAL; 3=XY)

1 SPLITTING FACTOR, IGNORED FOR MODE=3

0.0 0.0 0.0 EULER ANGLES [Rz,Ry,Rz](deg), IGNORED FOR MODE=1

0.0 0.0 0.0 SHIFT (cm), IGNORED FOR MODE=1

0 SIGN OF W (’+’, ’-’ OR ’0’=BOTH), IGNORED FOR MODE=1

0.0 360.0 AZIMUTHAL INTERVAL PHI0 IN [0,360)deg AND DeltaPHI IN (0,360]deg, USED ONLY IF MODE=2

[END OF VRS SECTION]

[SECTION RUSSIAN ROULETTE v.2009-06-15]

OFF STATUS (ON or OFF)

1.0 WGHTMAX, DO NOT PLAY ABOVE THIS STATISTICAL WEIGHT

1 RUSSIAN ROULETTE MATERIAL

1.0 SURVIVAL PROBABILITY

[END OF VRRR SECTION]

# »» END OF FILE »»»»»»»»»»»»»»»»»»»»»»»»»
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Code system used in the Image

Reconstruction milestone

D.1 Import data matrix

The code used to import the data matrix from each Pixelated Imaging Detector tallie

file for each angle to the MATLAB workspace in listed:

Matriz10 = importdata(’tallyPixelImageDetectEI-matrix10.txt’, ’,’);

Matriz10(:,1)=[];

TM10 = transpose(Matriz10);

Matriz20 = importdata(’tallyPixelImageDetectEI-matrix20.txt’, ’,’);

Matriz20(:,1)=[];

TM20 = transpose(Matriz20);

Matriz30 = importdata(’tallyPixelImageDetectEI-matrix30.txt’, ’,’);

Matriz30(:,1)=[];

TM30 = transpose(Matriz30);

Matriz40 = importdata(’tallyPixelImageDetectEI-matrix40.txt’, ’,’);

Matriz40(:,1)=[];

TM40 = transpose(Matriz40);

Matriz50 = importdata(’tallyPixelImageDetectEI-matrix50.txt’, ’,’);

Matriz50(:,1)=[];

TM50 = transpose(Matriz50);

Matriz60 = importdata(’tallyPixelImageDetectEI-matrix60.txt’, ’,’);

Matriz60(:,1)=[];

TM60 = transpose(Matriz60);

Matriz70 = importdata(’tallyPixelImageDetectEI-matrix70.txt’, ’,’);

Matriz70(:,1)=[];
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TM70 = transpose(Matriz70);

Matriz80 = importdata(’tallyPixelImageDetectEI-matrix80.txt’, ’,’);

Matriz80(:,1)=[];

TM80 = transpose(Matriz80);

Matriz90 = importdata(’tallyPixelImageDetectEI-matrix90.txt’, ’,’);

Matriz90(:,1)=[];

TM90 = transpose(Matriz90);

Matriz100 = importdata(’tallyPixelImageDetectEI-matrix100.txt’, ’,’);

Matriz100(:,1)=[];

TM100 = transpose(Matriz100);

Matriz110 = importdata(’tallyPixelImageDetectEI-matrix110.txt’, ’,’);

Matriz110(:,1)=[];

TM110 = transpose(Matriz110);

Matriz120 = importdata(’tallyPixelImageDetectEI-matrix120.txt’, ’,’);

Matriz120(:,1)=[];

TM120 = transpose(Matriz120);

Matriz130 = importdata(’tallyPixelImageDetectEI-matrix130.txt’, ’,’);

Matriz130(:,1)=[];

TM130 = transpose(Matriz130);

Matriz140 = importdata(’tallyPixelImageDetectEI-matrix140.txt’, ’,’);

Matriz140(:,1)=[];

TM140 = transpose(Matriz140);

Matriz150 = importdata(’tallyPixelImageDetectEI-matrix150.txt’, ’,’);

Matriz150(:,1)=[];

TM150 = transpose(Matriz150);

Matriz160 = importdata(’tallyPixelImageDetectEI-matrix160.txt’, ’,’);

Matriz160(:,1)=[];

TM160 = transpose(Matriz160);

Matriz170 = importdata(’tallyPixelImageDetectEI-matrix170.txt’, ’,’);

Matriz170(:,1)=[];

TM170 = transpose(Matriz170);

Matriz180 = importdata(’tallyPixelImageDetectEI-matrix180.txt’, ’,’);

Matriz180(:,1)=[];

TM180 = transpose(Matriz180);

Matriz190 = importdata(’tallyPixelImageDetectEI-matrix190.txt’, ’,’);

Matriz190(:,1)=[];

TM190 = transpose(Matriz190);

Matriz200 = importdata(’tallyPixelImageDetectEI-matrix200.txt’, ’,’);

Matriz200(:,1)=[];

TM200 = transpose(Matriz200);

Matriz210 = importdata(’tallyPixelImageDetectEI-matrix210.txt’, ’,’);
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Matriz210(:,1)=[];

TM210 = transpose(Matriz210);

Matriz220 = importdata(’tallyPixelImageDetectEI-matrix220.txt’, ’,’);

Matriz220(:,1)=[];

TM220 = transpose(Matriz220);

Matriz230 = importdata(’tallyPixelImageDetectEI-matrix230.txt’, ’,’);

Matriz230(:,1)=[];

TM230 = transpose(Matriz230);

Matriz240 = importdata(’tallyPixelImageDetectEI-matrix240.txt’, ’,’);

Matriz240(:,1)=[];

TM240 = transpose(Matriz240);

Matriz250 = importdata(’tallyPixelImageDetectEI-matrix250.txt’, ’,’);

Matriz250(:,1)=[];

TM250 = transpose(Matriz250);

Matriz260 = importdata(’tallyPixelImageDetectEI-matrix260.txt’, ’,’);

Matriz260(:,1)=[];

TM260 = transpose(Matriz260);

Matriz270 = importdata(’tallyPixelImageDetectEI-matrix270.txt’, ’,’);

Matriz270(:,1)=[];

TM270 = transpose(Matriz270);

Matriz280 = importdata(’tallyPixelImageDetectEI-matrix280.txt’, ’,’);

Matriz280(:,1)=[];

TM280 = transpose(Matriz280);

Matriz290 = importdata(’tallyPixelImageDetectEI-matrix290.txt’, ’,’);

Matriz290(:,1)=[];

TM290 = transpose(Matriz290);

Matriz300 = importdata(’tallyPixelImageDetectEI-matrix300.txt’, ’,’);

Matriz300(:,1)=[];

TM300 = transpose(Matriz300);

Matriz310 = importdata(’tallyPixelImageDetectEI-matrix310.txt’, ’,’);

Matriz310(:,1)=[];

TM310 = transpose(Matriz310);

Matriz320 = importdata(’tallyPixelImageDetectEI-matrix320.txt’, ’,’);

Matriz320(:,1)=[];

TM320 = transpose(Matriz320);

Matriz330 = importdata(’tallyPixelImageDetectEI-matrix330.txt’, ’,’);

Matriz330(:,1)=[];

TM330 = transpose(Matriz330);

Matriz340 = importdata(’tallyPixelImageDetectEI-matrix340.txt’, ’,’);

Matriz340(:,1)=[];

TM340 = transpose(Matriz340);
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Matriz350 = importdata(’tallyPixelImageDetectEI-matrix350.txt’, ’,’);

Matriz350(:,1)=[];

TM350 = transpose(Matriz350);

Matriz360 = importdata(’tallyPixelImageDetectEI-matrix360.txt’, ’,’);

Matriz360(:,1)=[];

TM360 = transpose(Matriz360);

D.2 Cube data matrix

The code used to load the data matrices into a structure of matrices, resembling a

cube is listed below:

MATRIZ3D = zeros (600,36,500);

for i= 1:500

Linhai = [TM360(:,i) TM10(:,i) TM20(:,i) TM30(:,i) TM40(:,i)

TM50(:,i) TM60(:,i) TM70(:,i) TM80(:,i) TM90(:,i) TM100(:,i)

TM110(:,i) TM120(:,i) TM130(:,i) TM140(:,i) TM150(:,i)

TM160(:,i) TM170(:,i) TM180(:,i) TM190(:,i) TM200(:,i)

TM210(:,i) TM220(:,i) TM230(:,i) TM240(:,i) TM250(:,i)

TM260(:,i) TM270(:,i) TM280(:,i) TM290(:,i) TM300(:,i)

TM310(:,i) TM320(:,i) TM330(:,i) TM340(:,i) TM350(:,i)];

MATRIZ3D(:,:,i) = Linhai;

end

D.3 Division of the cube matrices

The code used to load the data matrices into a structure of matrices, resembling a

cube is listed below:

Div_voxelavoxel = log(MATRIZ3D_AR./MATRIZ3D);

D.4 Reconstruction Algorithm

The code used to obtain the reconstructed axial slices is listed below:

MATRIZifanbeam_IIo = zeros (342,36,500);

for t = 1:500

IR _FANBEAM = ifanbeam(Div _voxelavoxel(:,:,t), 937.5,’FanCoverage’,

’cycle’,’FanRotationIncrement’, 10 ,’FanSensorGeometry’,’line’,’Filter’,

’Ram-Lak’,’Interpolation’,’linear’);

end

This function has several entries where the following parameters can be specified:

’FanCoverage’; ’FanRotationIncrement’; ’FanSensorGeometry’; ’Filter’ and ’Interpolation’
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• Div _voxelavoxel(:,:,t) is the fan-beam projection data;

• 937.5 is the distance from the fan-beam source to the center of rotation, in pixels.

Given that there are 600 pixels in the detector’s length and it measures 64 cm, then

for the distance from the source to the center of rotation, that is 100 cm, corresponds

to 937.5 pixels;

• ’FanCoverage’ is the range of the fan-beam, and was set to ’cycle’ to establish

that the rotation was accomplished through a full range [0 to 360] degrees;

• ’FanRotationIncrement’ is the fan-beam rotation angle increment, and was

set for 10 degrees;

• ’FanSensorGeometry’ is the fan-beam sensor positioning, and was set to ’line’

to establish that it was a flat-panel detector and not an arc shaped detector;

• ’Filter’ is the filter used in the reconstruction, and it can be set to ’Ram-Lak’,

’Shepp-Logan’, ’Cosine’, ’Hamming’ or ’Hanning’, depending on the im-

plementation chosen for the reconstruction;

• ’Interpolation’ is the interpolation method chosen between the parallel-beam

and fan-beam data. It was set to ’linear’ for a linear interpolation or ’pchip’

for a cubic interpolation, depending on the implementation chosen for the recon-

struction.

The code used to open and save each axial slice, for further image possessing and

analysis, from the reconstruction is listed below:

imshow(IR _FANBEAM,’DisplayRange’ , [min(IR _FANBEAM(:))

max(IR _FANBEAM(:))]);

Name = ’reconst _ifanbeam _%d.txt’;

str = sprintf(Name,t);

csvwrite(str, IR _FANBEAM);
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Code system used in the validation of the

reconstruction algorithm using Catphan

E.1 Import data matrix file

To access the data matrix files where the projection data was stored, the code function

ReadXim available online [66] was employed. The complete code system used to access

the data and to transform the acquired files into a format adequate to be imported into

the MATLAB workspace and the is listed:

cd ’\home\FC\ddantonio\Desktop\730074246’;
ficheiros=dir(’∗.xim’)
for i= 1:10;

projeccao = ficheiros(i).name;

token =strtok (projeccao,’Proj_’); token2 = strtok (token, ’.xim’)

img00000 = ReadXim (projeccao);

value00000 = getfield(img00000,’pixel_data’);

csvwrite(strcat(’image’,’_’, token2,’.txt’), value00000);

end

E.2 Import data into cube data matrix

The code used to load the data matrices into a structure of matrices, resembling a

cube is listed below:

MATRIZ3D_HeadFull = zeros (1024,891,768);

for i=1:892 %i=1:321 this was applied given that file 321 was corrupted

j=i-1

Name = ’image_%05d.txt’;
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matrixCAT_HeadFull = sprintf(Name,j);

MatrixCAT_HeadFull =

importdata(matrixCAT_HeadFull, ’,’);

TraspMatrixCAT_HeadFull =

transpose(MatrixCAT_HeadFull);

MATRIZ3D_HeadFull(:,i,:) =

TraspMatrixCAT_HeadFull;

end

E.3 Catphan Reconstruction Algorithm

The code used to obtain each one of the reconstructed axial slices of the Catphan

phantom is listed below. The code wasn’t set in a loop because it was a large amount of

data that was being processed what made it very time consuming. Therefore the images

were reconstructed independently.

MATRIZifanbeamCATPHAN_HeadFull = zeros (708,708,768);

t = 1:768

ifanbeamcatphan_HeadFull = ifanbeam(MATRIZ3D_HeadFull(:,:,t),

2392.5 , ’FanCoverage’, ’cycle’, ’FanRotationIncrement’, 0.406 ,

’FanSensorGeometry’, ’line’, ’Filter’, ’Ram-Lak’, ’Interpolation’,

’linear’);

imshow (ifanbeamcatphan_HeadFull(:,:,a),’DisplayRange’,

[ min ( ifanbeamcatphan_HeadFull ( : ))

max ( ifanbeamcatphan_HeadFull (:)) ] );

name = ’reconstCATPHAN_ifanbeam_%d.txt’;

str = sprintf(name,t);

csvwrite(str,ifanbeamcatphan_HeadFull);

E.4 Catphan Algorithm for information acquisition

This code was developed in order to access other content within the obtained files

from the acquisition using the Catphan 504. This code was latter added into the loop

described in D.1.

value00001 = getfield(img00000, ’properties’);

csvwrite(strcat(’image_properties’,’_’, token2,’.txt’), value00001);
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Annex 1. List of media and their elemental

compositions

For the purpose of radiation transport calculations, each organ/tissue must have a

certain material composition as listed in Table I.1 and Table I.2, which is the continuation

of the first. For each organ/tissue, which are a total of 53 different tissues/organs, of the

adult female reference computational phantom, the elemental compositions are described

and each has been assigned an ID number [53].
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ANNEX I. ANNEX 1. LIST OF MEDIA AND THEIR ELEMENTAL

COMPOSITIONS

Table I.1: List of the elemental compositions (percentage by mass) and densities for each or-
gan/tissue of the adult female reference computational phantom.

Medium
no.

H1 C6 N7 O8 Na11 Mg12 P15 S16 Cl17 K19 Ca20 Fe26 I53
Density
(g.cm-3)

1 Teeth 2.2 9.5 2.9 42.1 0.7 13.7 28.9 2.750
2 Mineral bone 3.6 15.9 4.2 44.8 0.3 0.2 9.4 0.3 21.3 1.920

3
Humeri, upper
half, spongiosa

8.7 36.6 2.5 42.2 0.2 0.1 3.0 0.3 0.1 0.1 6.2 1.185

4
Humeri, lower
half, spongiosa

9.6 47.3 1.7 34.1 0.2 2.2 0.2 0.1 1.117

5
Lower arm
bones, spongiosa

9.6 47.3 1.7 34.1 0.2 2.2 0.2 0.1 1.117

6
Hand bones,
spongiosa

9.6 47.3 1.7 34.1 0.2 2.2 0.2 0.1 1.117

7
Clavicles,
spongiosa

8.7 36.1 2.5 42.4 0.2 0.1 2.2 0.3 0.1 0.1 1.191

8
Cranium,
spongiosa

8.1 31.7 2.8 45.1 0.2 0.1 3.1 0.3 0.1 0.1 1.245

9
Femora, upper
half, spongiosa

10.4 49.6 1.8 34.9 0.1 3.7 0.2 0,1 0.1 1.046

10
Femora, lower
half, spongiosa

9.6 47.3 1.7 34.1 0.2 0.9 0.2 0.1 1.117

11
Lower leg bones,
spongiosa

9.6 47.3 1.7 34.1 0.2 2.2 0.2 0.1 1.117

12
Foot bones,
spongiosa

9.6 47.3 1.7 34.1 0.2 2.2 0.2 0.1 1.117

13
Mandible,
spongiosa

8.7 35.7 2.6 42.9 0.2 0.1 3.0 0.3 0.1 0.1 1.189

14 Pelvis, spongiosa 9.6 40.6 2.5 41.2 0.1 1.8 0.2 0.1 0.1 1.109
15 Ribs, spongiosa 9.7 38.1 2.8 44.5 0.1 1.4 0.2 0.2 0.1 0.1 1.092
16 Scapulae, spon-

giosa
9.4 40.6 2.4 40.4 0.1 2.2 0.2 0.1 0.1 1.128

17
Cervical spine,
spongiosa

9.2 35.1 2.9 45.8 0.1 2.1 0.2 0.2 0.1 1.135

18
Thoracic spine,
spongiosa

9.8 38.6 2.8 44.2 0.1 1.3 0.2 0.2 0.1 0.1 1084

19
Lumbar spine,
spongiosa

8.8 32.9 3.0 46.6 0.1 0.1 2.6 0.3 0.1 0.1 1.171

20
Sacrum,
spongiosa

10.2 41.0 2.7 43.3 0.1 0.7 0.2 0.2 0.1 0.1 1.052

21
Sternum,
spongiosa

9.9 39.2 2.8 43.9 0.1 1.2 0.2 0.2 0.1 0.1 1.076

22

Humeri and
femora, upper
halves,
medullary cavity

11.5 63.7 0.7 23.8 0.1 0.1 0.1 0.980

23

Humeri and
femora, lower
halves,
medullary cavity

11.5 63.7 0.7 23.8 0.1 0.1 0.1 0.980

24
Lower arm
bones,
medullary cavity

11.5 63.7 0.7 23.8 0.1 0.1 0.1 0.980

25
Lower leg bones,
medullary cavity

11.5 63.7 0.7 23.8 0.1 0.1 0.1 0.980

26 Cartilage 9.6 9.9 2.2 74.4 0.5 2.2 0.9 0.3 1.100
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Table I.2: Continuation of the previous Table I.1.

Medium
no.

H1 C6 N7 O8 Na11 Mg12 P15 S16 Cl17 K19 Ca20 Fe26 I53
Density
(g/cm3)

27 Skin 10.0 19.9 4.2 65.0 0.2 0.1 0.2 0.3 0.1 1.090
28 Blood 10.2 11.0 3.3 74.5 0.1 0.1 0.2 0.3 0.2 0.1 1.060
29 Muscle tissue 10.2 14.2 3.4 71.1 0.1 0.2 0.3 0.1 0.4 1.050
30 Liver 10.2 13.1 3.1 72.4 0.2 0.2 0.3 0.2 0.3 1.050
31 Pancreas 10.5 15.7 2.4 70.5 0.2 0.2 0.1 0.2 0.2 1.050
32 Brain 10.7 14.4 2.2 71.3 0.2 0.4 0.2 0.3 0.3 1.050
33 Heart 10.4 13.8 2.9 71.9 0.1 0.2 0.2 0.2 0.3 1.050
34 Eyes 9.7 18.3 5.4 66.0 0.1 0.1 0.3 0.1 1.050
35 Kidneys 10.3 12.5 3.1 73.0 0.2 0.2 0.2 0.2 0.2 0.1 1.050
36 Stomach 10.5 11.4 2.5 75.0 0.1 0.1 0.1 0.2 0.1 1.040
37 Small intestine 10.5 11.4 2.5 75.0 0.1 0.1 0.1 0.2 0.1 1.040
38 Large intestine 10.5 11.4 2.5 75.0 0.1 0.1 0.1 0.2 0.1 1.040
39 Spleen 10.3 11.2 3.2 74.3 0.1 0.2 0.2 0.2 0.3 1.040
40 Thyroid 10.4 11.8 2.5 74.5 0.2 0.1 0.1 0.2 0.1 0.1 1.040
41 Urinary bladder 10.5 9.6 2.6 76.1 0.2 0.2 0.2 0.3 0.3 1.040
42 Ovaries 10.5 9.4 2.5 76.6 0.2 0.2 0.2 0.2 0.2 1.040
43 Adrenals 10.4 22.8 2.8 63.0 0.1 0.2 0.3 0.2 0.2 1.030
44 Oesophagus 10.4 22.2 2.8 63.6 0.1 0,2 0.3 0.2 0.2 1.030

45

Gall bladder,
pituitary gland,
trachea, thymus,
tonsils, ureters

10.5 23.5 2.8 62.2 0.1 0.2 0.3 0.2 0.2 1.030

46 Uterus 10.5 28.6 2.5 57.6 0.1 0.2 0.2 0.1 0.2 1.030
47 Lymph 10.8 4.2 1.1 83.1 0.3 0.1 0.4 1.030

48
Breast
(mammary
gland)

11.4 46.1 0.5 42.0 0.0 1.020

49 Adipose tissue 11.4 58.9 0.7 28.7 0.1 0.1 0.1 0.950

50
Lung tissue
(compressed
lungs)

10.3 10.7 3.2 74.6 0.2 0.2 0.3 0.3 0.2 0.385

51
Gastro-intestinal
tract-contents

10.0 22.2 2.2 64.4 0.1 0.2 0.3 0.1 0.4 0.1 1.040

52 Urine 10.7 0.3 1.0 87.3 0.4 0.1 0.2 1.040
53 Air 80.0 20.0 0.001
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