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Abstract

Over the last years there has been a shift, in the most developed countries, in investment and efforts
within the construction sector. On the one hand, these countries have built infrastructures able to
respond to current needs over the last decades, reducing the need for investments in new infrastruc-
tures now and in the near future. On the other hand, most of the infrastructures present clear signs of
deterioration, making it fundamental to invest correctly in their recovery. The ageing of infrastructure
together with the scarce budgets available for maintenance and rehabilitation are the main reasons for
the development of decision support tools, as a mean to maximize the impact of investments.

The objective of the present work is to develop a methodology for optimizing maintenance strategies,
considering the available information on infrastructure degradation and the impact of maintenance
in economic terms and loss of functionality, making possible the implementation of a management
system transversal to different types of civil engineering infrastructures. The methodology used in
the deterioration model is based on the concept of timed Petri nets. The maintenance model was
built from the deterioration model, including the inspection, maintenance and renewal processes. The
optimization of maintenance is performed through genetic algorithms.

The deterioration and maintenance model was applied to components of two types of infrastructure:
bridges (pre-stressed concrete decks and bearings) and buildings (ceramic claddings). The complete
management system was used to analyse a section of a road network. All examples are based on
Portuguese data.

Keywords: Infrastructure Management Systems; Petri nets; Deterioration; Maintenance; Optimiza-
tion.
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Resumo

Ao longo dos últimos anos, nos países mais desenvolvidos, tem-se assistido a um redirecionamento
dos investimentos e dos esforços no sector da construção. Por um lado, estes países, construíram
ao longo das últimas décadas infraestruturas capazes de responder às necessidades atuais, dimin-
uindo a necessidade de investimentos em novas infraestruturas no presente e no futuro próximo, por
outro, grande parte das infraestruturas existentes apresenta sinais claros de deterioração, tornando-
se fundamental investir corretamente na recuperação das mesmas. Assim sendo, o envelhecimento
das infraestruturas juntamente com os escassos orçamentos disponíveis para a realização de ações de
manutenção e de reabilitação são os principais motivos para o desenvolvimento de ferramentas de
apoio à decisão, como meio de maximizar os investimentos.

O presente trabalho tem como objetivo desenvolver uma metodologia de otimização de estratégias de
manutenção considerando a informação disponível sobre a degradação das infraestruturas e o impacte
das ações de manutenção em termos económicos e de perda de funcionalidade, possibilitando, desse
modo, a implementação de um sistema de gestão transversal a diferentes tipos de infraestruturas de
engenharia civil. A metodologia utilizada no modelo de deterioração é baseada no conceito de redes
de Petri temporais. O modelo de manutenção foi construído a partir do modelo de deterioração,
incluído os processos de inspeção, manutenção e renovação. A otimização das ações de manutenção
é realizada através de algoritmos genéticos.

O modelo de deterioração e de manutenção foram aplicados a componentes de dois tipos de infraestru-
turas: obras de arte (tabuleiros de betão armado e pré-esforçado, e aparelhos de apoio) e edifícios
(revestimentos cerâmicos). O sistema de gestão completo foi utilizado para analisar um troço de uma
rede rodoviária. Todos os exemplos apresentados são baseados em dados portugueses.

Palavras-chave: Sistemas de gestão de infraestruturas; Redes de Petri; Deterioração; Ações de
manutenção; Otimização.
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Chapter 1

Introduction

1.1 Background and motivation

The paradigm in the construction sector is changing. Economic aspects (ageing of the infrastruc-
tures and the scarcity of funding for maintenance and rehabilitation actions) as well as environmental
concerns (increase of awareness of the concept of sustainability and the environmental impact of
the construction sector) are the main reasons for this change (Scherer and Glagola, 1994; Hovde,
2002; Paulo et al., 2014). This paradigm shift has resulted in an effort to develop decision support
tools that maximize the benefits of the investments done in the past by extending the life of existing
infrastructures. A more rational approach to decision-making in terms of inspection, maintenance
and rehabilitation of the built heritage is required. For this purpose, several steps should be followed.
Firstly, it is important to compile an inventory of existing structures and the conservation state of each
structure. Secondly, it is essential to develop deterioration models to predict the future performance of
these structures. After that, in a third stage, the development of maintenance and optimization models
is fundamental to assess the impact of maintenance actions and to optimize better maintenance strate-
gies. Over the past decades, a range of methods have been proposed in the literature for modelling
deterioration maintenance and inspections (Thompson et al., 1998; Neves and Frangopol, 2005), as
well as, method to optimize inspections and maintenance (Miyamoto et al., 2000; Yang et al., 2006).

The experience gained on the use of these models showed that the uncertainty associated with the
deterioration process has to be explicitly included in the decision-making process, since the complex-
ity of the phenomena involved and the limited information available make it impossible to model the
deterioration with high precision (Lounis and Madanat, 2002). However, the main difficulty of all
these methods is the fit of the inspection data, which is not absolutely reliable. According to Phares
et al. (2004), visual inspections are an unreliable method for the evaluation of infrastructures con-
servation state. Different inspectors under different conditions, evaluate significantly differently the
conservation state of the infrastructure, introducing an additional source of uncertainty (Corotis et al.,
2005).

Markov Chains (MC) are the most commonly used stochastic technique to predict deterioration pro-
files in different fields of civil engineering, such as pavements, bridges, pipes, buildings, among oth-
ers (Butt et al., 1987; Hawk and Small, 1998; Thompson et al., 1998; McDuling, 2006; Ortiz-García
et al., 2006; Caleyo et al., 2009; Silva et al., 2016d). Particularly, the use of continuous Markov
chains explicitly introduce the uncertainty associated with irregular times between inspections in the
model results, while maintaining the simplicity of the traditional Markov processes (Kallen and van
Noortwijk, 2006; Morcous, 2006). A continuous Markov chain defines the state of a system1 in terms

1Most of the concepts and theory presented here are applicable to a wide range of objects, therefore, the term system is
used as general description of the object of study.

1
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of a discrete variable (e.g. condition state of a bridge) and the transition between states is defined
by an intensity matrix (Kalbfleisch and Lawless, 1985; Kallen and van Noortwijk, 2006; Jackson,
2011). The intensity matrix defines the instantaneous probability of moving from state i to state j 6= i
and allows for the transitions between the different states to occur on a continuous timescale, prop-
erty very useful when the time of observation of each infrastructure is not uniform. In a continuous
Markov chain, the time taken to move from one condition state to the next is characterized by an
exponential distribution. The simplicity of the exponential distribution (i.e. being a single parameter
distribution and the existence of analytical expressions for the probability distribution) is the main
advantage of this approach. However, exponential distributions are not very versatile and can result
in a gross approximation of the system characteristics. In addition, the Markov chains have other dis-
advantages, including the inability to build more complex models, namely inspection, maintenance,
environmental conditions or uncertainty associated with the decision-making.

To overcome this limitation, models based on net theory can be useful. Petri Nets (PN) are a modelling
technique applied successfully in dynamic systems in several fields of knowledge, namely in robotics
(Al-Ahmari, 2016), optimization of manufacturing systems (Chen et al., 2014; Uzam et al., 2016),
business process management (van der Aalst, 2002), human computer interaction (Tang et al., 2008),
among others. This modelling technique has several advantages when compared with the Markov
chains. The graphical representation can be used to describe the problem intuitively. It is more
flexible and has more capabilities than the Markov chains, it allows the incorporation of more rules in
the model to simulate accurately complex situations and it keeps the model size within manageable
limits. Moreover, this modelling technique is not restricted to the exponential distribution to simulate
the time in the system. As a disadvantage, there are no closed form expressions for the probability
distribution used and simulation techniques are required.

Based on these models, it is possible to assess the impact of maintenance actions and to optimize
maintenance strategies in order to minimize costs and maximize performance. The massive develop-
ment of optimization algorithms makes their use relatively simple, and its application to infrastruc-
tures management problems has been proposed, among others by Neves et al. (2006) and Orcesi et al.
(2010). The main difficulty relates to the quantification of the effects and costs of the maintenance
actions and a clear definition of objectives and restrictions. According to Meegoda et al. (2005), the
direct costs (labour, equipment, materials) should be supplemented with the indirect costs associated
with level of performance, functionality loss, risk of failure, and in the case of transport networks, the
growth of the travel time, the growth of the risk of accidents and inaccessibility to areas or equipment.
In the case of buildings, indirect costs can be considered in a simplified way, through the duration and
the local impact of the maintenance action. In the case of transport network, the service suspension
or a reduction affects the entire network, in function of the location, of the alternatives, and the traffic
level.

1.2 Objectives

The main aim of this PhD thesis is to develop of methodology for the definition and implementation
of an Infrastructure Management System (IMS) that incorporates:

• Assessment of the future performance of infrastructures, considering the uncertainty to the
process of deterioration and the errors inherent to the visual inspection process. The assessment
of the future performance is carried out through stochastic methodologies including Markov
chains and Petri nets;

• Assessment of the direct and indirect costs of preventive and corrective maintenance, assessing
its impact on the performance and functionality of the infrastructure; and
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• Optimization of maintenance strategies, considering the multiple objectives in terms of different
probabilistic indicators of cost and performance. A multi-objective optimization framework
based on Genetic Algorithm (GA) is used.

With these developments, it will be possible to implement a transversal management system to differ-
ent types of civil engineering infrastructures. By minimizing the impact of interventions, the perfor-
mance level and functionality of infrastructure can be maximized without incurring disproportionate
costs. Additionally, the consideration of the inspection data as probabilistic allows a more realistic
prediction that consequently leads to better maintenance strategies and a clearer perception of the
associated risk.

The main contribution of this work is the development and application of a general civil engineering
asset management system, based on Petri-nets. To achieve this, it was necessary to: (i) propose new
models for the life-cycle performance of bridges and façades based on Petri nets; (ii) develop a novel
calibration procedure for Petri nets using different probabilistic distributions; and (iii) develop and
calibrate a macroscopic traffic model, based on Petri nets.

1.3 Methodology

For achieving objective, the PhD program was developed into four main work packages:

• Work Package 1 – Definition, implementation and calibration of Markov chain models;

• Work Package 2 – Definition, implementation and calibration of Petri net models;

• Work Package 3 – Evaluation of the maintenance actions impact on performance and cost;

• Work Package 4 – Implementation of optimization algorithms in asset management.

A description of the work to be developed in each work package is provided in the next sections.

WP1 – Definition, implementation and calibration of Markov chain models

In this first work package, emphasis is placed on the definition and implementation of deterioration
and maintenance models based on continuous Markov chains. To achieve this, four main tasks are
defined:

• Task 1.1 – Definition;

• Task 1.2 – Implementation;

• Task 1.3 – Calibration;

• Task 1.4 – Maintenance modelling.

In Task 1.1, the main properties of the Markov chain model will be defined. In Task 1.2, the dete-
rioration model will be implemented in MatLab R© and extensively tested. In Task 1.3, an algorithm
that allows fitting the model to historical data of inspections and maintenance actions is developed.
The calibration of the parameters that define the Markov chains will be performed by using maximum
likelihood indicators and optimization algorithms, in order that the difference between the predicted
and observed values are minimized. In Task 1.4, the most common maintenance strategies are eval-
uated, considering preventive and corrective maintenance actions. The effect of these maintenance
actions in the infrastructure performance is assessed, in the absence of historical data, through expert
opinion. The maintenance model is developed based on concept of Markov chains.
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WP2 – Definition, implementation and calibration of Petri net models

In WP2, a Petri net formalism will be applied to model the deterioration and maintenance processes
of existing assets. This WP can be divided into four tasks:

• Task 2.1 – Definition;

• Task 2.2 – Implementation;

• Task 2.3 – Calibration;

• Task 2.4 – Maintenance modelling.

All tasks will be developed in accordance with the assumptions defined for WP1. In Task 2.1, the
main properties of the Petri net model will be defined. In Task 2.2, the deterioration model will be im-
plemented in software MalLab R© and extensively tested. In Task 2.3, an algorithm that allows fitting
historical data of inspections and maintenance actions to the deterioration model based on concept of
timed Petri nets is developed. The sojourn time in each condition level are modelled as probabilistic
distributions. The probability distribution that best describes the deterioration process of an infras-
tructure is that resulting in higher probabilities of occurrence of the observed transitions. In order to
assess what are the parameters of the probability distribution that provides a best fit, the parameters
are fitted to historical data through maximum likelihood indicators and optimization algorithms. Fi-
nally, in Task 2.4, the most common maintenance strategies are evaluated. The maintenance model is
developed based in the Petri net formalism.

WP3 – Evaluation of the maintenance actions impact on performance and cost

Maintenance actions imply direct costs to managing agency and indirect costs to users. User cost are
usually associated with limitations of use during the application of maintenance actions. For example,
in transportation infrastructures these costs correspond to increased travel time and fuel consumption,
as well as, overall dissatisfaction. Agency costs are associated with material and labour costs. The
consideration of these costs makes it small-scale maintenance solutions more attractive than correc-
tive maintenance actions of greater impact. This approach will also increase the attractiveness of
solutions that, although associated with higher costs, result in lower impact on users, like conducting
interventions at night or weekend. However, these indirect costs cannot be directly compared to direct
cost, since they are allocated to a large number of individuals with little influence in decision-making.

In this work, both direct and indirect costs are considered as two independent impacts. The best
maintenance policy is defined as that minimizing both direct and indirect costs or the best balance
between them, according to the preferences and financial availability or the decision-maker. This WP,
the maintenance model developed in WP2 is applied two different types of infrastructures:

• Task 3.1 – Bridges;

– Task 3.1.1 – Definition of the traffic model;

– Task 3.1.2 – Implementation of the traffic model;

– Task 3.1.3 – Calibration and validation of the traffic model;

• Task 3.2 – Ceramic claddings.

The maintenance model describes the full life-cycle, including not only the deterioration process but
also inspections, maintenance and renewal processes. For both types of infrastructures, the main-
tenance model is used to analyse the consequences of alternative maintenance strategies to control
deterioration patterns. In Task 3.1, in order to evaluate the user costs, a traffic model based on Petri
net formalism is performed. In Task 3.1.1, the main properties of traffic model will be defined. In
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Task 3.1.2, the traffic model will be implemented in software MalLab R©. In Task 3.1.3, the traffic will
be tested and the calibration and validation will be performed by comparing the values of the basic
traffic parameters (speed, density, and flow rate) obtained through the traffic model implemented and
a commercial micro simulation software, Aimsun.

WP4 – Implementation of optimization algorithms in asset management

In this last work package, methods to optimize maintenance policies are defined. This WP can be
divided into three tasks:

• Task 4.1 – Definition;

• Task 4.2 – Implementation;

• Task 4.3 – Asset management.

In Task 4.1, the constrains and the objective function of the optimization problem will be defined.
Constraints should be set for the acceptable average performance level, as well as the probability of
violation of performance thresholds. In terms of costs, it should also be defined objectives in terms of
the average values of the direct and indirect costs, but additionally measures to minimize the financial
risks should be included, namely minimizing the characteristic cost over the life cycle. In Task 4.2,
the optimization problem will be implemented in software MalLab R© using generic algorithms and
evolutionary strategies. Finally, in Task 4.3, the optimization problem is solved considering several
objectives of optimization.

1.4 Outline of the dissertation

This dissertation begins with two background chapters, where the state of knowledge regarding Infras-
tructure Management System, its main components, and the main numerical techniques that enable
them to be modelled are presented. In the following chapters, a description of the deterioration and
maintenance model developed is presented and analysis of two case study is described. Finally, the
impact of maintenance actions on performance and cost is evaluated as a multi-objective optimization
problem.

In this way, the present dissertation is divided into nine chapters, including the present one, as follows:

• Chapter 1: An introduction to the topic is presented, and the main objectives and methodology
of the dissertation are identified.

• Chapter 2: A detailed literature review on infrastructure management and maintenance is pro-
vided. The chapter begins with definition of an Infrastructure Management System and its main
components as an important tool to help managers make informed and optimal decisions based
on the analysis of the network data, making reference to several examples of IMS that have been
developed over the years. After that, different deterioration models used to predict the future
degradation are described and their advantages and limitations are appraised. Special empha-
sis is given to Markov chain-based deterioration models and to Petri nets-based deterioration
models. In the end, a state of the art on maintenance models is presented.

• Chapter 3: This chapter is dedicated to Petri nets, describing the fundamental concepts and
extensions of the Petri nets used in this project.

• Chapter 4: This chapter describes the Infrastructure Management System using the Petri net
modelling technique developed. In the first part of this chapter, the time Petri net deterioration
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model is presented. After that, the model used to consider maintenance in the system is de-
picted. The maintenance model was built from the deterioration model, including inspection,
maintenance and renewal processes. In this chapter, the computational framework developed
to compute the performance profiles are also described.

• Chapter 5: The deterioration and maintenance models based on Petri net formalism described
in Chapter 4 are applied to two bridge components (pre-stressed concrete decks and bearings),
using historical data collected by Ascendi. The chapter starts with the validation of the Petri net
deterioration model. After that, the Petri net deterioration model is applied to analyse the dete-
rioration process over time, and the maintenance model is applied to analyse the consequences
of alternative maintenance strategies to control deterioration in bridge components.

• Chapter 6: The deterioration and maintenance models based on Petri net formalism described
in Chapter 4 are applied to ceramic claddings. The deterioration model is used to predict the de-
terioration of cladding over time and to understand how the different exposure to environmental
contribute to degradation. The maintenance model is applied to analyse the consequences of
alternative maintenance strategies to control deterioration patters in ceramic claddings. The
sample used in this case study is composed by 195 ceramic claddings located in Lisbon, Portu-
gal.

• Chapter 7: This chapter focus on evaluate the maintenance impact on performance of a trans-
portation network. The concept of resilience was used to quantify the rapidity of rehabilitation
of infrastructure and the restoration of traffic flow. The traffic model implemented is based on
the macroscopic approach described by Tolba et al. (2005). The calibration and validation of
the traffic model was performed by comparing the values of the basic traffic parameters (speed,
density, and flow rate) obtained through the traffic model implemented and the commercial
micro simulation software, Aimsun.

• Chapter 8: In this chapter, a multi-objective optimization framework based on genetic al-
gorithm for asset management of infrastructures is implemented. The optimization finds the
maintenance strategies that minimizes maintenance costs, impact of maintenance on users, and
maximizes performance indicators. As an example of application, maintenance strategies for
the two bridge components analysed in Chapter 5 are optimized. The indirect costs are eval-
uated through the traffic model developed in Chapter 7. The case study is part of Portugal’s
highway network.

• Chapter 9: The main conclusions are summarized and recommendations for future research
are presented.



Chapter 2

Literature Review

2.1 Introduction

From a civil engineering perspective, the term “infrastructure” is not just about assets, such as roads
and bridges. It refers to set of physical systems or facilities which provide the necessary means for
society to function, ensuring the delivery of goods and services, promoting prosperity, growth, good
quality of life and environment (OECD, 2007). These infrastructures include: buildings, pedestrian
and vehicular bridges, tunnels, roadways and railways, factories, conventional and nuclear power
plants, offshore petroleum installations, heritage structures, port facilities and geotechnical structures,
such as foundations and excavations (Brownjohn, 2007).

Civil infrastructure systems, like buildings, roadways, railways, electricity, and water/sewer networks,
play a key role on the economy of a country, being its sustainability a crucial operation. However, a
large percentage of existing infrastructure assets in developed countries are deteriorating due to age,
harsh environmental conditions, and insufficient capacity (Elbehairy, 2007). In 2017, the American
Society of Civil Engineers (ASCE) published one more Infrastructure Report Card on the condition
of the United States infrastructure systems (ASCE, 2017). The report card is released every four
years and aims to examine trends and assess the progress and decline of America’s infrastructure.
The 2017 Infrastructure Report Card reveals that the grade for America’s infrastructure remains at a
“D+” – the same grade received in 2013 – suggesting only incremental progress was made over the
last four years. In 2017, sixteen infrastructure categories were assessed, with grades ranging from a
“B” for Rail to a “D-” for Transit. While the overall grade did not improve, seven categories did see
progress – Hazardous Waste, Inland Waterways, Levees, Ports, Rail, Schools, and Wastewater (Table
2.1). In this Report Card, the ASCE estimated that an investment of $4.59 trillion is needed, over a
time period of 10 years, to bring the condition of infrastructure facilities to acceptable levels.

Similar results were obtained by the OECD Report – Infrastructure to 2030 (OECD, 2006, 2007),
where it is estimated that, between 2006 and 2030, the annual infrastructure investment requirements
for electricity, road and rail transport, telecommunications and water are likely to average around
3.5% of world gross domestic product (GDP).

Due to large size and high cost of infrastructure networks, maintaining such networks is challenging
but an important and needed task, to ensure sustainability and growth of the countries. Limited
budgets have resulted in an effort to develop new strategies for managing infrastructure assets in
order to maximize the benefits of the investments done in the past.

This chapter includes a brief discussion on Infrastructure Management Systems as an important tool
to help managers make informed and optimal decisions based on the analysis of the network data. The
main components of an IMS are enumerated, and the main management system developed over the

7



8 CHAPTER 2. LITERATURE REVIEW

Table 2.1 – Evolution of the condition of the United States infrastructure systems over the years
(adapted from ASCE, 2017)

Category 1988 1998 2001 2005 2009 2013 2017
Aviation B- C- D D+ D D D
Bridges – C- C C C C+ C+
Dams – D D D+ D D D
Drinking water B- D D D- D- D D
Energy – – D+ D D+ D+ D+
Hazardous waste D D- D+ D D D D+
Inland waterways B- – D+ D- D- D- D
Levees – – – – D- D- D
Ports – – – – – C C+
Public parks and recreation – – – C- C- C- D+
Rail – – – C- C- C+ B
Roads C+ D- D+ D D- D D
Schools D F D- D D D D+
Solid waste C- C- C+ C+ C+ B- C+
Transit C- C- C- D+ D D D-
Wastewater C D+ D D- D- D D+
GPA C D D+ D D D+ D+
Cost to improve – – $1.3T $1.6T $2.2T $3.6T $4.59T

years are identified. This is followed by a literature review of the deterioration models used to predict
the future degradation, with particular emphasis on Markov chains and Petri net methodologies. In
the end of this chapter, a literature review on maintenance models is presented.

2.2 Infrastructure management system

An Infrastructure Management System can be defined as an integrated framework for infrastructure
decision-making through its life-cycle, from “cradle to grave”, that coordinates its functions in an
integrated, data-centred approach to managing the physical systems, in order to maintain the infras-
tructure elements at an adequate performance level (Grigg, 2012). The life-cycle of an infrastructure
can be considered to follow a cyclic chain (Figure 2.1). According to this cycle, the life-cycle starts
with the needs assessment procedure, where sections of the infrastructure network that require con-
struction of new infrastructure elements are identified. In the second stage, based on the outcomes
of the needs assessment procedures, a master plan is prepared. The items in the master plan are ex-
amined in terms of availability of funds and budget restrictions. In the design and construction stage,
execution of approved projects is initiated. Once the construction state is completed, the operations
and maintenance department ensures that the infrastructure element performs its intended function by
performing periodic inspections and repairs. When further repair action is not possible or feasible, or
the infrastructure element fails to deliver its required function, renewal (rehabilitation or replacement)
or decommissioning of the infrastructure elements takes place (Ryall, 2010; Salman, 2010).

In general, an IMS is developed to help managers and owners make informed and optimal decisions
based on the analysis of the network data, and its advantages are clear: when infrastructure works,
society has efficient transportation, safe water, reliable and affordable energy, a clean and attractive
environment, and other essential support systems; but, on the other hand, when it does not work,
the users spend hours in traffic, have bad water or no water, lack electricity, and live in unhealthy
conditions (Grigg, 2012; Salman, 2010).
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Figure 2.1 – Life-cycle of an infrastructure (Salman, 2010)

With the application of an efficient IMS, costs can be reduced and the consequences associated with
ageing of the infrastructure can be mitigated. Systems will last longer and service levels will improve.
Therefore, the establishment of an IMS offers multiple benefits, allowing to the manager to (Grigg,
2012):

• Manage capital improvement programs, operations and maintenance practices more efficiently;

• Reduce costs by eliminating unexpected failures;

• Improve service levels.

Therefore, an ideal IMS is not only designed to optimize maintenance and rehabilitation decisions to
ensure good levels of safety and service, but is also developed to ensure that such interventions are
carried out at key moments in order to keep cost to a minimum.

2.2.1 Main components

To function efficiently any management system must contain as much information as possible about
the infrastructure. However, the amount and type of information present will depend on the size and
complexity of the system. The American Association of State Highway and Transportation Officials
(AASHTO) has developed a list of guidelines for the development of Bridges Management Systems
(BMS) where it suggests that any modern BMS should be constituted by the following basic compo-
nents (AASHTO, 1993): database, deterioration model, optimization model and update functions. In
the next points the function of each component is explained in more detail.

2.2.1.1 Database

The database can be considered the heart of any management system. In addition to having the
function of storing information such as name, location, age, among other characteristics of all in-
frastructures (inventory records), it should also store data on all inspections and maintenance actions
performed on each infrastructure (inspection records). The database is not a static element, it must
be regularly updated throughout the life-cycle of the infrastructures in order to keep up-to-date and to
constitute a good historical record of the infrastructures (Elbehairy, 2007).
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Inspections aim to evaluate the condition state of an infrastructure, through the identification and
classification of defects and anomalies that affect its performance, taking into account its intensity
and extension. The inspection record has a fundamental role for monitoring the condition state of the
infrastructure and to determine an optimized maintenance plan, allowing prioritizing the maintenance
and/or rehabilitation actions for the infrastructures with higher deterioration levels. Maintenance
action records are essential for the manager to be informed about the nature of all maintenance actions
that were carried out and the costs of the conservation works of each infrastructure (Ryall, 2010).

The condition rating adopted to describe the condition state of the existing infrastructure is not a
direct measure of structural safety but rather of the severity of observable defects and is usually
based on a discrete scale based on objective and uniform criteria. The scale of condition ratings is
not universal and usually each management system develops its own rating scale (Elbehairy, 2007).
For example, Table 2.2 shows the condition rating used by the National Bridge Inventory (NBI) as
a guide to evaluate bridge elements. However, this lack of consistency across assets and managers
is a significant handicap of current IMS, as it increases the complexity of the inspection process,
the probability of errors and limits the ability to use information from other networks to improve
modelling.

Table 2.2 – Condition rating used by NBI as a guide to evaluate bridge elements (FHWA, 2013)

Rating Condition category Description
N Not applicable –
9 Excellent –
8 Very good No problems noted.
7 Good Some minor problems.
6 Satisfactory Structural elements show some minor deterioration.
5 Fair All primary structural elements are sound but may have

minor section loss, cracking, spalling, or scour.
4 Poor Advanced section loss, deterioration, spalling, or scour.
3 Serious Loss of section, deterioration, spalling, or scour have

seriously affected primary structural components. Lo-
cal failures are possible. Fatigue cracks in steel or shear
cracks in concrete may be present.

2 Critical Advanced deterioration of primary structural elements.
Fatigue cracks in steel or shear cracks in concrete may
be present or scour may have removed substructure sup-
port. Unless closely monitored, it may be necessary to
close the bridge until corrective action is taken.

1 Imminent failure Major deterioration or section loss present in critical
structural components, or obvious loss present in crit-
ical structural components, or obvious vertical or hori-
zontal movement affecting structural stability. Bridge is
closed to traffic, but corrective action may be sufficient
to put the bridge back in light service.

0 Failed Bridge is out of service and is beyond corrective action.

2.2.1.2 Deterioration model

Deterioration model aim at predicting the degradation process of the infrastructures. Its purpose is to
assist the manager in making decisions about the actions to be performed on the structure. In general,
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deterioration models can be based on inspection results, estimates obtained through the expert opinion
or by combining these two methodologies (Kallen, 2007).

The results provided by the deterioration models are subjective as they are usually associated with
a significant level of uncertainty. Firstly, these models are based on inspections records, which, by
themselves reveals a high level of uncertainty due to the subjectivity of the inspection procedure.
Moreover, uncertainty also arises from the natural variability of the deterioration process, which de-
pends on a large set of factors, such as: material quality, traffic levels, pollution levels, environmental
conditions, structural typology, among others (Kallen and van Noortwijk, 2006). To capture the vari-
ability of the degradation process, stochastic deterioration models are used by different management
systems. This uncertainty should also be taken into account when modelling the effects of the main-
tenance and rehabilitation actions.

2.2.1.3 Optimization model

The optimization model identifies the best Maintenance, Repair and Rehabilitation (MR&R) activities
to be performed on the infrastructures, taking into account the objectives imposed on the management
system and the results from the deterioration model. In current models, these objectives are based on
minimizing maintenance costs, maximizing structure performance throughout its life-cycle, and in
some models, minimizing the impact of maintenance actions on users or a combination of these.

From the predictions of future performance, the definition of optimal strategies is relatively simple
through the use of computational means, such as multi-decision processes. The main difficulty in
optimizing maintenance strategies is to define optimization conditions, i.e. what is the maximum
permissible performance, what should be the maximum probability of a structure presenting this
level of deterioration and what maintenance actions to consider (Neves, 2011).

The optimization model can follow one of two approaches: “top-down” or “bottom-up”. In the “top-
down” approach, an optimal condition distribution is defined for the entire system and then individual
elements of the system are selected to undergo maintenance action based on those goals. In the
“bottom-up” approach, first the optimal actions for each element of the system are determined and
then, based on the network optimization, individual elements will be selected to undergo MR&R
activities (Das, 1999). The “top-down” approach works quicker, since the individual projects are
determined after the network goals are set. That is, it is not analysed in detail which interventions
to perform in all individual projects of the system, the resources are only consumed in the analysis
of the previously selected individual projects. The “bottom-up” approach uses more computer time
optimizing the individual projects thus the process often proves cumbersome for large populations
(Hanji and Tateishi, 2007).

2.2.1.4 Update

Finally, the last of the components of the management system is updating function. These should be
updated frequently for two reasons. First, the management system generates reports for planning and
programming processes, and uses the information from actions taken the update the deterioration and
cost models. Since most of the transition rates used in the deterioration models and improvement costs
are based on initial estimates, when inspections or interventions are performed the models need to be
updated to make more reflective of actual conditions (Hanji and Tateishi, 2007). Second, because
often the optimal maintenance strategy is not followed, requiring changes to correct these failures
(Neves, 2011).
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2.2.2 Examples of infrastructure management systems

The guidelines previously discussed were defined with bridge management in mind. However, a
similar methodology can be applied to any type of infrastructure, as discussed below.

2.2.2.1 Bridge management system

Until the 1960s, bridge MR&R activities were performed on an “as-needed” basis. Owners, when
alerted to situations warranting attention, employed the best practices of the day to remedy prob-
lem areas. This responsive approach appeared to sufficiently address potential safety issues. This
changed in the late 1960s, when a series of bridge failures focused public attention on deterioration of
the existing bridge inventory, motivating the governments to mandate standardized bridge inspection
procedures (Thompson et al., 1998).

To address this problem, the Federal Highway Administration (FHWA) created the National Bridge
Inspection Program (NBIP), with the aim of cataloguing, recording, and tracking in a database the
state of all bridges located in the main road of the country. In the beginning, the role of the NBIP was
only to inform the authorities about the state of the bridges and the necessities that they demanded
in terms of maintenance actions in order not to reach a critical condition state. The interest in the
development of a BMS only grew in the 1980’s, when the National Cooperative Highway Research
Project (NCHRP) began a program with the objective of developing a model for an efficient BMS
(Elbehairy, 2007).

In the followings, some of the most relevant BMS developed in the last four decades are discussed.
This does not aim at being an exhaustive list, but to describe common and innovate characteristics
of different systems. The BMS analysed are the North American systems: Pontis (Thompson et al.,
1998) and BRIDGIT (Hawk and Small, 1998); the Japanese system: J-BMS (Miyamoto et al., 2000,
2001); the Danish system: DANBRO (Andersen, 1990); and the Swiss system: KUBA (Hajdin,
2008). The system developed in Portugal include: concrete bridge management system proposed by
de Brito (1992), GOA (BETAR, 2017) and SustIMS (Berardinelli et al., 2014).

• Pontis

Pontis was developed in the early 1990s by the FHWA. Pontis is both a software system and an
organizing framework to help managers make the transition from collecting and processing raw
safety inspection data to a more sophisticated approach of optimizing the economic efficiency
of the bridge network. The system provides a defensible and understandable mean of express-
ing the long-term benefits of keeping bridges in good condition, as well as an objective way
for choosing among maintenance, improvement, and replacement opportunities. In order to
succeed in this objective Pontis has the capacity of expressing the engineering concerns of de-
terioration and structural performance in economic terms understandable to a broader audience
(Thompson et al., 1998).

For the deterioration model, Pontis uses a statistical approach based on the Markov chains, to
predict the probability of transitions among condition states in each year. A “top-down” ap-
proach (from the network-level to the project-level) is employed in the optimization of strate-
gies, favouring the optimization of decision processes at the network-level first, and then uses
those results to guide project-level decisions (Thompson et al., 1998).

To support the data requirements, the condition of each element of each bridge is usually
recorded on a biennial cycle. Each element is classified as belonging to one of five discrete
condition states, which describe the type and severity of element deterioration in visual terms.
Since the number of condition states is limited to five for each element, Pontis includes a trans-
lator function to convert the element inspection results into the older 0–9 rating scale for deck,
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superstructure, and substructure. Although these older assessments are not used in the Pontis
analysis, they are still required by the US Federal Government as a mean of summarizing the
condition of each bridge for the NBI (Thompson et al., 1998).

The fundamentals of discounted dynamic programming are used to find the optimal, long-term
policy that minimizes expected life-cycle costs while keeping the element out of risk of failure
(Thompson et al., 1998).

Nowadays, the Pontis bridge management system is known as AASHTOWare bridge manage-
ment system, and is considered one of the most complete and popular BMS in the world.

• BRIDGIT

BRIDGIT is a bridge management system released by the NCHRP. The project was initiated
in 1985, sponsored by the AASHTO. The goal of the NCHRP was to develop bridge man-
agement software tools for transportation agencies, facilitating the organization of bridge data,
providing clear, accurate and timely reports, allowing rank bridge populations by a number of
user-specified criteria and the identification of critically deficient structures, assisting the track
of deterioration trends and repair performance (Hawk and Small, 1998).

In BRIDGIT, the elements are classified in one of seven categories: decks, superstructures,
piers, abutments, joints, railings, and bearings. Protective systems are defined separately from
underlying elements. Up to five conditions states are defined for each element and protection
system. Quantities of elements in each state are recorded through the inspection process, and
each state indicate the physical and functional performance (Hawk and Small, 1998). Marko-
vian deterioration models are used to predict the future condition states of unprotected and
protected elements, being formulated separately. For protected elements, the interrelation of
the element and the protective system is modelled, assuming that the protection slows the dete-
rioration of the element (Hawk and Small, 1998).

In the optimization model, a multi-period analysis is performed in two steps. Firstly, life-cycle
activity profiles are generated for each bridge in the inventory. The profiles allow estimating the
present and future of various MR&R activities, based on element models, improvement scenar-
ios and level-of-service standards. Secondly, optimization is performed to prioritize needs and
select the most cost-effective options for given budgets over the planning horizon (Hawk and
Small, 1998).

This BMS is very similar to Pontis in terms of function and capabilities. The main differ-
ence between the two systems lies in the optimization model. BRIDGIT uses a “bottom-up”
approach to optimization, while Pontis uses the “top-down” approach. The advantage of the
former is that BRIDGIT can perform multi-year analyses and consider delaying actions on a
particular bridge to a later date (Morcous et al., 2002a).

Currently, the BRIDGIT bridge management system is not in operation. It was merged into
AASHTOWare bridge management system in mid-1999 (Hawk, 1999).

• J-BMS

J-BMS is an academic bridge management system developed by Miyamoto et al. (2000, 2001).
The J-BMS records the performance of concrete bridges based on visual inspection, predicts
the deterioration processes for existing bridge members and allows maintenance plans for re-
pairs and/or strengthening to be created based on maintenance cost minimization and quality
maximization (Miyamoto et al., 2000, 2001).

The performance of the bridge elements is evaluated using the inspection data obtained from
visual inspections and the technical specifications of the bridge. The evaluation is performed
through a system called BREX (concrete Bridge Rating EXpert system), which assesses the
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performance of the bridge elements in terms of load-carrying capability and durability through
a scale of 0–100, where 100 indicates that the bridge is in perfect condition and 0 indicates
that the bridge should be removed from service and requires rebuilding (Miyamoto et al., 2000,
2001).

Based on the results of the BREX system, the present deterioration can be characterized and
the remaining life of the bridge can be estimated using the predicted function of deterioration.
The deterioration curves for load-carrying capacity and durability are described by biquadratic
and cubic functions, respectively (Miyamoto et al., 2000, 2001).

As a preliminary step, the effect of repairs and strengthening is estimated, and the cost of each
maintenance action is determined. The BMS analysis is obtained from the prediction curve
according to the cost and effects of repairs and strengthening. The strategy includes various
maintenance plans provided by the cost minimization or quality maximization (Miyamoto et al.,
2000, 2001).

The main limitation of the J-BMS is that the prediction of the deterioration is performed with
a deterministic analysis, when in other systems stochastic analysis are the methodology most
commonly used. In fact, the deterioration of the load-carrying capacity and durability are esti-
mated through predefined deterioration curves, which are fitted using the data from inspection,
but which are difficult to justify.

• DANBRO

DANBRO is a bridge management system implemented in Denmark (Andersen, 1990). This
management system has been in operation since the 1980s. DANBRO has a modular structure,
allowing different bridge owners to choose the individual modules which better meet their
needs. The system is organized in: inventory, inspection, optimization of rehabilitation works,
long-term budgeting, price catalogue, and administration of heavy transports (Andersen, 1990;
Das, 1999).

The inventory module stores all documentation regarding the design and construction of bridges.
The inspection module is considered the main module, allowing the monitoring of the condi-
tion of the bridge. Its purpose is to maintain an overview of the general condition of the stock
of bridges and to detect significant damage in due time. From this rehabilitation works can be
carried out in the optimized way and at the optimum time, taking safety and economic aspects
into consideration. In DANBRO, a bridge can be divided into 15 main components, where
inspectors can report condition states and recommend maintenance actions individually. The
scale of the condition used by this management system varies between 0 and 5, where 0 means
a good condition and 5 a bad condition (Andersen, 1990; Das, 1999).

In the optimization module, the prioritization of maintenance actions is a process of examining
the trade-offs between agency costs (related to construction) and traffic costs (related to delays).
The long-term budgeting module, based on: average repair intervals, average repair costs, and
average service lives, allows computing of total future budgets. In the price catalogue module,
the unit prices of common rehabilitation works are, in a systematic way, updated in order to
improve the estimates for repair works. Finally, the administration of heavy transport module
assigns load bearing capacity classes to bridges and to the vehicles, defining if a special vehicle
can use the bridge (Andersen, 1990; Das, 1999).

• KUBA

KUBA is a road structure management system developed for the Swiss Federal Road Authority,
with the aim of ensuring fast, safe, and reliable passage between any two points in the road
network for the users and minimizing their maintenance cost, while maintaining traffic capacity
for the road operators. This management system is divided in four components, a road structure
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inventory (KUBA-DB), a preservation planning tool (KUBA-MS), a reporting tool (KUBA-
RP), and a heavyweight transport evaluation tool (KUBA-ST) (Hajdin, 2008).

The KUBA-DB component manages the inventory of all information related to structures such
as features, inspections and maintenance actions performed, serving as the basis for the other
components of the system. The KUBA-MS component uses Markov deterioration models,
being the module in charge of optimizing the decision processes related to road network in-
frastructures. The KUBA-RP component allows the consultation and reporting of all data and
analysis results from the system. Finally, the KUBA-ST component is a tool that evaluates the
ability of a bridge or several bridges to withstand the passage of special vehicles. Finally, the
function of the KUBA-ST is to define is a special vehicle can use the bridge (Hajdin, 2008).

• Concrete bridge management system

Concrete bridge management system is an academic expert system developed by de Brito
(1992) in his doctoral thesis. The expert system was developed considering the activities per-
formed at the bridge site and the office work, with a special emphasis on rationalizing pro-
cedures (de Brito et al., 1997). The functionality of this management system depend on two
computer modules. The inspection module (BRIDGE-1) relies on a periodic acquisition of
field information complemented by a knowledge-based interactive system. The second module,
BRIDGE-2, allows optimizing management strategies and includes three submodules: inspec-
tion strategy, maintenance and repair (de Brito et al., 1997).

In BRIDGE-1, the inspection strategy is based on two types of periodic inspections: current
(performed at 15-month periods) and detailed (replaces a current inspection at 5-year intervals)
and, eventually, complemented with special inspections (structural assessments) performed
when bridge safety falls below standard levels. To standardize the inspection procedures, a de-
fect classification system was implemented. All defects likely to be found in concrete bridges
were classified according to geographical/functional/materials criteria. The possible causes (di-
rect or indirect) of these defects were then classified according to chronological criteria. The in
situ diagnosis methods used to detect or analyse the defects were also classified, according to
their functioning principle and the type of results provided. Finally, the repair techniques used
to eliminate or prevent the defects were classified in the same groups as the defects (de Brito
et al., 1994, 1997; Branco and de Brito, 2004).

To help the inspector in making decisions at the bridge site, BRIDGE-1 has knowledge-based
correlation matrices relating defects to causes, defects to diagnosis methods and defects to
repair techniques. Each of these matrices is organized so that each row represents a defect
and each column a possible cause (or diagnosis method or repair method). The intersection
of each row and column represents the correlation between each defect and the other element.
The rating of the correlation as: high (2), low (1) or non-existent (0) was defined according
to expert knowledge criteria, obtained from technicians in the design and constructions fields
(de Brito et al., 1994, 1997; Branco and de Brito, 2004).

BRIDGE-2 contains the bridge database and a decision system to perform the optimal strategies
for management. That is, after a periodic inspection i (current or detailed) the inspector clas-
sifies the defects leading to maintenance activities. The maintenance submodule is then used
to rate the defects and to implement the maintenance works. After every inspection, a reliabil-
ity analysis (inspection strategy submodule) of the bridge is performed. Based on an analysis
of the structural safety evolution (reliability index β), this submodule indicates if a structural
assessment should be performed before the next scheduled periodic inspection. When the struc-
tural assessment has been completed, the repair submodule is used to perform an economic and
reliability analysis and to decide on the type and time of the repair work to be implemented
(de Brito and Branco, 1994; de Brito et al., 1997).
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• GOA

In Portugal, the Sistema de Gestão de Obras de Arte (GOA) is the most popular bridge manage-
ment system. This system was developed by BETAR Consultores, having been is implemented
by several road managers, including IP - Infraestruturas de Portugal, BRISA - Autoestradas de
Portugal, Câmara Municipal de Lisboa and Câmara Municipal do Porto (BETAR, 2017).

GOA provides a detailed inventory of all bridge elements, keeping the database always up-
gradeable to new information. This BMS allows recording inspection results and planning for
future inspection and maintenance actions, estimation of costs of maintenance actions to be per-
formed and prioritization interventions according to available financial resources (GOA, 2008).
However, GOA does not allow modelling future performance of the bridge elements.

• SustIMS

SustIMS is an infrastructure management system that is the result of a joint project by Por-
tuguese highway concessionaire ASCENDI, Universidade do Minho, and Universidade Nova
de Lisboa. This project intended at developing a management system for all highway assets
(bridges, pavements, slopes/retaining walls, and telematics equipment) to support highway op-
erators’ decisions, improving not only their competitiveness but also users’ satisfaction (Berar-
dinelli et al., 2014).

The framework of this platform is divided in three main modules: data warehouse, analysis tool,
and reporting mechanism. Data warehouse contains all information collected for each element
of the road infrastructure. The analysis component consists of a series of tools for condition
assessment and performance modelling, allowing the identification and prioritization of needs
to achieve the optimal preservation and rehabilitation strategies. Finally, the platform’s outputs
are a set of customizable reports on the infrastructure condition and the strategic investment
planning (Berardinelli et al., 2014).

The performance evaluation of physical assets is expressed by performance indicators that eval-
uate the extension of damage of the individual elements of the road infrastructure. This eval-
uation is performed through regular visual inspections or more reliable Non-Destructive Tests
(NDT). The deterioration models for each road component were developed using Markov pro-
cesses, and the maintenance model was developed to define a set of maintenance actions that
lead to the implementation of an effective program to increase the assets’ lifetime. Finally,
for the optimization model, a multi-objective optimization problem that treats the overall sys-
tem performance and life-cycle maintenance cost as separate objective functions is formulated,
aiming at developing an automated procedure that provides, for a given time horizon, optimal
maintenance strategies that improve the system performance while reduce the present value of
the life-cycle maintenance cost (Berardinelli et al., 2014).

2.2.2.2 Pavement management system

As described for bridges, several Pavement Management System (PMS) have been developed and
implemented in the last three decades. They have some elements in common with bridge management
systems such as pavement distress ratings, selection of appropriate MR&R strategies, decision policy
to establish priority scheduling, and dealing with fund limitations. However, according to Abaza
et al. (2004), there are two additional basic elements necessary for inclusion in a PMS to address the
pavement management process in its totality when considering a pavement system. First, a prediction
mechanism capable of predicting future pavement conditions especially in the presence of an active
MR&R program, and an optimization process designed to yield optimum pavement conditions based
on a defined decision policy.
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Some of the major developed PMS’s deploy stochastic prediction models, which are mainly Marko-
vian, statistical regression, and Bayesian models (Shahin and Kohn, 1982; Golabi et al., 1982; Butt
et al., 1987; Harper and Majidzadeh, 1991; Abaza et al., 2004). Others simply do not use prediction
models and rely mostly on experience and engineering judgement, and use simple decision trees and
“prescription” procedures (Hill et al., 1991; Tavakoli et al., 1992). Optimization of a pavement system
according to a defined effective decision policy has been attempted by some of the developed systems
(Harper and Majidzadeh, 1991; Hill et al., 1991; Pilson et al., 1999; Abaza et al., 2004). Selection
and integration of an appropriate prediction model and optimization method into an effective decision
policy are essential for the successful design of any pavement management system. The following
points some of the most relevant PMS are described.

• PAVER

PAVER is a pavement management system developed by the U.S. Army Corps of Engineers
during the 70s for use of military installations, cities, and counties. It provides the user with
practical management tools, including data storage and retrieval, pavement network defini-
tion, pavement condition rating, project prioritization, inspection scheduling, determination of
present and future network condition, determination of MR&R needs, performance of eco-
nomic analysis, and budget planning (Shahin and Kohn, 1982).

PAVER system uses the Pavement Condition Index (PCI) to evaluate the pavements’ condi-
tion state. It is a numerical index from 0 to 100, where 100 represents an excellent condition.
The PCI is determined based on quantity, severity, and type of distress, being divided in seven
condition categories: excellent (100–86); very good (85–71); good (70–56); fair (55–41); poor
(40–26); very poor (25–11); and failed (10–0). The future PCI for a pavement section is pre-
dicted by a linear extrapolation (Shahin and Kohn, 1982).

A first-level decision of the MR&R activities is made based on the PCI value, type of distress,
and deterioration rate. If the value of these variables does not exceed the predefined values,
the pavement section does not require further analysis and routine maintenance practices can
be continued. On the other hand, if the value of the variables exceeds the predefined values, a
further analysis of the pavement section is required. This analysis is based on the evaluation
of the structural capacity, roughness, skid resistance, and other relevant factors. Economic
analysis is used to help the manager to select the appropriate repair alternative (Shahin and
Kohn, 1982).

• Arizona Pavement Management System

This PMS was developed for maintaining roads in the State of Arizona. The management sys-
tem recommends the best preservation policies that achieve long-term and short-term standards
for road conditions at the lowest possible cost (Golabi et al., 1982).

The optimization model consists of two interrelated models, a short-term model and a long-term
model, both using linear programming to find the optimal solution. The long-term model seeks
a maintenance policy that minimizes the expected long-term average cost. The requirements are
that the proportion of roads in state i is above a number εi if i is an acceptable level, and below
a number γi if i is an unacceptable level, where the parameters εi and γi are the long-range
performance standards. The short-term model seeks a maintenance policy over a planning
horizon T that minimizes total expected discounted costs in the first T years subject to short-
term standards and to the requirement that the long-term standards would be achieved within
the first T years (Golabi et al., 1982).

Markov processes are used to capture the dynamic and probabilistic aspects of the pavement
management problem. In the model, transition probabilities link current road conditions and
maintenance actions to future road conditions. The road condition states are defined as a com-
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bination of the specific levels of the following variables: roughness (3 levels), present amount
of cracking (3 levels), change in amount of cracking during previous year (3 levels), and index
of first crack (5 levels) (Golabi et al., 1982).

2.2.2.3 Building management system

As previously referenced, in the context of bridges and pavement, management systems have been
developed in the last 30 years and are already implemented around the world. A much larger variety of
maintenance problems and a reduced number of buildings per owner mean that Building Management
Systems (BdMS) are still quite rare (Paulo et al., 2014). However, in this area, the work developed
at Instituto Superior Técnico, Universidade de Lisboa, has defined a new standard for the service
life prediction of non-structural components of existing buildings, such as: cement-rendered façades
(Gaspar and de Brito, 2008a,b; Gaspar, 2009; Silva et al., 2013; Sá et al., 2014; Silva et al., 2015;
Vieira et al., 2015; Silva et al., 2016a,b,d), adhesive ceramic claddings (Silvestre and de Brito, 2009;
Bordalo et al., 2011; Galbusera et al., 2014; Silva et al., 2016b,c), natural stone wall claddings (Neto
and de Brito, 2011; Silva et al., 2011a,b; Neto and de Brito, 2012; Silva et al., 2012a,b; Emídio
et al., 2014; Silva et al., 2016c,e; Mousavi et al., 2017), exterior wall painting (Pires et al., 2013;
Chai et al., 2013; Dias et al., 2014; Magos et al., 2016; Silva et al., 2016b,c), ETICS (Amaro et al.,
2013; Ximenes et al., 2015; Marques et al., 2018), architectural concrete surfaces (Silva et al., 2017;
Serralheiro et al., 2017), and external claddings in pitched roofs (Garcez et al., 2012; Morgado et al.,
2017; Ramos et al., 2018). In the following point the most relevant BdMS is described.

• BuildingsLife

BuildingsLife is a building management system developed by Paulo et al. (2014, 2016). This
model was created because the need of investing in building rehabilitation and maintenance
strategies in order to optimize the social and economic benefits of the built environment. The
planning of such works involves the prediction of the moment that critical elements of the built
assets will reach degradation levels that exceed acceptable standards (Paulo et al., 2014).

In this sense, BuildingsLife was developed to provide the building managers information al-
lowing more efficient maintenance of building. This platform helps the building manager to
choose the best option for maintenance but it can also help the designer to choose the best
constructive solutions and materials, based on their service life under specific environmental
conditions. Furthermore, this BdMS also considers a database of building defects, the best
repair techniques for them and the costs involved (Paulo et al., 2014).

BuildingsLife is supported by degradation data on real buildings. A performance scale of six
levels was created for each building defect, based on standards and checked experimentally
on site. The estimation of degradation is based on two possible approaches: deterministic and
stochastic. The deterministic model is used as a first approach, associating with fitting curves
related to building components degradation levels. The evolution of the anomalies is simulated
considering a birth/death law known as the Gompertz Law. The stochastic method based on
Markov chains was implemented alongside the deterministic models to predict the service life
of building components, making it possible to estimate the probabilities of a building compo-
nent to achieve a degradation level (Paulo et al., 2014).

This platform uses genetic algorithms to find the best balance between performance and costs.
In the genetic algorithm approach, the user can pick an acceptable degradation limit level and
the period, and then analyse the best solution. Maintenance is analysed for each defect and it
can be characterized according to the associated degradation factors (Paulo et al., 2014).



2.2. INFRASTRUCTURE MANAGEMENT SYSTEM 19

2.2.2.4 Waterwaste management systems

Managers of waterwaste systems face challenges daily in the operation and maintenance of this type
of infrastructures. Population growth and stringent regulations require more effective management of
the systems, while the continuous ageing of these systems has resulted in the loss of serviceability.
Similarly, to other assets, funds to maintain the sewer networks have not increased at the required
levels (Jeong et al., 2005).

Waterwaste management systems (WMS’s) are similar to bridge and pavement systems. In these three
types of management systems, the performance scale is composed of several degradation levels, and
the condition state is monitored over time albeit to a lesser extent in the WMS’s, due to the difficulty of
access (Kielhauser et al., 2017). To overcome these limitations, Fenner (2000) proposed a GIS-based
model to calculate “critical grid squares” where algorithms were developed to predict the likelihood
of sewer failure in each square. This allowed the determination of geographical “hotspots”, as well
as finding grids that have the best cost-benefit ratio if the sewers requiring intervention in this grid
were repaired or replaced. In this methodology, it is possible, when, enough information is available,
to use risk-based models widely recognized as more robust (Kielhauser et al., 2017).

Also, life-cycle cost analysis has been developed in order to identify optimal MR&R alternatives for
wastewater systems using the dynamic programming optimization technique (Abraham et al., 1998;
Wirahadikusumah et al., 1999; Wirahadikusumah and Abraham, 2003). Several deterioration models
have been used to predict condition ratings of infrastructure elements. The methods used in these
studies include regression analysis (Ariaratnam et al., 2001; Chughtai and Zayed, 2008), Markov
chains (Wirahadikusumah et al., 2001; Micevski et al., 2002; Jeong et al., 2005), artificial neural
networks (Najafi and Kulandaivel, 2005), and survival functions (Baur and Herz, 2002).

2.2.2.5 Other types of management systems

Electricity, gas, and water distribution networks show some differences relative bridge or pavement
systems. They are characterized by a binary state (work/not-work) with limited inspection possibili-
ties. In this type of systems, interventions plans are essentially based on the probability of failure of
the system elements (Kielhauser et al., 2017).

For electricity distribution networks, Stillman (2003) proposed to classify interventions on elements
in two classes: emergency maintenance, which involves replacement or repair of the damaged ele-
ment as soon as possible, and preventive maintenance, where an element is inspected, repaired or
replaced at a prearranged point in time. Combining costs for both types of maintenance and service
interruptions, as well as a safety constraint (maximum allowed risk of failure), allows the computa-
tion of optimal replacement time interval (Kielhauser et al., 2017). More recently, Dehghanian et al.
(2013) defined a practical methodology making use of reliability centred maintenance techniques to
determine intervention plans for electricity networks. The proposed methodology consists of three
stages. In the first stage, the model to be used in the methodology is set up, including a check for data
availability, system boundaries and system goals. In the second stage, the critical network compo-
nents are identified by means of a reliability analysis. In the third stage, intervention plans are created
to fit the reliability boundary conditions (Kielhauser et al., 2017).

For gas distribution networks, the development of intervention plans is also based on the methodology
proposed by Dehghanian et al. (2013). However, to improve upon the limited inspection possibili-
ties, Pandey (1998) proposed a probabilistic model for gas and oil pipelines that uses magnetic-flux-
leakage sensors to update the failure probability by locating irregularities in the pipeline wall, such as
corrosion or mechanical dents (Kielhauser et al., 2017).

For water distribution networks, due to inspection difficulties, most research has been focused on how
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to predict water main breaks using statistical models (Shamir et al., 1979; Walski and Pelliccia, 1982;
Wang et al., 2009). More recently, Zayed and Mohamed (2013) used simulation to define budget
allocation and renewal plans for the rehabilitation of water distribution systems. The condition level
is defined based on utility functions of pipes’ attribute (age, size, water pressure, break rate, number
of breaks, and population served). The interventions selected for each pipe section included in the
work program were done taking into consideration the condition of the pipe sections and the costs of
the intervention (Kielhauser et al., 2017).

2.3 Deterioration models

Deterioration can be defined as the process of decline in the condition of the infrastructure resulting
from normal operating conditions, excluding damage from extreme events like: earthquakes, acci-
dents, or fires (Elbehairy, 2007). Due to constant interaction with the environment, civil engineering
assets are exposed to different types of actions, including environmental stressors and loads, which
directly or indirectly contribute to their deterioration over time.

As observed in Section 2.2, a major challenge in IMS is to establish maintenance programs in order
to avoid structural failures. Predictions of repair demands of the infrastructure in the future have to be
made along with appropriate budget plans that cover maintenance and repair requirements. Estima-
tions of both life-cycle cost and repair demands are determined by deterioration models (Kobayashi
et al., 2010).

Deterioration models can be divided in two main categories (Morcous et al., 2002b): (i) Deterministic
models; and (ii) Stochastic models. Deterministic models are simple models that predict the future
condition states deterministically by fitting a straight-line or a curve to establish a relationship be-
tween the condition and age, ignoring the random error in prediction. Fundamentally, deterministic
models are not very robust since they do not capture the natural variability of the process of deterio-
ration. Stochastic models described the deterioration process through one or more random variables
or processes to take into account the randomness and uncertainty of the process.

The recognition of the stochastic nature of the deterioration process represents a major step forward
in the infrastructure management systems research. For this reason, we will only focus on stochastic
models. In the following sections several types of deterioration models currently available in the
literature will be presented.

Furthermore, in order to establish an optimal maintenance program, proper performance indicators
must be defined. The performance of existing infrastructures can be defined in terms of condition
indicators or through safety indicators.

The condition indicators are adopted to describe the condition of existing infrastructures. The condi-
tion is usually assessed by means of visual inspections, providing an overall characterization of the
general condition of the system. However, this performance indicator cannot be used to assess the
structural performance of infrastructure. An example of a classification system based on condition
indicators is presented in Table 2.2. The NBI condition rating describes the conditions of bridge deck,
superstructure, and substructure using a scale of 0–9, where a highway bridge is classified as struc-
turally deficient if the deck or superstructure or substructure has a condition rating of 4 or less (Chen
and Duan, 2014).

On the other hand, safety indicators define the performance in terms of structural performance like
the load-carrying capacity and the failure probability of the structure, resulting in a true measure of
the infrastructure safety. The safety analysis is based on the comparison between the load effects, Q,
and the resistance of the structure, R. It is based on quantification and prediction of the reliability
index, β, a function of the probability of failure, Pf :



2.4. RELIABILITY-BASED DETERIORATION MODELS 21

β =−Φ
−1 (Pf ) (2.1)

where Φ−1 (·) indicates the inverse CDF of the standard normal variate.

In short, there are two main approaches that can be used to model the deterioration process: reliability-
based models and condition-based models. However, none of these approaches has shown evidence of
being able to be applied in a generic way: both methodology have their advantages and disadvantages.
The condition-based model is more suitable to incorporate information from visual inspections, but
it cannot be used to assess the reliability of a structure in terms of strengths and stresses. On the
other hand, reliability-based models deal with the reliability index, and they are able to quantify
physical parameters such as material properties, stress conditions, structural behaviour, among others.
However, such models cannot be used to analyse every structure due to the cost of collecting all
required information.

2.4 Reliability-based deterioration models

Thoft-Christensen (1998) proposed a deterioration model where the reliability index is used as a
performance indicator of an individual bridge under no maintenance:

β(t) =
{

β0, 0≤ t ≤ ti
β0−α(t− ti) , t > ti

(2.2)

where β(t) is the time-dependent reliability index, β0 is the initial reliability index (i.e. t = 0), ti is
the time of initiation of deterioration, α is the deterioration rate of reliability index, and t is time.

This model assumes that under no maintenance the reliability index has a bilinear progression, as
shown in Figure 2.2 – Case 1. The first segment models the period after construction during which
there is no (significant) deterioration of the reliability index. After this period, the deterioration of
reliability index is considered linear (Neves and Frangopol, 2005).

From a mathematical point of view, the linear deterioration model is a very simple. However, the
assumption of linear deterioration profiles can be considered a limitation of the deterioration model.
For example, Gaal (2004) shows that a parabolic curve has a good fit to the observed spalling data of
81 bridges in the Netherlands. For this reason, to capture the non-linear effect of reliability deteriora-
tion is clearly of paramount importance. Therefore, the linear model was extended into the non-linear
range by Petcherdchoo and Frangopol (2004). In order to exemplify the effect of non-linear deteriora-
tion of the mean reliability index, Figure 2.2 shows four cases of non-linear deterioration (Cases 2 to
5). These cases are all associated with the mean reliability index profile of steel/concrete composite
bridges in bending under no maintenance (Frangopol and Neves, 2004).

The models proposed by Petcherdchoo and Frangopol (2004) and Neves and Frangopol (2005) used
simple analytical expressions to model the evolution of performance. One advantage of this approach,
relative to other commonly used methods like Markov chains, is its ability to incorporate the effects
of maintenance in a consistent and intuitive manner. In fact, by changing the form of the curve when
maintenance is applied and for a period of time after application, these methods can incorporate
the effect of improvement in performance when maintenance is applied, but also the reduction or
suspension of maintenance for a period of time after application. However, this methodology does not
consider information resulting from visual inspections on bridges, causing reluctance by the managers
in abandon the condition states as a performance indicator in the management systems (Frangopol and
Neves, 2004).
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Figure 2.2 – Linear and non-linear reliability profiles without maintenance (Petcherdchoo and Fran-
gopol, 2004)

Later, Neves and Frangopol (2005) proposed a model that integrates both condition and safety indi-
cators, producing a more consistent measure of the effect of deterioration on serviceability and safety
of existing structures. The condition index and safety index profiles under no maintenance are each
defined using three random variables: initial condition and safety, C0 and S0, respectively; time of
initiation of deterioration of condition and safety, tic and ti, respectively; and deterioration rate of
condition and safety, αc and α, respectively, as shown in Figure 2.3. The deterioration of condition
and safety index is considered linear as follows:

C (t) =
{

C0, 0≤ t ≤ tic
C0−αc (t− tic) , t > tic

(2.3)

S (t) =
{

S0, 0≤ t ≤ ti
S0−α(t− ti) , t > ti

(2.4)

where C (t) and S (t) are the time-dependent condition and safety index, respectively; and t is time.
In this model, each variable is modelled by a probability density distribution in order to capture the
variability associated with the deterioration process.

2.5 Condition-based deterioration models

2.5.1 Markov chain-based models

A Markov chain is a stochastic process used widely by researchers in several fields of civil engineering
(Butt et al., 1987; Hawk and Small, 1998; Thompson et al., 1998; McDuling, 2006; Ortiz-García
et al., 2006; Caleyo et al., 2009; Silva et al., 2016d), that describes the transitions between a finite
state space, s, and satisfies the Markovian property. The Markovian property states that the future
state only depends on the present state, not being influenced by the process up to the present state
(Sánchez-Silva and Klutke, 2016).
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(a) Condition index profile (b) Safety index profile

Figure 2.3 – Condition and safety index profiles under no maintenance and under maintenance (Neves
and Frangopol, 2005)

In Markov chains, time can be considered to evolve into two ways: by discrete time intervals (discrete
time Markov chains, or DTMC) or continuously (continuous time Markov chains, or CTMC).

2.5.1.1 Discrete time Markov chains

Consider a stochastic process {X (t) , t = 0,1,2, ...} that takes values in a countable state space, s. The
index set {t = 0,1,2, ...} will be taken to represent time, and X (t) refers to the condition state of the
process at time t. For example, Figure 2.4 shows a sample path of a discrete variable. From this figure
it can observe that the process is in state 6 in interval 1, in state 4 in interval 2, and so on.

Figure 2.4 – Sample path of a discrete time Markov chain (Sánchez-Silva and Klutke, 2016)

The Markov property for a discrete time process is satisfied if:

P(X (t +1) = j|X (t) = i,X (t−1) = it−1, ...,X (1) = i1,X (0) = i0)
= P(X (t +1) = j|X (t) = i)

(2.5)

where i, it , and j ∈ s and P(·|·) denotes the conditional probability of any future state given the present
and past state. In other words, the Markov property states that, for any reference time t, the “future”
of the process (all states subsequent to t) is conditionally independent of the “past” (all states prior to
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t), given the “present” (the state at t). Considering only time homogeneous Markov chains (i.e. for
fixed time intervals), the Equation 2.5 can be simplified to:

pi j = P(X (t +∆t) = j|X (t) = i) (2.6)

where pi j denotes the transition probability from state i to state j during a fixed time interval, ∆t. It
represents the probability that, given the process is currently in state i, the process will be in state
j at the next instant, t +∆t (Sánchez-Silva and Klutke, 2016). The transition probabilities can be
expressed by a matrix of order s× s called the transition probability matrix, P, where s represents the
total number of states.

P =


p11 p12 · · · p1s

p21 p22
. . . p2s

...
. . . . . .

...
ps1 ps2 · · · pss

 (2.7)

The P-matrix is stochastic; therefore, the elements in P are nonnegative and each row sums to 1. For
a time homogeneous DTMC, the P-matrix is called the one-step transition probability matrix.

Deterioration process

The deterioration process of systems where maintenance is not taken into account can be classified
as a sequential process. Consider a performance scale where state 1 represents the most favourable
condition and state s denotes the worst condition. The condition of the infrastructure deteriorates
continuously over time until it reaches the state s, and all condition states defined in the performance
scale must be obligatorily covered one after another (Butt et al., 1987). Based on these assumptions,
the structure of the P-matrix in Equation 2.7 can be simplified to:

P =


p11 p12 · · · p1s

0 p22
. . . p2s

...
. . . . . .

...
0 0 · · · 1

 (2.8)

Considering that the elements belonging to the lower triangle are null, is equivalent to say that the
infrastructure deteriorates naturally without improvement of its condition state. The element pss takes
the value of 1, and represents the absorbent state of the performance scale. Once an asset reaches this
condition, it remains in that condition state forever unless a maintenance action is carried, and its
condition state is improved (Sánchez-Silva and Klutke, 2016).

In many of the developed deterioration models, the one-step transition probability matrix, P, is con-
structed for 1-year intervals, i.e. ∆t = 1 (Butt et al., 1987; Cesare et al., 1992). In these situations,
the authors state that in a 1-year interval it is unlikely that the condition state of the infrastructure
decreases more than one condition state, simplifying P-matrix to:
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P =



p11 1− p11 0 · · · 0 0

0 p22 1− p22
. . . 0 0

...
. . . . . . . . . . . .

...

0 0 0
. . . 1− ps−2,s−2 0

0 0 0
. . . ps−1,s−1 1− ps−1,s−1

0 0 0 · · · 0 1


(2.9)

where pii, with i = 1,2, ...,s− 1 is the probability of the system staying in state i during the 1-year
interval, and 1− pii, with i = 1,2, ...,s− 1 is the probability of the system transiting for the next
condition state i+1 during the 1-year interval.

Parameter estimation

To estimate the parameter of the transition probability matrix, P, two methods are commonly used
(Morcous, 2006): the regression-based optimization method and the percentage prediction method.
The regression-based optimization method estimates transitions probabilities by solving the nonlinear
optimization problem that minimizes the absolute distance between the observed condition states and
the conditions predicted using the Markov chain model. The objective function and the constraints of
this optimization problem can be formulated as follows (Butt et al., 1987; Morcous, 2006):

Minimize: ∑
N
t=1 |C (t)−E (t)|

Subject to: 0≤ pi j ≤ 1 for i, j = 1,2,3, ...,s
∑

s
i=1 pi j = 1

(2.10)

where N is the total number of transition periods; C (t) is the system condition at transition period
number t; and E (t) is the expected value of the system condition at transition period number t based
on Markov chains, which is calculated as follows:

E (t) = p(t) ·S (2.11)

where p(t) represents the condition vector at transition time period t, and S is the vector of condition
states.

On the other hand, the estimate of the transition probability matrix, P, through the percentage predic-
tion method is obtained by the following equation (Jiang et al., 1988; Morcous, 2006).

pi j =
ni j

ni
(2.12)

where ni j is the number of transitions from state i to state j within a given time period; and ni repre-
sents the total number of infrastructures in state i before the transition.

Both methods have advantages and disadvantages. If, on the one hand, the percentage prediction
method is a method of easy application, once it is not required the definition of objective function and
constraints for the optimization problem. On the other hand, with the regression-based optimization
method reliable results can be obtained with a smaller sample.
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Performance prediction

The prediction of the condition state of an infrastructure over time is computed with the aid of the
transition probability matrix, P. Let us assumed that p(ti) is a probability condition vector at tran-
sition time period ti, and P∆t the transition probability matrix that reproduce the deterioration of the
infrastructure in the time interval ∆t. The probability distribution at transition time period t f = ti +∆t
is given by (Morcous, 2006):

p(t f ) = p(ti) ·P∆t (2.13)

where p(t f ) is the condition vector at transition time period t f .

A generic probability condition vector, p(t), for a given time t takes the following form:

p(t) =
[
p1 p2 · · · ps

]
(2.14)

where pi represents the probability of the infrastructure being in state i at time t.

In the discrete Markov chains, the P-matrix is formulated for a constant time interval, ∆t. However, it
is possible to obtain transition probability matrices for time intervals greater by geometric progression
with ratio k.

P f inal
∆t = (P∆t)

k (2.15)

2.5.1.2 Continuous time Markov chains

Consider a stochastic process {X (t) , t ≥ 0} with countable state space s. The Markov property for a
continuous time Markov chain can be expressed by:

P(X (t +∆t) = j|X (t) = i,X (u) = x(u) ,u < t)
= P(X (t +∆t) = j|X (t) = i)

(2.16)

where i, j, and x(u) ∈ s and t,∆t ≥ 0. It is assumed that, in transitions between condition states, the
length of time spent in condition state i during the initial sojourn respects the memoryless property;
i.e. the length of time spent in the condition state i before marking a transition is an exponentially
distributed random variable with parameter λi that depends only on condition state i. When the
sojourn time in condition state i expires, the process instantaneously enters a different state (Figure
2.5). Just prior to a state change, the next state (“future”) can depend only on the current state
(“present”) and neither on any previous states nor on the length of time spent in the current state
(“past”) (Sánchez-Silva and Klutke, 2016).

Therefore, Markov chains are considered a simple way to predict the future condition state of elements
over time in situations where the full history of the elements is not available (Kalbfleisch and Lawless,
1985; Morcous, 2006). This assumption allows overcoming the problem of lack of records in civil
infrastructures due to the fact that infrastructures are usually not continually monitored (Kalbfleisch
and Lawless, 1985; Kallen and van Noortwijk, 2006).

In CTMC the movement between the condition states is governed by transition intensities qi j with
i, j = 1,2,3, ...,s, where s represents the total number of condition states. The transition intensities,
qi j, represent the instantaneous probability of moving from state i to state j, where i 6= j (Jackson,
2011):
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Figure 2.5 – Sample path of a continuous time Markov chain (Sánchez-Silva and Klutke, 2016)

qi j = lim
∆t→0

P(X (t +∆t) = j|X (t) = i)
∆t

(2.17)

The qi j coefficients can be arranged in a matrix of order s× s called the transition intensity matrix, Q,
where qi j ≥ 0 to i 6= j, and qii =−∑i 6= j qi j.

Physically, an intensity matrix corresponding to a transition rates matrix, independent of ∆t, which is
directly related to any transition probability matrix, P, through the Kolmogorov equation (Kalbfleisch
and Lawless, 1985; Kallen and van Noortwijk, 2006):

∂

∂t
P(t) = P(t) ·Q (2.18)

By solving the Kolmogorov equation, the relationship between Q-matrix and P-matrix is given by:

P = eQ·∆t (2.19)

Equation 2.19 allows the computation of the transition probability transition for any time interval
between observations.

Deterioration process

To simulate the deterioration process of a system without maintenance, the transition intensity matrix,
Q, is presented in Equation 2.20. The structure of the matrix is defined taking into consideration
the assumption that the deterioration process is sequential. In other words, during the deterioration
process, at each infinitesimal time interval, the system can remain in the same condition state or to
transit to the next condition state (Kalbfleisch and Lawless, 1985; Jackson, 2007).
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Q =



−q12 q12 0 · · · 0 0

0 −q23 q23
. . . 0 0

...
. . . . . . . . . . . .

...

0 0 0
. . . qs−2,s−1 0

0 0 0
. . . −qs−1,s qs−1,s

0 0 0 · · · 0 0


(2.20)

Parameter estimation

The optimal intensity matrix is that resulting in higher probabilities of occurrence of the observed
transitions. The most commonly method used to estimate the Q-matrix is the maximum likelihood
method described by Kalbfleisch and Lawless (1985). The likelihood, L, measures the distance be-
tween the real observations and the one predicted by the model. Let Ke be the total number of
transitions observed in element e, and E the total number of elements in the database. The likelihood,
L, can be defined by (Kalbfleisch and Lawless, 1985):

L =
E

∏
e=1

Ke

∏
ke=1

pi j (2.21)

where pi j is the probability of occurrence of the observed transition, as predicted by Equation 2.19.

An initial estimate of the Q-matrix can be computed through (Jackson, 2007):

qi j =
ni j

∑∆ti
(2.22)

where ni j is the number of elements that moved from state i to state j, and ∑∆ti is the sum of the time
intervals between observations.

The optimal Q-matrix can be computed through an optimization problem that maximizes the loga-
rithm of the likelihood, logL. The objective function and the constraints can be formulated as follows:

Maximize: logL = ∑
E
e=1 ∑

Ke
ke=1 log pi j

Subject to: qi j ≥ 0 to i 6= j, with i, j = 1,2,3, ...,s
qii =−∑i 6= j qi j

(2.23)

From a numerical point of view, using the logarithm of the likelihood of occurrence is more robust.

2.5.1.3 Background on Markov chain-based deterioration models

The first deterioration models based on Markov process were developed by Golabi et al. (1982) to
describe pavement condition changes over time. In this work, a PMS was developed for the State
of Arizona to identify optimal maintenance policies for each mile of the 7 400 mile (approximately,
12 000 km) network of highways. The Markov decision model developed considers both short-term
and long-term management objectives, as well as physical road conditions, traffic densities, environ-
mental characteristics, and types of roads.
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Butt et al. (1987) applied Markov chains in a pavement performance and prediction model. In this
study, the PCI rating is used as performance measure of the existing pavement. The PCI, ranging
from 0 to 100, with 100 being excellent condition, was divided into ten equal condition states. To
model pavement deterioration, a zoning scheme was defined, each zone representing a period of 6
years. Within each zone, the deterioration rate of a duty cycle is assumed to be constant, i.e. a
homogeneous Markov chain and a separate transition matrix have been developed for each zone.
However, it is assumed that the deterioration rate of a duty cycle varies from one zone to another, a
nonhomogeneous Markov chain has been used for transition from one zone to another. A duty cycle
for a pavement is defined as one year’s duration of weather and traffic.

Although deterioration models in PMS differ from those in BMS, as a result of the differences in
construction materials, structural functionality and the types of loads carried, similar deterioration
models have been employed in the development of bridge deterioration (Hatami and Morcous, 2011).

Cesare et al. (1992) is one of the first studies applying Markov chains to bridge deterioration mod-
elling. The authors used a database of 850 bridges in New York State with a total of 2 000 individual
spans. The condition scale adopted is of 1 to 7 with 1 being potentially hazardous condition and 7
being new condition. Initially, the study considers the deterioration of each element of the bridge (e.g.
superstructures, decks, and piers) is independent of the other elements of the bridge. However, the
study also shows that correlation between the elements exists. In general, the developed deterioration
model is applied to predict the evolution of average condition of all bridges and shows the effect of
repairs performed annually on the average condition state of the network.

Scherer and Glagola (1994) explore the applicability of the Markov process as a stochastic model for
bridge deterioration in Virginia, USA. The authors focus on exploring two critical issues associated
with the use of Markov decision process models. The first issue involves state-space explosion, and
the second is the compliance with the Markovian property. The Virginia Department of Transporta-
tion is responsible for the maintenance of, approximately, 13 000 bridges, and each individual bridge
is classified into one discrete condition state between 9 (new condition) and 3 (poor condition). The
authors states that the model would be computationally intractable because the number of possible
states for a relatively complete description of the state of the system is 713 000. The solution found
to reduce the state-space was classifying all the bridges into groups that have similar performance
characteristics (bridge type, environmental conditions, traffic loading, age, etc.). This approach re-
duced the number of states to 7216. In the second part of the paper, the authors pointed out that often
the Markovian property is assumed without verification, resulting in a model of questionable quality.
To verify the Markovian assumption, a frequency analysis of sequence occurrence is employed, i.e.
two possible transition sequences, with the same present and future states but different past states, are
tracked to determine if there is a difference in occurrence dependent of past state history. An inference
analysis using a chi-square statistic is used to test the significance of the Markovian assumption. The
results revealed that the Markovian property is a good assumption for bridge deterioration, at least for
the data used.

According to Morcous (2006), the use of Markov chain model to predict the performance in BMS
main advantages are:

1. Ability to reflect the uncertainty from different sources such as uncertainty in initial condition,
uncertainty in applied stresses, presence of condition assessment errors, and inherent uncer-
tainty of the deterioration process;

2. Incremental model that account for the present condition in predicting the future condition; and

3. Ability to manipulate networks with large number of facilities because of their computational
efficiency and simplicity of use.

However, the author also states that these models have some limitations that may affect the reliability
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of their predictions:

1. These models use discrete parameter Markov chains that assume discrete condition states and
constant inspection period for all bridge components. This assumption was made to eliminate
the computational complexity and simplify the decision-making process.

2. Models using the first-order Markov chains assume that the future condition of a bridge com-
ponent depends only on its present condition and not on its past condition, which is called the
state independence assumption. This assumption was also made for simplicity purposes despite
the fact that bridge deterioration is a nonstationary process, which means that the time elapsed
in the initial state affects the probability of transition to the following state.

Morcous (2006) tried to evaluate the impact of these two limitations on the performance prediction
of bridge deck system using data from 9 678 structures of 57 different types of highway structure
in Québec, Canada. To evaluate the impact of variation in inspection periods, Bayes’ rule was used
to adjust the developed transition probabilities. Comparing the developed performance prediction
models before and after adjustment indicated that the variation in the inspection period may result in
a 22% error in estimating the service life of a bridge deck system. To assess the validity of the state
independence assumption a frequency test and an inference test were used. The results showed that
the state independence assumption is acceptable for the network level analysis with a 95% level of
confidence.

As mentioned before, Markov-based models are the most common stochastic technique used to mod-
elling deterioration in bridge elements. However, many of the management systems developed are
based on discrete Markov chains. A limitation of these models is the fact that they are based on the
assumption that the time period between inspections is constant. Nowadays, it is well known that
transportation agencies may inspect their bridges more or less often according to the severity of the
conditions and the relative costs and benefits associated with performing these inspections in time.
Consequently, the condition data resulting from inspections are not equally spaced and cannot be used
to develop and/or update the transition probability matrix, P (Morcous, 2006). One way to overcome
this problem is through the use of continuous Markov chains.

Kallen and van Noortwijk (2006) applied continuous-time Markov process to model the stochastic
process that describes the uncertain bridge condition over time. Contrary to a discrete-time Markov
process, a continuous-time Markov process allows transitions to occur on a continuous timescale.
The authors argue that a discrete-time Markov process is often chosen over continuous-time Markov
process because the calculations are simpler. However, the authors state that the difference in com-
plexity is small and does not warrant the loss of generality resulting from the restriction to a discrete
timescale; in particular avoids the need to consider constant time intervals between inspections. The
main difference between the two processes is focused on the transition probability matrix, P. In
discrete-time Markov process, the transition probability matrix, P, is estimated for a predetermined
and fixed time intervals. In continuous-time Markov process, a transition intensity matrix, Q, is de-
fined. The aim of this work is on the analyse of four types of continuous-time Markov processes using
bridge condition data in the Netherlands. The differences between these processes are based on the
dependence on time (age) and on the dependence of state.

More recently, Silva et al. (2016d) applied probabilistic models based on continuous Markov chains
to predict the evolution of render façade deterioration according to outdoor environmental conditions.
From the results obtained, the authors state that the model is suitable and able to classify correctly the
cases analysed, once the mean relative error obtained for the estimated number of cases belonging to
each degradation condition is 7.55%, which is considered acceptable.

The main advantage of Markov chains is its simplicity, the use of exponential distribution to describe
the transition between condition state, and the existence of analytical expressions for the probability
distribution. However, exponential distributions are not very versatile and can result in a gross ap-
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proximation of the system characteristics. To overcome this limitation, models based on Petri nets
can be useful.

2.5.2 Petri net-based models

The original concept of Petri nets was introduced by Carl A. Petri (Petri, 1962), who, in his doctoral
thesis, developed a new model of information flow in systems without the explicit consideration of
time. The model was based on the concept of asynchronous and concurrent operation by the parts
of a system and the realization that relationships between the parts could be represented by a graph,
or net (Peterson, 1977). Petri nets are considered a mathematical and graphical tool suitable for the
formal description of systems whose dynamics are characterized as being concurrent, asynchronous,
distributed, parallel, nondeterministic, and/or stochastic (Murata, 1989; Marsan et al., 1994). As
a graphical tool, Petri nets can be used as a visual-communication aid similar to flowcharts, block
diagrams, and networks, being the tokens used to simulate the dynamic and concurrent activities of
systems. And, as a mathematical tool, it is possible to set up state equations, algebraic equations, and
other mathematical models governing the behaviour of systems (Murata, 1989).

Due to their flexibility, Petri nets can be used in a wide variety of applications. They can be applied
to any area or system that can be described graphically like flowcharts and that need some means
of representing parallel and concurrent activities (Murata, 1989). During the last decades, in order
to investigate new fields of applications, several extensions and modifications have been developed
to improve the capabilities of ordinary Petri nets, being all of them based on the basic Petri net
formalism, but presenting very different characteristics and assumptions, in order to adapt themselves
to the phenomena under analysis (Girault and Valk, 2013).

2.5.2.1 Original concept of Petri nets

A Petri net can be defined as a directed, weighted, and bipartite graph with an initial state called initial
marking, M0 (Peterson, 1977; Murata, 1989; Schneeweiss, 2004). It is considered a bipartite graph
because it comprises two kinds of nodes: places and transitions, being both nodes linked by directed
edges, which are called arcs. An arc can only connect a place with a transition or vice-versa, and is
labelled with a weight (positive integer number), where a k-weighted arc can be interpreted as a set
of k parallel arcs (labels for unity weight are usually omitted). Each place has the ability to store a
varying number of dots, denoted tokens. The distribution of the tokens on the places represent the
present state of the system and can be called the marking of the network, M.

A simple PN is illustrated in Figure 2.6. The places are denoted by circles while a transition is
represented by a rectangle. Transition t1 has two input places (p1, p2) and one output place (p3). The
arcs that connect the input places to the transition and the transition to the output place represent the
pre- and post-conditions of the transition, respectively. Two tokens are present in places p1 and p2.

p1

p2

p3

t12

2

Figure 2.6 – Example of a Petri net

According to the type of application that is given to a Petri net, different interpretations can be given
to places and transitions (Peterson, 1977). However, in a simple way, places can represent resources
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or a possible condition state of the system while transitions can represent actions which cause the
change of the system (Murata, 1989).

Transitions together with tokens are responsible for the evolution of the system, from one state to
another. Tokens are stored in places and transitions govern the movements of the tokens between
places. In order to simulate the dynamic behaviour of the system, the marking of the Petri net is
changed according to the transition (firing) rule (Murata, 1989):

1. A transition t j is said to be enabled if each input place pi of t j is marked with at least pre(pi, t j)
tokens, where pre(pi, t j) is the weight of the arc from pi to t j (pre-conditions);

2. An enabled transition may or may not fire, depending on whether or not the event actually takes
place;

3. A firing of an enabled transition t j removes pre(pi, t j) tokens from each input place pi of t j,
and adds post (pi, t j) tokens to each output place pi of t j, where post (pi, t j) is the weight of the
arc from t j to pi (post-conditions).

Figure 2.7 represents an example of a transition (firing) rule. In Figure 2.7(a), transition t1 is enabled
because the two pre-conditions are respected. After firing, Figure 2.7(b), the marking of the net has
changed, and transition t1 is no longer enabled.

p1

p2

p3

t12

2

(a) Marking before transition t1 fires

p1

p2

p3

2

2

t1

(b) Marking after transition t1 fires

Figure 2.7 – Example of a transition (firing) rule (adapted from Murata, 1989)

Mathematically, a Petri net with n places and m transitions can be denoted by 〈PN,M0〉 that represents
a Petri net of dimension n×m with an initial marking, M0. The structure of a Petri net is defined by
a four-tuple (Peterson, 1977):

PN = (P,T,Pre,Post) (2.24)

where P = {p1, p2, ..., pn} is a finite set of places, T = {t1, t2, ..., tm} is a finite set of transitions, Pre
and Post are the pre- and post-incidence matrices, respectively, of dimension n×m. More precisely,
the element pre(pi, t j) is equal to the weight of the directed arc between pi and t j if an arc exists and
0 otherwise; the element post (pi, t j) is equal to the weight of the directed arc between t j and pi if an
arc exists and 0 otherwise. The state of a Petri net is given by its current marking, M, where M is
described by a vector of dimension n and the ith component of M, indicated by M (pi), represents the
number of tokens in the ith place pi ∈ P.

A transition t j is enabled at a marking M if and only if for each place pi ∈ ·t j, M (pi) ≥ pre(pi, t j),
where ·t j represents the pre-set of places of the transition t j at a marking M. When fired, transition t j

gives a new marking M′, for each place pi it given by:

M′ (pi) = M (pi)+ post (pi, t j)− pre(pi, t j) (2.25)

for i = 1,2, ...,n and j = 1,2, ...,m.
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Currently, several extensions such as timed, stochastic, coloured, and object-oriented Petri nets have
been successfully used to model the behaviour of systems in different fields of knowledge, namely
in robotics (Al-Ahmari, 2016), optimization of manufacturing systems (Meng, 2010; Chen et al.,
2014; Uzam et al., 2016), business process management (van der Aalst, 2002), human computer
interaction (Tang et al., 2008), management of equipment availability and scheduling of tasks (Cheng
et al., 2011), wind turbines maintenance (Le and Andrews, 2016; Leigh and Dunnett, 2016), railway
infrastructure asset management (Andrews, 2013; Rama and Andrews, 2016; Yianni et al., 2017),
traffic control (Fanti et al., 2014; Di Febbraro et al., 2016), among others. These extensions have been
developed in order to improve the capabilities of ordinary Petri nets. All extensions and components
used in this work are described in more detail in Chapter 3.

2.5.2.2 Background on Petri net-based deterioration models

The first works that show that Petri net are suitable for modelling the deterioration process of civil
engineer assets are from the beginning of this decade (Andrews, 2013; Rama and Andrews, 2013).
In these works, an approach to model the railway infrastructure asset management based on Petri
net is proposed. A sequential Petri net scheme is used to model the deterioration process that is
integrated in the management system. In these two studies, the degradation model is composed by
four places (represented by circles in Figure 2.8); each one represents a different condition state of
the infrastructure. The change of condition state is model by stochastic transitions (represented by
rectangles in Figure 2.8) where the time that the infrastructure remains in a given condition state is
derived from a random sample taken from an appropriate distribution.

Figure 2.8 – Petri net scheme of the deterioration model proposed by Andrews (2013)

Le and Andrews (2015) developed a bridge asset management model based on the Petri net approach.
The method allows for detailed modelling of the individual components in the structure (abutment,
girder and deck) whilst maintaining the size of the analytical problem to a manageable size. The
model is formed from sub-models of each of the bridge components and takes into consideration
the component deterioration process, the interaction and dependency between different component
deterioration processes, along with the inspection and maintenance processes. The state residence
times between changes in state resulting from deterioration and maintenance are governed by Weibull
distributions. The parameters for these distributions are obtained from the historical records on the
maintenance actions applied to structures, which can be regarded as similar and from a homogeneous
sample.

Finally, Yianni et al. (2017) proposed a Petri net based modelling approach to railway bridge asset
management. The model presented tries to reunite a disjointed system by combining deterioration,
inspection and maintenance models. In the deterioration model, a 2-D condition scale is used. This
condition scale comprising the defect type and the severity of the defect. Yianni et al. (2017) referred
that this approach enhances the realism of the deterioration because a structure can fail by multiple
failure modes and different defects at different rates are more or less likely to lead into other type of
defects.
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These works show the flexibility and capability of the Petri nets. This modelling technique allows
the incorporation of many rules in the model to simulate accurately complex situations and keeping
the model size within manageable limits. Moreover, with this modelling technique, time simulation
is not restricted to the exponential distribution.

2.6 Maintenance

According to van Noortwijk and Frangopol (2004), maintenance can be differentiated into two types:
preventive and corrective. Preventive maintenance (PM) is associated with low impact on the safety
of the infrastructure and low cost, resulting in reduction of the deterioration rate or even delay in the
deterioration process. On the other hand, corrective maintenance (CM) is associated with significant
impacts on the performance of the infrastructure and high direct and indirect costs. In general, it can
be said that corrective maintenance is applied to maintain the structure in a good level of conservation,
while preventive maintenance reduces costs over the life-cycle of the structure by delaying corrective
maintenance.

Depending on the maintenance application time, maintenance can be classified as time-based or
performance-based. Time-based maintenance actions are applied at regular intervals, regardless of
the performance indicators, while performance-based maintenance actions is applied when the struc-
ture performance indicators cross a pre-defined threshold value (Neves and Frangopol, 2005; Bocchini
and Frangopol, 2011a). Usually, preventive maintenance is time-based and corrective maintenance is
performance-based.

The impact of a maintenance action on an infrastructure can be modelled by one or more than one of
the following effects: improvement in performance at application time; reduction of the deterioration
rate for a period of time after application; and delay of the deterioration rate for a period of time after
application (Frangopol et al., 2001; Kong and Frangopol, 2003; Neves and Frangopol, 2005).

2.6.1 Reliability-based models

In the maintenance model proposed by Frangopol (1998) and Frangopol et al. (2001), effects of
the preventive maintenance are described by five random variables (Figure 2.9): application time of
first preventive maintenance, tPI; time of reapplication of preventive maintenance, tP; duration of the
effect of preventive maintenance, tPD; performance rate during the effect of preventive maintenance,
θ; and improvement of the performance level after the application of preventive maintenance, γ. In
this model, each variable is modelled by a probability density distribution in order to capture the
variability associated with the deterioration process (Frangopol et al., 2001).

Kong and Frangopol (2003) proposed a maintenance model where the performance index profile for
a structure is built based on superposition of the profiles of the various actions over the lifetime of
the structure. Anything that might influence the performance index profile of a structure, such as a
maintenance, rehabilitation, inspection, accident or earthquake, is defined as an action. The effect of
each action is described by one additional performance profile (Figure 2.10(a – j)). These additional
profiles are defined by random parameters in order to consider the uncertainty associated with the
deterioration process.

Figure 2.10(a – j) presents examples of additional profiles associated with different actions, where ∆β

represents the variation of the performance index; ts, ti, and te are starting, intermediate, and ending
times of the effect of an action; and γs and γe are the initial and final values of ∆β, respectively. Figure
2.10(k) shows the effect of an action on an existing performance index profile. Using the superposition
method, the effect of any type of action can be obtained. For instance, Figure 2.10(a) represents a
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Figure 2.9 – Identification of the variables that describe the effects of preventive maintenance (Fran-
gopol et al., 2001)

(a - j) (k)

Figure 2.10 – Maintenance model proposed by Kong and Frangopol (2003): (a – j) examples of
additional profiles used to describe the actions, and (k) illustration of the effect of the additional
profile of an action on the performance index profile

corrective maintenance intervention that improves the performance index during the time interval
te - ts; and Figure 2.10(b) represents a preventive maintenance action that reduces the performance
index deterioration rate during the time period te - ts. Figure 2.10(e) represents an increase in the
performance index deterioration rate due to external actions, and Figure 2.10(j) represents the sudden
drop of the system reliability index due to an extreme event (e.g. earthquake) followed by repair
effects over a certain time period.

Neves and Frangopol (2005) proposed an extension of the model described by Frangopol (1998),
considering both condition and safety indicators. Furthermore, a new parameter defining a period
during which no deterioration occurs after the application of maintenance is also included. In this
model, the effects of maintenance on the performance profiles are also based on the superposition
of profiles. Each maintenance action can lead to one, several, or all of the following effects: (a)
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increase in the condition index and/or safety index immediately after application; (b) suppression of
the deterioration in condition index and/or safety index during a time interval after application; and (c)
reduction of the deterioration rate of condition index and/or safety index during a time interval after
application. These effects are modelled through several random variables as follows: (a) increase
in condition index and safety index immediately after application, γc and γ, respectively; (b) time
during which the deterioration processes of condition index and safety index are suppressed, tdc and
td , respectively; (c) time during which the deterioration rate in condition index and safety index are
suppressed or reduced, tpdc and tpd , respectively; and (d) deterioration rate reduction of condition
index and safety index, δc and δ, respectively. All these random variables are presented in Figure 2.3.

2.6.2 Condition-based models

2.6.2.1 Markov chain-based models

Kallen (2007) uses Markov chains to model deterioration and maintenance of bridges in the Nether-
lands. The author proposes two maintenance models. In the first model the condition of the structure
is improved one condition state, allowing the transitions back to the previous condition state, while
in the second model the condition of the structure is improved to the perfect maintenance state. The
author also refers that the purpose is simply to observe the behaviour of the data with respect to
backward transitions, because there are no detailed records of maintenance in the database used.

Considering a classification system composed by four condition states, where 1 represents a perfect
condition state and 4 a very poor condition state, the structure of the transition intensity matrix, Q,
for the first model proposed by Kallen (2007) is given by:

Q =


−q12 q12 0 0
ν21 −ν21−q23 q23 0
0 ν32 −ν32−q34 q34
0 0 ν43 −ν43

 (2.26)

where the elements qi j with i < j represent the transition intensities for more deteriorated condition
states and the elements νi j with i > j represent the transition back to the previous state. In the second
model, where perfect maintenance is considered, the structure of the transition intensity matrix, Q, is:

Q =


−q12 q12 0 0
ν21 −ν21−q23 q23 0
ν31 0 −ν31−q34 q34
ν41 0 0 −ν41

 (2.27)

Le (2014) also used the concept of continuous-time Markov chains to develop a bridge management
model. The transition intensity matrix, Q, for a system containing only one element with four condi-
tion states is given by:

Q =



−λ1 λ1 0 0 0 0 0 0
0 −λ2 λ2 0 0 0 0 0
0 0 −λ3 λ3 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
ν1 0 0 0 0 −ν1 0 0
ν2 0 0 0 0 0 −ν2 0
ν3 0 0 0 0 0 0 −ν3


(2.28)
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where λ1, λ2 and λ3 are the deterioration rate between two adjacent condition states and ν1, ν2 and
ν3 are the repair rates that bring the system from the good, poor, and very poor condition state back
to the perfect condition state.

In this model, the Q-matrix is composed by eight condition states, where the first four represent the
deterioration process and the last four the inspection process. In this work, all bridges and their
components are assumed to be inspected regularly. At this point, the current state of the system is
identified. If a change in the state of the system happens in between two inspections, the failure
is unrevealed until the second inspections. For this reason, four more states are added to represent
the states where the actual condition of an element is revealed following an inspection. After an
inspection, a maintenance decision can be made to repair the system or it can be left to deteriorate to
a poorer state. The option to carry out repair is achieved by enabling the repair process represented
in the Q-matrix by the repair rates ν1, ν2 and ν3. Figure 2.11 shows the Markov state diagram for a
single bridge element. Based on the same concept as the elemental model, the bridge model can be
built (Le, 2014).

Figure 2.11 – Markov state diagram for a single bridge element (Le, 2014)

2.6.2.2 Petri net-based models

Andrews (2013) proposed an approach to model the railway infrastructure based on Petri nets, consid-
ering both deterioration and maintenance. In this approach, a track section model is proposed which
incorporates the deterioration, inspection, maintenance and renewal processes, providing a means to
predict the condition of the ballast section over time. In this model, as in the Markov chain-based
models, only the improvement of the performance at the application time is considered.

The deterioration process is modelled considering four states (Figure 2.8). The condition of a system
is not continuously known, and is only revealed following an inspection. The inspection process,
depicted by Figure 2.12(a), allows the detection of the current condition of the system. The inspection
will take place at intervals of θ time units and will allow assessing the true condition of the system.
The inspection process is represented by the loop P5 - T 5 - P6 - T 4 - P5. A token in place P5 means
that it is not time to conduct an inspection along this section. Transition T 5 manages the times of
realization of the inspections. This transition is enabled due to the token present in place P5 and fires
at every θ time units; when it fires, the token is removed from place P5 and one token is added to
place P6. A token in place P6 signifies that inspection is being performed, enabling two transitions.
It enables the transition T 4, if the inhibitor arc constraints are checked which causes token to return
to place P5 to wait for the next inspection. Moreover, it enables the transition T 6. The firing of this
transition removes the token from the deterioration process (place P2) and reveals the true condition
of the track. After the inspection, transition T 4 is enabled to fire and the token presents in place P6
returns to place P5, waiting for the next inspection (Andrews, 2013).
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After the true condition is revealed (Figure 2.12(b)), the appropriate maintenance work will be re-
quested with the appropriate priority. Place P7 feeds through transition T 7 into place P10. A token
in place P10 indicates that maintenance has been carried out on the section. The time that it takes to
conduct the maintenance, t6, is sampled from a probability distribution. Maintenance improves the
condition of the ballast but does not return the condition to as-good-as-new. Therefore, the output
from transition T 7 cannot be back to state P1. A new place, P10, is added to the PN to represent the
condition of the ballast following tamping. From this improved state from where deterioration will
occur and will again, at some point, result in a condition where maintenance is required. However, at
some point in time the condition of the system will reach the point where it is cheaper to replace the
ballast rather to than continue to maintain it. So, after a predetermined life time L, all the system is
renewed (Figure 2.12(c)). At the point that the new ballast state is entered, P1 is marked, both transi-
tions T 1 and T 11 are enabled. T 11 fires immediately and places a token in its two output places, P1
and P12. Returning the token to P1 enables the normal ballast degradation process to be followed. A
token in P12 effectively starts the lifetime clock for the ballast on this section. Once the token is in
place P12, it inhibits the transition T 11 so that it does not keep on firing (Andrews, 2013).

(a) Inspection process (b) Maintenance process

(c) Renewal process

Figure 2.12 – Petri net scheme of the maintenance model proposed by Andrews (2013)
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2.7 Summary

In this chapter, it was shown that in last three decades the concern with the development of a more
rational approach to decision-making in terms of inspection, maintenance and rehabilitation of the
built heritage has increased. It was observed that research on management systems is not restricted
to bridges, as there is a reasonable amount of research in other areas, such as buildings, pavements,
wasterwater, among others. In addition, it was possible to see that the methodologies used by the
different management systems and their basic components are similar for all types of infrastructures.

Deterioration models are considered a critical component of a management system. This compo-
nent has the function of simulating the degradation process of the infrastructure. However, the re-
sults provided by the deterioration models are subjective, because they are usually associated with
a significant level of uncertainty. To capture the variability of the degradation process, stochastic
deterioration models are used to predict the future performance of the structures. The majority of
deterioration models is based on Markov chains. There are also a considerable number of studies
based on reliability-based approaches and, recently, the Petri net formalism has been used to model
deterioration process.

The main advantage of Markov chains is its simplicity, the use of exponential distribution to describe
the transition between condition state, and the existence of analytical expressions for the probabil-
ity distribution. However, exponential distributions are not very versatile, can result in a gross ap-
proximation of the system characteristics, the model size increases exponentially with the increasing
number of condition state or number of modelled components, and the effects of maintenance is not
directly captured by the transition probability matrix.

The application of Petri nets to degradation models is a recent development which has shown several
advantages relative to the more traditional Markov chains. The graphical representation can be used
to describe the problem in an intuitive way; Petri nets are more flexible than the Markov chains,
allowing incorporating many rules in the model to accurately simulate complex situations and keeping
the model size within manageable limits. Moreover, with this modelling technique, transition times
are not required to be exponential distributed.





Chapter 3

Petri Nets Theory

3.1 Introduction

As referred in Section 2.5.2, the original concept of Petri nets was introduced by Carl A. Petri (Petri,
1962), who in his doctoral thesis developed a new model of information flow and control in systems.
An ordinary Petri net is considered a directed, weighted, bipartite graph with an initial state called the
initial marking, M0 (Peterson, 1977; Murata, 1989; Schneeweiss, 2004). It is denoted by a bipartite
graph because nodes are divided into two different types: places, usually represented by circles, and
transitions, usually represented by rectangles. Both nodes are linked by directed arcs. A place can
represent a particular state of the system while a transition can represent actions which cause changes
to the system, modelling its dynamic behaviour. The last element of a Petri net, tokens, usually
represented by black dots, are located in places, indicating the present state of the system. Figure 3.1
depicts a simple Petri net including all major elements.

Place

Arc

Token

Transition

Figure 3.1 – Petri net

Petri net models described in this work are an extension of the original concept. These extensions
correspond to models to which functioning rules have been added, in order to enrich the initial model,
thereby enabling a greater number of applications to be treated (David and Alla, 2010), allowing
making the model more concise and efficient (Le and Andrews, 2015). In the following sections, all
extensions and components of the PN implemented in this project are discussed.

3.2 Extensions of the Petri nets

3.2.1 Timed Petri nets

In the original definition of Petri nets, the concept of time is not explicitly included (Murata, 1989).
However, for many applications where the behaviour depends on time, introduction of time delays
must be considered. Time delays can either be associated with places or transitions. Most modellers
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assigned time to transitions, since these can be used to model activities, so that transition enabling
periods correspond to activity executions and transitions firings correspond to activity completions,
modelling the activities in a more natural way (Marsan et al., 1994; Bowden, 2000).

For example, consider the timed Petri nets (TPN) illustrated in Figure 3.2(a). When a token is gener-
ated in place p1, transition t1 becomes enabled, and the associated timer is set to an initial value. The
timer is then decremented at constant rate, and the transition fires when the timer reaches the value
zero. The timer associated with the transition can thus be used to model the duration of an activity
whose completion induces the state change that is represented by the change of marking produced by
the firing of transition t1, Figure 3.2(b).

p1 p2

t

timer = T

1

(a) Marking before transition t fires

p1 p2

t

timer = 0

1

(b) Marking after transition t fires

Figure 3.2 – Example of a timed Petri net (adapted from Marsan et al., 1994)

According to Bowden (2000), there are three basic ways of representing time in PN: firing durations,
holding durations, and enabling durations. In firing durations, each transition has a time delay asso-
ciated with it. When a transition becomes enabled, input tokens are immediately removed but output
tokens are not created until the firing duration has elapsed. On the other hand, holding durations
classifies the tokens into two types: available and unavailable. Available tokens can be used to enable
a transition, whereas unavailable tokens cannot. Each transition is assigned a duration, and when a
transition fires, the action of removing and creating tokens is done instantaneously. However, the
created tokens are not available to enable new transitions until they have been in their output place for
the time specified by the transition that created them. Holding durations and firing durations represent
time in the same way. The only difference is that in one case the tokens are “held” in the transitions,
while in the other they are “held” in the places. Finally, in enabling durations, the firing of the tran-
sition is done immediately. Tokens are removed and created in the same instant, and time delays are
represented by forcing transitions to be enabled for a specified period of time before they can fire. In
this work, this last approach is used.

3.2.2 Stochastic Petri nets

Timed Petri nets were initially introduced through the works of Ramamoorthy and Ho (1980) and
Zuberek (1980). In these two works, a deterministic time is assigned for each transition. However,
we live daily with random phenomena, like unpredictable weather changes or equipment failures. To
overcome this difficulty a stochastic process was introduced in Petri nets. Molloy (1982) proposed
Stochastic Petri Net (SPN) assigning an exponentially distributed firing rate to each transition for
continuous time systems or a geometrically distributed firing rate to each transition for discrete time
systems.

After that, several classes of SPN’s have been proposed for performance and reliability analysis of
systems, in order to meet the diverse needs of different application fields. The most relevant are:

• Generalized Stochastic Petri Nets (GSPN)

Generalized stochastic Petri nets were introduced by Marsan et al. (1984). The main difference
between SPN’s and GSPN’s is that the latter type allows the use of two different classes of
transitions: immediate transitions and timed transitions. An exponentially distributed firing
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rate is associated only with timed transition, while immediate transition has no firing delay
(Marsan et al., 1984).

• Extended Stochastic Petri Nets (ESPN)

Extended stochastic Petri nets were developed by Dugan et al. (1984). In ESPN the firing rate
is assigning to each transition as proposed by Molloy (1982), however, it is allowed that firing
rates may belong to an arbitrary distribution (Dugan et al., 1984). According to Dugan et al.
(1984), the ESPN greatly enhances the modelling power and flexibility of stochastic Petri nets,
but also increases the complexity of the model.

• Deterministic and Stochastic Petri Nets (DSPN)

The concept of deterministic and stochastic Petri nets was introduced by Marsan and Chiola
(1986). DSPN’s are an extension of GSPN models, which allows firing delays of timed tran-
sition to be either constant, or exponentially distributed random variable (Marsan and Chiola,
1986).

From a mathematical point of view, the theory behind any class of SPN is the same as the PN; their
mode of operation is identical, applying the same firing rules. The only difference lies on the fact
that a transition can only fire sometime after it becomes enabled. A stochastic Petri net with n places
and m transitions can be denoted by 〈SPN,M0〉, which represents a stochastic Petri net of dimension
n×m with an initial marking, M0. The structure of any class of SPN can be defined by a five-tuple:

SPN = (P,T,Pre,Post,Λ) (3.1)

where P, T , Pre, Post have the same meaning of the original Petri nets (Equation 2.24) and Λ is the
firing rate vector. It is a vector of dimension m and the jth component of Λ, indicated by λ j, represents
the firing rate of the transition t j ∈ T . In situations where the Petri net has immediate transitions, the
vector Λ contains only m′ elements, on what m′ is the number of timed transition (Marsan et al.,
1984).

Due to the memoryless property of the exponential distribution, Molloy (1982) has proved that there
is an isomorphism between bounded stochastic Petri net with exponentially distributed firing rates
and a finite Markov chain. A Markov chain can be obtained from a reachability graph of a given SPN
by applying the following two rules (Murata, 1989):

1. The Markov chain state space is the reachability set R(M0) of the stochastic Petri net;

2. The transition intensity from state Mi to state M j is given by qi j = λ j, where λ j is the firing
rate of transition t j transforming Mi into M j (qi j = λ j1 + λ j2 + ... if there are two or more
transitions, t j1, t j2, ..., transforming Mi into M j); qi j = 0 if no transition transforming Mi into
M j, for i 6= j; and qii is determined in order to satisfy ∑ j qi j = 0. The square matrix Q is known
as the transition intensity matrix.

The reachability set is fundamental for studying the dynamic properties of any system. The firing of
an enabled transition will change the marking in a network according to the transition rules. So, a
reachability set, R(M0), can be defined as the set of all markings that can be reached from the initial
marking M0 (Peterson, 1977; Murata, 1989).

For example, Figure 3.3 illustrates a marked SPN with four places and five transitions. Transitions
t1, t2, t3, t4 and t5 have marking-independent firing rates λ1, λ2, λ3, λ4 and λ5, respectively. From the
initial marking M0 = (2; 0; 0; 0), transitions t1, t3 and t5 are enabled. The firing of t1 and t5 leads
to the same marking, M1 = (1; 1; 0; 0), while the firing of t3 leads to marking M2 = (1; 0; 1; 1).
Now, analysing M1, transitions t1, t2, t3 and t5 are enabled. The firing of t1 and t5 leads to marking
M3 = (0; 2; 0; 0), the firing of t3 leads to marking M4 = (0; 1; 1; 1), while the firing of t2 leads
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the Petri net to the initial marking M0. This methodology is followed until all possible markings
and firing transitions are covered. The reachability graph of the SPN is shown in Figure 3.4 and the
corresponding Markov chain state space is given by Figure 3.5. From these two figures it is observed
that the bounded SPN illustrated in Figure 3.3 is isomorphic to a Markov chain of six states.

p1

t1

p2p3 p4

t2

t3

t5

t4

Figure 3.3 – Example of a stochastic Petri net (Murata, 1989)
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Figure 3.4 – Reachability graph of the SPN shown in Figure 3.3
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Figure 3.5 – Markov chain state space of the SPN shown in Figure 3.3

The transition intensity matrix Q of dimension s = |R(M0)|1 is given by Equation 3.2.

Q =



−λ15−λ3 λ15 λ3 0 0 0
λ2 −λ15−λ2−λ3 0 λ15 λ3 0
λ4 0 −λ15−λ3−λ4 0 λ15 λ3
0 λ2 0 −λ2 0 0
0 λ4 λ2 0 −λ2−λ4 0
0 0 λ4 0 0 −λ4

 (3.2)

where λ15 = λ1 +λ5.

1Note that symbol |A| is used to denote the cardinality of a generic set A.
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3.2.3 Continuous timed Petri nets

Continuous Timed Petri Nets (CTPN) are another extension derived from the original concept of Petri
nets (David and Alla, 2010). In a timed Petri net, the marking of a place is made through an integer
number and the firing of a transition occurs at times while, in a CTPN, the marking of a place becomes
a non-negative real number and the firing of a transition becomes a continuous flow.

The CTPN was obtained as a relaxation of the discrete Petri nets and this formalism is useful for
modelling continuous systems such as handling of fluids (Alla and David, 1998). In order to better
understand the basic operation of CTPN, consider the following example. An hourglass (Figure
3.6(a)) is initialized at time t0. Its behaviour from t0, from a discrete point of view, can be described
by PN illustrated in Figure 3.6(b). The tokens in places p1 and p2 represent the number of grains
in the upper part and in the lower part of the hourglass, respectively. The delay d1 corresponds to
the average time between two successive grain passages from top to bottom. Let m1 (t0) = C and
m2 (t0) = 0 the initial marking of the Petri net.

A continuous model, where the passing of grains is considered a continuous flow, can be constructed
from the discrete PN of Figure 3.6(b) by replacing the delay d1 by a firing frequency u1 = 1/d1.
This gives the CTPN of Figure 3.6(c) in which the markings of places p1 and p2 are non-negative
real number at any time. A firing speed v1 is associated with the transition t1, which means that the
“quantity of tokens” passing from p1 to p2 between time t and t +dt is v1dt. The comparison of the
marking evolution of both models is represented in 3.6(d). For both models, all the marks have passed
from p1 to p2 at time th =C/u1.

From a mathematical point of view, a continuous Petri net can be denoted by 〈CT PN,M0〉, which
represents a continuous timed Petri net (CTPN) with an initial marking, M0. The structure of a
continuous timed Petri net can be defined by a five-tuple (Alla and David, 1998; Tolba et al., 2005):

CT PN = (P,T,Pre,Post,V ) (3.3)

where P, T , Pre, Post have the same meaning of the original Petri nets (Equation 2.24) and V is real
positive vector of transitions maximum firing speeds.

3.2.4 Coloured Petri nets

Coloured Petri nets belong to the class of high-level nets. This class is more powerful and able to
describe more complex system of the real-world in a manageable way (Jensen, 1992).

In coloured Petri net, tokens carry information through the Petri net. Each token has attached its own
characteristics, called the token colour, and has the ability to carry a large number of different types
of information (e.g. the first field of the record can be a real number, the second a text string, while
the third is a list of integer pairs). Transitions in this kind of Petri nets are also more complex. In
addition to being necessary to satisfy the number of tokens required by pre-conditions, it is necessary
that the tokens present in the input places satisfy the transition criteria, called guard. Only when these
two types of constraints are satisfied are the transitions enabled (Jensen, 1992).

An example of a coloured Petri net is shown in Figure 3.7. Places p1 and p2 contain a token each.
The token present in place p1 has associated an integer which has a value equal to 3, while the token
in place p2 has two types of information: an integer (value = 2) and a string “abc”. The transition t1 is
basically a function, the input edge of the transition provides the input for the function and the output
edge of the transition produces the output of the function. The input and output constraints are shown
by the arcs that connect the transition to the places. When the transition fires, the tokens in place p1
and p2 are consumed and a token in place p3 is produced with the properties of an integer (value =
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(a) Hourglass (Gandelheid,
2007)
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Figure 3.6 – Example of a continuous timed Petri net (adapted from Alla and David, 1998)

9) and a string “abc”. The transition t1 also has a condition on the firing, i.e. only when the token in
place p1 and p2 have the integer value of greater than 0 is the transition enabled (Le, 2014).

p2

p3

p1
tint: 3

int: 2;
str: abc

(int: x)

(int: y;
str: s)

(int: x ;
str: s)
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x,y > 0

1

(a) Before the transition t fires

p2

p3
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t
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1

(b) After the transition t fires

Figure 3.7 – Simple example of a coloured Petri net (adapted from Le, 2014)

In coloured Petri nets, the basic concept of the original Petri net is preserved. The main difference
between both methods is the transitions in coloured Petri net are a function that allows the character-
istics of the token to change once it passes through a transition, whereas, in traditional Petri nets, the
tokens are simply consumed at the input and reproduced at the output of a transition. The flexibility
of the coloured Petri net comes from the ability to transform part of the Petri net into a function.
This transformation, besides other advantages, allows reducing, in a considerably way, the size of the
network (Jensen, 1992; Le, 2014).



3.3. PETRI NET COMPONENT NOMENCLATURE 47

3.3 Petri net component nomenclature

In Section 3.2 several extensions of the original concept of PN were presented and several components
were added to improve the graphical formulation of Petri nets. Over the years, a convention was
proposed by several authors (Marsan et al., 1984; Marsan and Chiola, 1986; Schneeweiss, 2004). The
main purpose of this section is to describe the convention adapted to represent the different types of
components in this work.

3.3.1 Transitions and places

Transitions can be divided into five types (immediate, timed with deterministic delay, timed with
stochastic delay, continuous timed and reset) while places can be divided into two types (ordinary
and continuous).

In timed transitions with deterministic time delay there is a constant time delay associated with the
transition. This type of transitions allows modelling discrete processes and changing the qualitative
behaviour of the model with respect to the untimed Petri nets (Marsan and Chiola, 1986). On the other
hand, timed transitions with stochastic time delay are defined to be random variables with given sta-
tistical distributions. This type of transitions is very useful to model random processes, and the firing
rate can be defined from different probabilistic distributions (Dugan et al., 1984; Marsan and Chiola,
1986). Immediate transitions are associated with the original concept proposed by Petri (1962) where,
by definition, the firing delay is equal to zero. This transitions are used to represent logical control
or an activity whose delay is negligible when compared with those associated with timed transitions
(Marsan et al., 1984; Murata, 1989). Continuous timed transitions are associated with CTPN and are
used to model continuous systems (Alla and David, 1998). Finally, reset transitions have associated
a list of places and number of tokens that each place will contain after the Petri net resets. A reset
action can be performed using the original concept of PN but would require a large number of transi-
tions and places to be added to the model that would increase the size and complexity, confusing the
engineering process that is being modelled (Andrews, 2013; Le and Andrews, 2015).

Regarding places, the distinction between ordinary and continuous is made through the type of mark-
ing. In models where the marking of the Petri net is made through integer numbers, ordinary places
are used, while in models where the marking of the Petri net is made through non-negative real num-
bers continuous places are used. In order to simplify the nomenclature, in this document, ordinary
places are only called places.

In this work, it was adapted that immediate transitions, Figure 3.8(a), are drawn as thin bars; timed
transitions with deterministic time delay, Figure 3.8(b), as black rectangular boxes; timed transitions
with stochastic time delay, Figure 3.8(c), as white rectangular boxes; continuous timed transitions,
Figure 3.8(d), as a double white rectangular boxes; and , reset transition, Figure 3.8(e), as white thin
bars. Ordinary places, Figure 3.9(a), are drawn as circles; and continuous place, Figure 3.9(b), as a
double circle.

(a) Immediate
transition

(b) Timed transi-
tion with deter-
ministic time de-
lay

(c) Timed transi-
tion with stochas-
tic time delay

(d) Continuous
timed transition

(e) Reset transi-
tion

Figure 3.8 – Symbols often used to represent different types of transitions
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(a) Ordinary place (b) Continuous place

Figure 3.9 – Symbols often used to represent different types of places

3.3.2 Inhibitor arc

Inhibitor arcs are a second type of edges that can be used. This type of edge allows prioritizing the
firing of transitions into PN. In situations where two or more transitions connected to a common place
exist and it is needed to specify which transition takes precedence, inhibitor arcs change the firing
rules and disable some of the transitions. In other words, an inhibitor arc allows defining negative
conditions and prevent the firing of a particular transition (Peterson, 1977; Baskocagil and Kurtulan,
2011).

In a Petri net with inhibitor arcs, the firing rule is changed as follows: a transition is enabled to fire
when there are tokens in all of its (normal) input places and there are no tokens in the inhibiting input
places. When the transition fires, the tokens are removed from the normal input places and deposited
in the output places as usual, but the number of tokens in the inhibiting input place (place p2 in Figure
3.10) remains nil (Dugan et al., 1984). An inhibitor arc (Schneeweiss, 2004) can only go from a place
to a transition and, graphically, it is representing by a tiny circle replacing the arrow head, directly
touching the transition that it is possible to block (Figure 3.10).

Figure 3.10 illustrates an example of a simple Petri net with one inhibitor arc. Transition t2 is blocked
if and only if there is one or more tokens in place p2 (Figure 3.10(b)), otherwise, the prioritization
rules of the original Petri net method apply.

p1
t1

p2

t2

(a) Transition t2 available

p1
t1

p2

t2

(b) Transition t2 unavailable

Figure 3.10 – Example of a Petri net with inhibitor arcs

In order to use inhibitor arcs in a computerized environment, it is necessary to incorporate the be-
haviour of inhibitor arcs into the state equation (Baskocagil and Kurtulan, 2011). The state equation
for a Petri net composed only by ordinary arcs, in matrix form, is given by:

M′ = M+uD (3.4)

where M is the current system state; u is an m-dimensional firing vector, and m is the total number
of transitions. In this vector, all of the elements assume a value of zero except the jth element; this
element assumes a value of one that means the jth transition will be fired. Finally, D denotes the
incidence matrix:

D = Post−Pre (3.5)
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The state equation for a Petri net composed for both type of arcs is defining by:

M′ = M+uH(M)D′ (3.6)

where H(M) is an inhibitor matrix, a diagonal matrix of dimension m×m whose off-diagonal ele-
ments are either 0 or 1. This matrix is variable and depends on the current system state, M, and allows
identifying the transitions that are blocked by the inhibitor arc.

H(M) =


Hi j (M) = 0, i = 1, ...,m, j = 1, ...,m, if i 6= j
H j j (M) = 1, j = 1, ...,m, if t j is not blocked by the inhibitor arc
H j j (M) = 0, j = 1, ...,m, otherwise

(3.7)

In Equation 3.6, D′ denotes the new incidence matrix. The inhibitor matrix itself is not enough to
model the behaviour of the inhibitor arc, i.e. the incidence matrix also has to be modified. When
a transition triggers, no tokens are removed from the place that is connected to this transition by an
inhibitor arc. The new incidence matrix changes the token transfer mechanism, in order to make it
suitable for the inhibitor and ordinary arcs. The new incidence matrix for inhibitor arc is given by:

D′ =
{

d′i j = 0, i = 1, ...,n, j = 1, ...,m, if there is an inhibitor arc between pi and t j

d′i j = di j, i = 1, ...,n, j = 1, ...,m, otherwise
(3.8)

where n denotes the total number of places in the Petri net.

3.4 Conflicts

An important concept in PN’s is that of conflict. A conflict occurs when two or more transitions are
enabled from a common place and the firing of one transition disables the other transitions (Bowden,
2000). In the literature several ways of resolving conflicts is proposed; they can be solved in a
deterministic way, for example through the introduction of a priority transition by the user, or in a
probabilistic way, by assigning probabilistic properties to the conflicting transitions (David and Alla,
2010).

The PN in Figure 3.11 presents a structural conflict between transitions t1 and t3, 〈p5,{t1, t3}〉. There
is an effective conflict when p1, p3, and p5 are marked (both t1 and t3 are enabled). In this example,
it can consider there is a resource shared by two kinds of customers: the resource is available when
there is a token in p5, and the tokens in p1 and in p3 model the customers are waiting for a service.
Allocating the resource to the left side customers or to the right side customers corresponds to firing
t1 or t3, respectively. The conflict resolution consists of choosing the transition that is fired when both
are enabled (David and Alla, 2010).

One way of resolving conflicts is by transition priority. This methodology is considered deterministic
and consists in introducing prioritization of transitions by the user. In our example, the priority may
be given to t1 over t3. This is denoted by t1 < t3. In this situation, as long as there is a token in p1,
t3 cannot be fired. For example, consider Figure 3.12(a), there are two resources (two tokens in p5)
and both transitions are enabled. Since t1 < t3, both tokens present in p5 must be assigned to firing of
t1 because of the priority rule. But, on the other hand, if it consider Figure 3.12(b), one token must
be assigned to firing of t1, and the other may be used to fire t3 (David and Alla, 2010). This type of
conflict can also be solved by introducing an inhibitor arc (Figure 3.13).
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t1
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t3

t4

p1 p5 p3

p2 p4

Figure 3.11 – Example of a Petri net with conflict (adapted from David and Alla, 2010)

t1

t2

t3

t4

p1 p5 p3

p2 p4

t <t1 3

(a)
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Figure 3.12 – Example of a Petri net with conflict (adapted from David and Alla, 2010) – Transition
priority

t1
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Figure 3.13 – Example of a Petri net with conflict (adapted from David and Alla, 2010) – Inhibitor
arc

A second methodology for resolving conflicts is by assigning probabilistic properties to each conflict-
ing transitions. For example, consider that t1 should fire with a probability of 0.75 while t3 should
fire with a probability of 0.25. When both transitions are enabled, a random drawing is performed
such that P( f iring t1|t1 and t3 are enabled) = 0.75. This random drawing is such that t1 will be fired
roughly 3 times more often than t3. If a probability of 0.5 is assigned to both transitions, it corre-
sponds practically to the absence of constraint. The probabilities could be functions of other variables
(David and Alla, 2010).



3.5. SUMMARY 51

Finally, another methodology present in the literature to resolve conflicts is the alternate firing. Two
places, p6 and p7 have been added to the PN (Figure 3.14) such that t1 and t3 will be fired in turn.
There is a token in p6; after firing of t1 there will be no token in p6 but a token in p7, allowing t3 to
be fired when p3 and p5 are marked, and so on. However, with this change in the PN, it can be said
that there is no longer any effective conflict (David and Alla, 2010).

t1

t2

t3

t4

p1 p5 p3

p2 p4

p6 p7

Figure 3.14 – Example of a Petri net with conflict (adapted from David and Alla, 2010) – Alternate
firing

3.5 Summary

This chapter discusses, in detail, the modifications in the original Petri net modelling technique to
suit the problem of infrastructure management. It should be mentioned that there are many more
applications for Petri nets than those presented here. However, we have chosen to refer only the main
types of Petri nets and the extensions implemented throughout the work.





Chapter 4

Petri Net Model

4.1 Introduction

This chapter describes the model used to predict the deterioration on civil engineering infrastructures
based on the Petri net approach. In the proposed model the uncertainly associated with degradation
of existing structures, as well as, the effect and the time of application of maintenance actions is
considered through the use of probability distributions and the Monte Carlo Simulation (MCS).

In the first section of this chapter, the Petri net deterioration model is presented. The methodology
used to develop the deterioration model is based on the ESPN formalism proposed by Dugan et al.
(1984), where the firing rate assigned to each transition can be modelled by a variety of probabilistic
distributions, and time is represented by enabling durations. After that, the model used to consider
maintenance in the system based on Petri nets is depicted. The maintenance model was built from
the deterioration model, including inspection, maintenance and renewal processes. In the following
section, the computational platform developed to compute the performance profiles is described. The
combination of the Petri net formulation with the Monte Carlo simulation allows different mainte-
nance strategies to be investigated.

4.2 Petri net deterioration model

The deterioration process can be modelled with Petri nets through a linear sequence of places and
stochastic timed transitions. Each place represents a condition state of the classification system
adapted and each stochastic timed transition defines the movement between condition states (An-
drews, 2013; Yianni et al., 2017). Pictorially, an example of the PN scheme of the deterioration
model can be depicted by Figure 4.1. The transitions are located between places and the position of
the token in the network indicates the current condition state of the system.

p1

t1 p2 p3 p4

t2 t3

Figure 4.1 – Petri net scheme of the deterioration model

In situations where maintenance is not considered, the condition state of the system deteriorates con-
tinuously over time until it reaches the worst condition state defined in the performance scale. The
first place defined in the PN scheme of the deterioration model (Figure 4.1) represents the best condi-
tion state while the last place represents the worst condition state. The remaining places represent the

53
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intermediate condition states. In this example, the model is composed by four places (p1 to p4) and
three transitions (t1 to t3). Places p1 and p4 represent, respectively, the best and worst condition state
of the performance scale. Since the token is in place p1, the system is currently in the best condition
state.

The notion of time is assigned through the stochastic timed transitions. As mentioned above, these
elements have the function of modelling the changes between the different condition states and the
assignment of time delays to transitions are the most natural way of modelling the deterioration pro-
cess. When time is assigned to transitions, it is assigning to each transition the sojourn time of the
system in each condition state, i.e. the time specified by transition ti, with i = 1,2,3, represents the
time that the system spends in condition state i before moving to condition state i+1.

4.2.1 Estimation of the firing rates

The parameter estimation from a set of data is essential to model degradation. Herein, it is consid-
ered that the probability distribution that best describes the deterioration process of a system is that
resulting in higher probabilities of occurrence of observed transitions. So, in order to identify the pa-
rameters of the probability distribution that provide a better fit, a parameter estimation is required. The
parameters of the probability distribution are fitted to historical data through the maximum likelihood
method described by Kalbfleisch and Lawless (1985). The likelihood, L, measures the difference
between the real observations and those predicted by the model, and can be defined as:

L =
E

∏
e=1

Ke

∏
ke=1

pi j (2.21 revisited)

where E is the total number of elements present in the database, Ke is the total number of transitions
observed for element e, and pi j is the probability of occurrence of the observed transition where i
indicates the condition state in the initial instant and j the condition state in the final instant. From a
numerical point of view, using the logarithm of the likelihood of occurrence is more robust. Therefore,
Equation 4.1 is used as a measure of the fit quality:

logL =
E

∑
e=1

Ke

∑
ke=1

log pi j (4.1)

The optimal firing rates can be computed through an optimization problem that maximizes the loga-
rithm of the likelihood, logL.

The maximum likelihood method was chosen over other estimation methods such as regression meth-
ods (Butt et al., 1987; Cesare et al., 1992; Morcous, 2006) because it is more robust and uses the
probability of occurrence to compute the likelihood.

4.2.2 Monte Carlo simulation

The probability of occurrence of the observed transition, pi j, is estimated by Monte Carlo simulation.
MCS is an helpful approach to compute numerical approximations in situations where it is not feasible
to obtain analytical solutions and can be used to consider the propagation of uncertainties during the
lifetime of the system. This method allows generating random sojourn times to each condition state
from the inverse cumulative distribution function (iCDF) of a probability distribution.

The proposed procedure for computing the probability of occurrence of the observed transition, pi j,
is illustrated in the flowchart in Figure 4.2. The procedure depicted is repeated for each observed
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transitions in the historical database. From each observed transition in the database, the following
parameters are recorded: time interval between observations, th; condition state in the initial instant,
i; and condition state in the final instant, j. The condition state in the initial instant, i, is used to define
the initial marking, M0, of the Petri net and to define the first transition to fire, ti; the time interval
between observations constitutes the time horizon of the analysis, th; and the condition state in the
final instant, j, is used to compute the probability of occurrence in the end of the procedure.

Define first firing time:

FT =

Define first transition, ti

Compute sojourn time,

Sojourn time,
0

M’(p) = M(p) + post(p , t ) - pre(p, t )i i i j i j

Start

Input data: ; ; i j

Initial marking, M0 P
ro

b
a

b
ili

ty
,

p

p

1

Probability distribution, F

CDF: F(                 ); , ...,

iCDF: F (p; , ...,    )
1 n

1 n

-1

FT ?≥th

th

Update Petri net

Worst condition
state ?

Sojourn time: =∞

Update firing time:

FT = FT +

No

Yes

Compute sojourn time,

Define transition to fire, ti

Yes

EndSave final condition state

No
Main loop

Save
condition

state
�

�

�

��

�

��

��

Figure 4.2 – Procedure to compute the probability of occurrence of the observed transition

In the next analysis step, the sojourn time, τ, in the initial condition state is computed. A uniformly
distributed random variable, p, between 0 and 1 is randomly generated. The inverse CDF is used to
calculate a random sample from the objective distribution. It should be noted that parameters θ1, ...,
θn of the probability distribution are state-dependent, because deterioration rate is not the same for all
condition states. After that, it is possible to define the instant in which the first transition fires, FT .

The main loop of the procedure begins with a verification. If the time horizon, th, is greater than or
equal to the firing time, FT . The enabled transition fires and the Petri net is updated through Equation
2.25. After that, it is verified if the system is in the worst condition state defined in the performance
scale. If this is true, it is assumed that the system will remain infinitely in this condition state because
it is considered that there is no application of maintenance actions to improve the condition state
of the system. Otherwise, a new transition to fire, ti, is defined and the sojourn time τ in the new
condition state is computed. After that, the variable firing time, FT , is update and the condition state
of the system is saved in a vector. It is assumed that until the next firing time, the system remains in
the same condition state. If, on the other hand, the time horizon, th, is smaller than or equal to the
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firing time, FT , all intermediate steps are ignored, and the following step is the saving of the final
condition state.

The output of the procedure, at the time horizon, is a condition state where the sojourn time in each
condition state is computed stochastically. The repetitive calculation of this procedure (Monte Carlo
simulation) allows estimating the probability of occurrence of the observed transitions, pi j, that is
given by:

pi j =
nMCS, j

nMCS
(4.2)

where nMCS is the total number of trials of the MCS and nMCS, j is the number of trials of the MCS
where the final condition state predicted is equal to the condition state observed, state j.

4.2.3 Genetic algorithm optimization

In engineering, the choice of the best design alternative or optimal strategy depends, sometimes, on
our ability to model the system performance over time, which is uncertain by nature (Sánchez-Silva
and Klutke, 2016). The simpler way to find the optimum solution is by exhaustive search, i.e. to
evaluate all possible solutions, in order to find the fittest one. However, in complex engineering
problems, the evaluation of each potential solution is a time consuming task. This is particularly
true when there is a large dimensioned search space, making the search for the optimal solution, one
by one, impossible. Therefore, an optimization technique should be implemented to find the best
solution (Le, 2014).

In the literature, there is a wide variety of optimization techniques available, including gradient-based
or gradient-free optimization algorithms. Gradient-based optimization techniques are more efficient
at finding local minima. However, when used with Monte Carlo simulation the numerical errors
associated with the simulation can result in erroneous gradients, and severely limit the ability of the
algorithm to find a good solution. On the other hand, gradient-free optimization algorithms do not
need to compute gradient and can be used with MCS, however, these optimization algorithms are
slow.

In this work, the optimization of the parameters of the probability distributions is performed using
genetic algorithm (Holland, 1992). The genetic algorithm is an optimization and search technique
based on the Darwin theory of evolution, where search procedures aim to find the best and fittest
solutions as a sequence of generations where each new generation is defined based on the properties of
the individuals of the previous generation. The advantage of GA’s over other optimization techniques
lies on the fact multiple solutions to the problem (i.e. population) are stored and probabilistic rules
(crossover and mutation) to generate new and better populations are used, which is more efficient and
increases the odds of finding optimal solutions. Further, GA’s use only information of the objective
function, not requiring any information on its gradients, which greatly simplifies the problem (Man
et al., 1999; Morcous and Lounis, 2005).

The GA used for optimization of the parameters of the probability distributions is simply depicted in
the flowchart in Figure 4.3. The optimization procedure begins with the definition of three important
elements of the algorithm: problem parameters, objective function, and constraints. The problem
parameters are all variables that must be optimized. The objective function measures the degree of
“goodness” of each individual of the population (Man et al., 1999; Morcous and Lounis, 2005). The
aim of this problem is to find the parameters of the probability distributions that best fit the historical
data, i.e. that maximize the log-likelihood (Equation 4.1). So, all parameters of the probability dis-
tributions are defined as problem parameters, while Equation 4.1 and the entire procedure explained
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in the above section defines the objective function. Finally, the constraints of the problem are related
with the parameters of the probability distributions.

Start

Define problem
parameters, objective

function and constraints

Generate initial population
of individuals

Evaluate fitness of all
individuals of the population

Stopping
criteria

satisfied ?

End

Optimum
solution

Create next generation
of individuals

No

Yes

Figure 4.3 – Procedure to optimize the parameters of probability distributions (adapted from Morcous
and Lounis, 2005)

In the following step, the initial population is randomly generated. A population is composed of a
set of individuals, where each individual is a solution of the problem. All individuals of the initial
population are evaluated through the objective function. These individuals are then ranked according
to their fitness value. At each step of the optimization process, the GA uses the current population
to create the offsprings that make up the next generation. A group of individuals of the current pop-
ulation that have the better fitness values are selected as parents, who contribute their genes to their
offsprings. Children are produced either by mutation or crossover. In crossover, there is the combi-
nation of the properties of parents in the current population in order to obtain two new offsprings. In
mutation there is a disturbance of the properties of an individual, allowing the inclusion of character-
istics that were not present in the initial population and ensure that the algorithm explores a broader
search space (MatLab, 2017). The new population generated is then evaluated using the objective
function and used as a new parent population. This process is repeated iteratively until a predefined
stopping criteria is satisfied.

In this study, the optimization of the parameters was performed using genetic algorithm available in
software MalLab R© (MatLab, 2017). The analytical formulation of the problem is:

Find: The parameters of the probabilistic distributions

So that: logL = (∑∑ log pi j) is maximized

The parameters used in the GA are the following:

• Size of the population: 50 individuals when the number of optimization variables is less than
or equal to 5; and 200 individuals otherwise;

• Stopping criteria: the algorithm stops if the average relative change in the best fitness function
value over 50 generations is less than or equal to 10−6;

• Mutation procedure was performed using the Gaussian algorithm implemented in MalLab R©;

• Crossover procedure was performed using the Scattered algorithm implemented in MalLab R©.
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4.3 Petri net maintenance model

Figure 4.1 illustrates the Petri net scheme used herein for modelling the deterioration process. In
this particular example, the system begins in a Very good condition and degrades continuously until
reaches a Very poor condition, since maintenance is not considered. However, in reality, when the
deterioration leads the system to a Poor or Very poor condition, performing maintenance is required
in order to maintain the system operating in a safety condition state.

4.3.1 Inspection process

The condition of a system is not continuously known; it must be detected. Its true condition is
only revealed after a major inspection is being performed. The major inspections are periodic and
carried out within the maintenance program defined for the system. In general, these are visual
inspections, carried out by specialized staff, with the objective of evaluating the degradation state of
the system, through the identification of anomalies that may affect performance. The exposure of
the true condition will enable the most appropriate maintenance work to be requested for existing
anomalies with the appropriate priority. The part of Petri nets that is responsible for managing the
moments that the major inspections are carried out in the system is shown in Figure 4.4 through the
cycle formed by the following places and transitions: p5 - t5 - p6 - t4 - p5 (Andrews, 2013).

t9

p9 p10

t1 t2 t3

t4

t5

t6 t7 t8

p1 p2 p3 p4

p5

p6

p7 p8

Figure 4.4 – Introduction of the inspection process on the Petri net scheme of the maintenance model

A token in place p5 means that it is not time to conduct a major inspection. Transition t5 is a timed
transition and manages the moments of realization of the major inspections. This transition is enabled
due to the token present in place p5 and fires at regular time intervals; when it fires, the token is
removed from place p5 and one token is added in place p6.

A token in place p6 signifies that the major inspection is being performed, enabling several other
transitions. It enables the immediate transition t4, if the inhibitor arcs constraints are checked, which
causes the token to return to place p5 to wait for the next major inspection. Moreover, it enables
one of the following transitions: t6, t7, t8, or t9. The firing of one of these transitions removes the
token from the deterioration process (places p1 - p4) and reveals the true condition of the system by
depositing it in one of the following places p7 - p10, respectively. In this example, a token in places
p7, p8, p9 or p10 means, respectively, that the true condition of the system is Very good, Good, Poor,
or Very poor. Place p6 is connected to transitions t6, t7, t8, and t9 by bidirectional arcs, representing
a simplification for two unidirectional arcs. This ensures that the token on place p6 is not removed at
this stage.
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4.3.2 Maintenance process

Once the true condition of the system is revealed, it is decided if maintenance work is required. Figure
4.51 shows the Petri net scheme with the maintenance process.

t17t18 t19 t20 t21

t22 t23 t24

t25 t26 t27 t28 t9

t10 t11 t12 t13t14 t15 t16

p9 p10

p11 p12 p13 p14p15 p16 p17 p18

p19 p20 p21

p22

t1 t2 t3

t4

t5

t6 t7 t8

p1 p2 p3 p4

p5

p6

p7 p8

Figure 4.5 – Introduction of the maintenance process on the Petri net scheme of the maintenance
model

As mentioned above, the existence of a token in one of the places p7 - p10 means that the condition
of the system is known and maintenance can be initiated. The first step is to analyse what types of
maintenance are available in the maintenance program for the system under study for the respective
true condition. This information is introduced in the model through places p11 - p18. A token in
places p11 - p14 means that preventive maintenance must be performed while a token in places p15 -
p18 means that corrective maintenance must be performed. If there is no token in these places, there
is no maintenance involved. On the other hand, in the cases where there is a token in both types of
maintenance, corrective maintenance is performed, since this type of maintenance is more effective
and usually covers the same maintenance works that the PM.

After that, depending on the action to take, one of the following transitions may be fired:

• Transitions t10 - t13: No maintenance is performed, the token is removed from places p7 - p10
and it is deposited in place p19;

• Transitions t14 - t17: Preventive maintenance, the token is removed from places p7 - p10 and it
is deposited in place p20;

• Transitions t18 - t21: Corrective maintenance, the token is removed from places p7 - p10 and it
is deposited in place p21.

1The different colours that are in the Petri net scheme has no special meaning, its function is only to help understand
better the direction of the arcs
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For example, according to the marking of Figure 4.5, if major inspection reveals that the system has
a Very good condition, transition t6 fires, removing the token from place p1 and depositing it in place
p7. Since, places p11 and p15 have no marks, no maintenance is performed in this condition state,
enabling transition t10 to fire, which leads the token from place p7 to place p19. But, if on the other
hand, major inspection reveals that the system has a Good condition, transition t7 fires, removing the
token from place p2 and depositing it in place p8. Since place p12 is marked, preventive maintenance
is required, enabling transition t15 to fire, which leads the token from place p8 to place p20. For
the case in which major inspection reveals that the system is in a Poor condition, transition t8 fires,
removing the token from place p3 and depositing it in place p9. Since only place p13 has a token,
preventive maintenance is required, enabling transition t16 to fire, which leads the token from place p9
to place p20. Finally, if major inspection reveals that the system has a Very poor condition, transition
t9 fires, removing the token from place p4 and depositing it in place p10. Since only place p18 is
marked, corrective maintenance is required, enabling transition t21 to fire, which leads the token,
from place p10 to place p21.

Places p19 - p21 enable, respectively, transitions t22 - t24, which move the token to place p22. This
place is a decision place, since it enables four immediate transitions t25 - t28 that are in conflict with
each other. The choice of the transition to fire is performed in a deterministic way, according to the
effect that the maintenance had on the system. More concretely, firing the transition relative to the
condition that the system is in. In this model, it was considered that the application of preventive and
corrective maintenance is “instantaneous” through the use of immediate reset transitions t23 and t24,
respectively. However, this transitions can be replaced by timed transitions in order to model, in a
more realistic way, the time that maintenance interventions take.

4.3.3 Maintenance

A successful maintenance program seeks a balanced between of preservation and rehabilitation ac-
tivities. Therefore, two main types of maintenance actions can be defined: preventive and corrective
maintenance. Preventive maintenance is associated with a lower impact on the system safety and a
lower cost. However, these strategies are cost-effective, since the deterioration rate is often reduced
with a lower life-cycle cost, keeping the system in a safe condition state. On the contrary, corrective
maintenance is associated with significant improvement in the performance at time of application and
higher both direct and indirect cost. Nevertheless, they are required to restore an adequate condition
state (van Noortwijk and Frangopol, 2004). A combination of both maintenance actions is required
to achieve a cost-effective life-cycle performance, considering budget limitations.

4.3.3.1 Effect of maintenance actions

In the proposed maintenance model, the impact of a maintenance action in a system can be modelled
by one or combination of the following effects (Neves and Frangopol, 2005; Bocchini and Frangopol,
2011a):

(i) Improvement of the condition state of the system after the application of the maintenance ac-
tion;

(ii) Suppression of the deterioration process or reduction of the deterioration rate for a period of
time after the application of the maintenance action.

The different impacts of the maintenance actions on the system are illustrated in Figure 4.6. When a
maintenance action that improves the condition state of the system is applied, this effect is described
by the indication of the condition state for which the system improves immediately after the main-
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tenance action, γ, as illustrated in Figure 4.6(a). Numerically, after the application of maintenance
action, the new condition state at instant t is defined by Equation 4.3.

C (t) = γ (4.3)

On the other hand, if the maintenance action suppresses the deterioration process, this is characterized
only by the time period in which the process is suppressed, td . During this time, it is assumed the
performance indicator of the system remains unchanged, as shown in Figure 4.6(b). Computationally,
after the application of maintenance action, the sojourn time in a condition state i, ti, is defined by
Equation 4.4.

ti = tw
i + td (4.4)

In this situation, the sojourn time in condition i, ti, is extended td years, where tw
i represents the

sojourn time of the system in condition state i without maintenance.

Finally, reduction in rate of deterioration can be modelled by two parameters: period of time that the
deterioration rate is affected, tr; and deterioration factor, δ. The meaning of these two parameters is
depicted in Figure 4.6(c). Numerically, after the application of maintenance action, the sojourn time
in a condition state i, ti, is defined by Equation 4.5.

ti =
{

tw
i + tw

i ·δ and tr = tr− tw
i , tw

i ≤ tr
tw
i + tr ·δ, tw

i > tr
(4.5)

That is, it is assumed that when this type of maintenance is applied, the change of the condition state
is not restrained; what is done is to extend the length of time that the system is in each condition state
by a total of tr ·δ years.

Furthermore, each maintenance action is associated with an applicability range, which is defined as
a range of performance indicators for which the maintenance action is effective; outside this range,
the effect of the maintenance action on the system is not complete, leading to alternative maintenance
actions more effective.

In the present model, the decision to apply a maintenance action, either preventive or corrective, is al-
ways the consequence of a major inspection, where the true condition of the system is revealed. In this
methodology it can be interpreted that both types of maintenance actions are condition-based, con-
sidering as preventive maintenance all actions that directly reduce future costs related to the failure
while the system is in a satisfactory state of operation and as corrective maintenance the interven-
tions required once the system fails or reaches a predetermined deterioration level (Sánchez-Silva and
Klutke, 2016).

4.3.3.2 Modelling of maintenance actions

The Petri net scheme used to model the effects of maintenance actions, previously identified, is illus-
trated in Figure 4.7 for preventive maintenance and Figure 4.8 for corrective maintenance.

For the example of preventive maintenance (Figure 4.7), when a token arrives at place p20 from
Figure 4.5, it means that the major inspection has already been performed, that the true condition of
the system has been revealed and that it has been verified that the system presents the requirements
for a preventive maintenance action to be taken.
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Figure 4.6 – Effects of the maintenance actions

The characteristics of the preventive maintenance action are introduced in the maintenance model
through the places p23 - p25 and the transitions t29 - t33. The marking of places p23, p24 or p25, means,
respectively, that the maintenance action, when applied, has the effect of improving the condition of
the system, suppressing the deterioration process or reducing the deterioration rate. Then, depending
on the impact that the maintenance action has on the system, only one of the following immediate
transitions can fire by removing the token from place p20 and depositing it in place p26:

• Transition t29: Improvement the condition state of the system only;

• Transition t30: Suppression the deterioration process over a period of time only;

• Transition t31: Improvement of the condition state and suppression the deterioration process
over a period of time;

• Transition t32: Reduction the deterioration rate over a period of time only;

• Transition t33: Improvement the condition state and reduction the deterioration rate over a
period of time.

The values of the parameters needed to model the maintenance actions are “attached” to the tokens
present in places p23 - p25. When the transition fire occurs, this information is transmitted to the
token that is deposited in place p26, which is responsible for introducing the characteristics of the
maintenance action implemented in the deterioration process of the maintenance model.

For the construction of the Petri nets scheme of corrective maintenance actions (Figure 4.8), the same
methodology was followed as in preventive maintenance actions. When a token arrives at place p21
from Figure 4.5, it means that the major inspection has already been performed, that the true condition
of the system has been revealed and that a corrective maintenance action is required in the system.

The characteristics of the maintenance action are introduced in the maintenance model through places
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Figure 4.7 – Petri net scheme for preventive maintenance actions

p27 - p29 and transitions t34 - t36. In the same way as in preventive maintenance actions, the marking
of places p27, p28 or p29, means, respectively, that the maintenance action, when applied, has the
effect of improving the condition of the system, suppressing the deterioration process or reducing
the deterioration rate. Then, depending on the impact that the maintenance action has on the system,
only one of the following immediate transitions can fire by removing the token from place p21 and
depositing it in place p30:

• Transition t34: Improvement the condition state of the system only;

• Transition t35: Improvement the condition state and suppression the deterioration process over
a period of time;

• Transition t36: Improvement the condition state and reduction the deterioration rate over a
period of time.

p21

p30

t24

p27

p28

p29

Improvement

Delay

Reduction

t34

t35

t36

Figure 4.8 – Petri net scheme for corrective maintenance actions

The Petri net scheme for the corrective maintenance actions is different of the Petri net scheme for the
preventive maintenance actions because it is assumed that corrective maintenance has the function
of putting the system back into service. I.e. it is considered that corrective maintenance improves
always the condition state of system, so there will be a smaller combination of effects.

It should be mentioned that other combinations of effects of maintenance actions can be added to
both the Petri net scheme of preventive and corrective maintenance. This can be accomplished by
introducing more transitions. The combinations of effects of the maintenance actions present in these
two figures represent only one example of the capacities of Petri nets.
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4.3.3.3 Periodicity of the preventive maintenance

As mentioned in Section 2.6, depending on the maintenance application time, maintenance can be
classified as time-based or performance-based. Usually, preventive maintenance actions are timed-
based.

In this model, the periodicity of the preventive maintenance is considered through the places p31 - p34
and the deterministic timed transitions t37 - t40 shown in Figure 4.9. The introduction of information
that this maintenance is available in a given condition level is performed by placing tokens in places
p31 - p34. Transitions t37 - t40 are associated with a delay that allows, at the end of θ time units, the
tokens present in places p31 - p34 to be removed and added to places p11 - p14, allowing the preventive
maintenance to be performed at the next inspection time, if the imposed constrains are verified.

t17t18 t19 t20 t21t10 t11 t12 t13t14 t15 t16

p9 p10

p11 p12 p13 p14p15 p16 p17 p18

p19 p20 p21

p7 p8

p31

t37

p32

t38

p34

t40

p33

t39

Figure 4.9 – Petri net scheme for periodicity of the preventive maintenance

4.3.4 Renewal process

At some time, the deterioration of the system will reach a point where a specific maintenance is no
longer effective and a more effective maintenance needs to be applied. There are many possibilities
as to how this instant can be defined. It can be after a predetermined lifetime, after the condition level
is deemed to be too poor or after a set number of maintenance actions (Le and Andrews, 2015). Any
of these approaches can be implemented in a PN model.

In the maintenance model, the renewal is performed after a certain number of a specific maintenance
actions is carried out. These constrains are introduced in the model by adding to places p31 - p34, if
it is a preventive maintenance, and to places p15 - p18, if it is a corrective maintenance, the number
of tokens equal to the maximum number of maintenance allowed. When the maximum limit of a
maintenance actions is reached, this action is no longer available causing the system to continue the
deterioration process until it reaches worst condition levels where more effective maintenance actions
are applied. It should be noted that the transitions t23 and t24 are reset transitions which, when fired,
initialize the tokens in places p31 - p34 and p15 - p18, according to the constrains imposed.
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4.4 Complete maintenance model

The combination of all parts of the Petri net schemes together results in the Petri net is shown in
Figure 4.10. For a performance scale with four condition states, the maintenance model is composed
by 34 places and 40 transitions, being four stochastic (t1, t2, t3, and t5), four deterministic (t37, t38, t39,
and t40), and two reset (t23 and t24). The stochastic transitions t1, t2, and t3 have sample times from the
probability distribution that define the movement between condition states and stochastic transition t5
have sample times from a triangular distribution that manages the timing of major inspections.
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Figure 4.10 – Petri net scheme of the complete maintenance process

A full list with the description of the places and transitions included in the maintenance model is
provided in Appendix A.
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4.5 Computation of the performance profiles

Since there is significant uncertainty related to the assignment of a condition state to a system, as well
as, on the definition of the effects of maintenance actions, Monte Carlo simulation is used to consider
the propagation of uncertainties during the system’s lifetime and to compute the performance profiles.

4.5.1 Performance profile without maintenance

The procedure used in simulating each Monte Carlo sample to compute the performance profile
without maintenance is described in the flowchart shown in Figure 4.11 and in Section 4.2.2. The
performance profile is characterized by an initial condition state C0; a deterioration rate vector,
Θ = {θ1, ...,θs−1}, where element θi corresponds to parameters of the probability distribution as-
sociated with transition ti that models the sojourn time that the system spends in condition state i
before moving to condition state i+1 and s denotes the total number of condition states defined in the
classification system adapted; and, finally, a time horizon, th. The initial condition, C0, is defined as
the condition of the system in the last major inspection, being used to define the initial marking of the
Petri net, M0, and to define the first transition to fire, ti, in the deterioration process. The deterioration
rate vector, Θ, is composed by the optimal parameters of the probability distribution used to model
the deterioration process.
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Define first transition, ti

Compute sojourn time, �
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Input data: ; ;C t0 h�
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Figure 4.11 – Procedure to compute the performance profile of the system over time horizon for the
situation without maintenance
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The output of this procedure, at time horizon, is a condition state vector, where the condition state
of the system is defined for all years from the beginning of the analysis until the time horizon. The
repetitive calculation from procedure (Monte Carlo simulation) allows computing the mean, µ(t), and
standard deviation, σ(t), of the condition state in each instant, as follows:

µ(t) =
∑

nMCS
i=0 C (t)
nMCS

(4.6)

σ(t) =

√
∑

nMCS
i=0 C (t)2

nMCS
−µ(t)2 (4.7)

where C (t) is the condition state of the system at time t and nMCS is the total number of trials of the
MCS.

4.5.2 Performance profile with maintenance

Since there is significant uncertainty associated with the attribution of the effects of maintenance
action on the system, maintenance actions are usually better modelled using a probabilistic approach.
In this model, it is assumed that all random variables are modelled by triangular distributions. The
choice of this probability distribution is motivated by the fact that the triangular distribution is one of
the easiest ways to introduce randomness into the model, with a minimum and a maximum defining
a range of possible values and a mode, corresponding to the most probable value. In addition, the
triangular distribution is one of the easiest ways to treat the information provided by experts (Denysiuk
et al., 2016). The random variables used in the Monte Carlo simulation are identified in Table 4.1.

Table 4.1 – Variables used in the maintenance model for defining the application of maintenance
actions

Random variable Variable definition
tinsp Time interval between major inspections

γ Condition state for which the system improves immediately after the
maintenance action

td Time period during which the deterioration process is suppressed
δ Deterioration factor
tr Time period during which the deterioration rate is affected

The procedure used to determine the performance profile of the system for the situation where mainte-
nance is considered is shown in Figure 4.12. In this situation, in addition to the initial condition state,
C0, the deterioration rate vector, Θ, and the time horizon, th, it is necessary to introduce information
regarding preventive and corrective maintenance actions and the interval between major inspections.
As before, the initial condition state, C0, is used to define the initial marking of the Petri net, M0,
and the first transition of the deterioration process to fire, ti; and the deterioration rate vector is used
to compute the sojourn time in each condition state. The time interval between major inspections is
used to define the time that inspections should be performed on the system, tinsp, and the information
regarding to the maintenance actions are used to define the application range and the effects that these
have on the system.

The first step in the procedure is the determination of the first transition to be fired, ti, in the deteri-
oration process and the sojourn time of the system in the current condition state, τ, followed by the
determination of time of the first inspection of the system, tinsp. After that, it is possible to compute
the first firing time and its transition through Equation 4.8.
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Figure 4.12 – Procedure to compute the performance profile of the system over time horizon for the
situation with maintenance

FT = min(τ, tinsp) (4.8)

The main loop starts by checking if the next firing time, FT , occurs after the time horizon, th, in which
case the computation ends. Otherwise, the next transition to be fired can be either a major inspection
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or a deterioration step. In the latter case the enabled deterioration transition fires and the Petri net is
updated using Equation 2.25.

The procedure is run until the next firing time, FT , is larger than the time horizon. In each step, the
first branch checks if a major inspection occurs in that year. If so, the true condition is revealed, the
time of next inspection is computed and the relevant maintenance actions are applied. If no inspection
occurs in that year, the next deterioration transition time is activated. The condition is updated and the
next deterioration firing time is computed. If the system is in the worst condition state, the transition
time until the next deterioration step is taken as ∞.

The output of this procedure, at time horizon, is a condition state vector, where the condition state
of the system is defined for all years from the beginning of the analysis until the time horizon. The
repetitive calculation from procedure (Monte Carlo simulation) allows computing the mean and stan-
dard deviation of the condition state in each year. The mean, µ(t), and the standard deviation, σ(t),
of the condition state in each year are computed through Equations 4.6 and 4.7, respectively.

4.5.3 Cost of maintenance actions

For investments over long time periods, it is necessary to take into account the cost of opportunity.
If investments are made later, the funds can be invested during this interval, raising a profit. This is
taken into account herein by considering a discounted value as money as:

c0 =
ct

(1+ v/100)t (4.9)

where ct is the cost at time t and v is the annual discount rate (Frangopol et al., 2004).

The output of this procedure, at time horizon, is a cumulative maintenance cost vector. The repetitive
calculation from procedure (Monte Carlo simulation) yields the mean and the standard deviation of
the cumulative maintenance cost in each year. The mean, µcost (t), and the standard deviation, σcost (t),
of the cumulative maintenance cost in each year are computed as:

µcost (t) =
∑

nMCS
i=0 c0 (t)

nMCS
(4.10)

σcost (t) =

√
∑

nMCS
i=0 c0 (t)

2

nMCS
−µcost (t)

2 (4.11)

4.6 Summary

This chapter describes the development of a probabilistic model based on a Petri net formulation
to assess the deterioration of civil engineering infrastructure under no maintenance, preventive and
corrective maintenance. This modelling technique is increasingly being used in modelling dynamic
systems, but only recently it has been applied to model deterioration in civil engineering assets. The
flexibility and capability of the technique have been demonstrated with regard to the requirements and
complexity of a civil asset management model. The model is considerably more detailed than others
found in the literature.

The uncertainly related with the deterioration process and the effect of the maintenance actions is
considered through the use of probability distributions and the Monte Carlo simulation.





Chapter 5

Case Study 1: Application to Bridges

5.1 Introduction

In this chapter, the deterioration and maintenance model based on Petri net formalism described in the
previous chapter is applied to two bridge components, pre-stressed concrete decks and bearings. In a
first part of this chapter, validation of the Petri net deterioration model is performed. The validation
is accomplished taking into account the existing isomorphism between bounded Petri net with expo-
nentially distributed transition rates and a finite Markov process. After that, the Petri net deterioration
model is applied to analyse the deterioration process over time, and the maintenance model is applied
to analyse the consequences of alternative maintenance strategies to control deterioration patterns in
bridge components. The maintenance model described can be considered a full life-cycle model that
includes not only the deterioration process, but also inspections and maintenance processes.

The historic data used was procured from a Portuguese highway manager, Ascendi, which is re-
sponsible for the management of a road network with, approximately, 1 300 km located in the north
and center of the country. The data used are based in major bridge inspection historic information
and include the data of inspection and the condition state of the various components constituting the
bridge.

5.2 Classification system adapted

The condition state, a variable that quantifies the deterioration level of a structure, in the classifica-
tion system adapted by Ascendi is a discrete variable and its value varies between 0–5, where zero
means that the structure is in an excellent condition state while index five means that the structure
demonstrates a poor condition state.

The overall bridge condition is based on the evaluation of the visual condition of each bridge, using
a component-based system. It is considered that the individual elements of the asset and the entire
asset (Table 5.1) are inspected and rated, individually, from zero to five according to the classification
present in Table 5.2. The global condition is obtained by a weighted sum of each contribution (Barros,
2013; Berardinelli et al., 2014). Each condition state of the classification system has the following
purpose (GOA, 2008):

• To classify the damages suffered by the component in terms of severity, extension, and cause;

• To assess if the damages compromise the function of the component and to what degree and if
it has consequences for other components.

71
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Table 5.1 – List of the bridge components (GOA, 2008; Barros, 2013)

Number Bridge component
1 Bridge
2 Wing walls
3 Slope
4 Abutments
5 Bearings
6 Pier/column
7 Bridge deck
8 Cornice
9 Railings
10 Safety barrier
11 Sidewalks
12 Pavement
13 Drainage system
14 Expansion joints
15 Other components

Table 5.2 – Condition state classification for bridge components (Barros, 2013; Berardinelli et al.,
2014)

Condition State Description
CS0 Excellent Fully operational / No damage / No action is needed
CS1 Very good Operational / Damages with no evolution / No action is

needed
CS2 Good Operational / Damages which can progress / Observation
CS3 Reasonable Operational / Damages in progress / Long-term actions
CS4 Bad Operational / Damages which can affect the durability /

Short-term actions
CS5 Poor No operational / Damages which can affect the structural

safety / Immediate actions

The use of the condition state index, based on visual inspections only, is often imprecise and subjec-
tive. However, the funding available for the inspection, testing, monitoring and safety assessment of
the entire bridge stock, is always extremely limited. As a result, in spite of the limitation of assessing
the structures based only on visual inspections, this is the only information for the vast majority of
existing structures and, consequently, the only source of a representative sample of observations of
structural deterioration. Furthermore, the application of a single measure of performance to char-
acterize complex components, like the bridge decks or bearings, is a severe limitation of the bridge
classification system currently in use in Portugal, as well as, in most other European and North Amer-
ican countries.

5.3 Historical databases

The database used contain all information regarding major inspection performed over the last decades
in a large set of reinforced and pre-stressed concrete bridges located in Portugal. The major inspection
is a rigorous and systematic survey of all visible bridge components, carried out periodically (at
intervals of 1–6 years) by specialized technicians, in order to create a register that allows monitoring
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the development of damages and anomalies in the infrastructures. The major inspections historic
records include: data of inspection, condition and maintenance state of each bridge component, as
well as global condition and maintenance state of the infrastructure.

To build the databases, all bridge components for which there are two or more observations were
considered as initial data. The date of construction was considered as an inspection record, assuming
that, at this moment, the bridge component presents an excellent condition state. However, throughout
the history of a bridge, it is possible to see an improvement in the condition state from one inspection
to the next, associated with a maintenance action or by some error occurred in one of the major
inspections. Since this study intends only to analyse the deterioration process without the application
of maintenance actions, in these situations the bridge component record is divided from the point that
revealed the improvement of the condition state. For example, consider Bridge B with a history of
five inspections shown in Table 5.3.

Table 5.3 – Example of a bridge with five inspections

Bridge Observation date Condition state
B 2001 3
B 2002 3
B 2006 2
B 2009 3
B 2015 4

As it can be seen, at some point Bridge B is rehabilitated from condition state 3 to condition state 2.
So, the procedure is to subdivide the records of Bridge B into two bridges as shown in Table 5.4.

Table 5.4 – Division of Bridge B into two records

Bridge Observation date Condition state
B1 2001 3
B1 2002 3
B2 2006 2
B2 2009 3
B2 2015 4

After split of the records, two “bridges”, B1 and B2, are considered without improvement of the con-
dition state. In situations where the division of registers gives rise to “bridges” with one observation
moment, this is ignored as for the deterioration model it is necessary that each “bridge” has at least
two observation moments.

In this work, the deterioration process was only analysed for two bridge components: pre-stressed
concrete decks and bearings. Each bridge component is analysed separately. Table 5.5 shows the
total number of components and transitions for each bridge component analysed.

Table 5.5 – Number of components and transitions for each bridge element

Component Number of Number of
components transitions

Pre-stressed concrete decks 362 425
Bearings 301 360

It should be mentioned that the databases are composed by a large set of bridges with similar charac-
teristics, which were all built over a period of less than two decades, according to the same structural
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design codes and the same construction techniques, and they are located, approximately, in the same
region of the country. Furthermore, the bridges are relatively young, which makes the more advanced
deterioration states rare or non-existent.

5.4 Validation of the Petri net deterioration model

The Petri net deterioration model for bridge components is illustrated in Figure 5.1. The Petri net
scheme is composed by six places and five transitions, where each place represents one of the six
discrete condition states that constitute the classification system adopted for bridge components as
defined in Section 5.2. Transitions, which are located between places, have the function of mod-
elling the sojourn time of the component in a given condition state before it moves to the next higher
condition state. The sojourn time in each condition state is randomly computed from a probability
distribution. In this model, the distributions that best fits the historical data are considered as appro-
priate.

p1 p2 p3 p4 p5 p6
t1 t2 t3 t4 t5

Figure 5.1 – Petri net scheme of the deterioration model for bridge components

Since Markov chains are widely used to evaluate the deterioration process over time and taking into
account the isomorphism between Markov chains and stochastic Petri net, in a first phase it is assumed
that the deterioration process follows an exponential distribution with parameters (λ0,λ1,λ2,λ3,λ4).
The comparison of these results with the results obtained by the Markov chains model allows the
validation of the Petri net deterioration proposed, and the evaluation of the efficiency of the numerical
procedure and the optimization algorithm described in Section 4.2.1.

The pre-stressed concrete decks and bearings databases, identified above, were used as case studies
herein.

5.4.1 Markov chains deterioration model

The optimal transition rates for the Markov chains deterioration model were obtained using the
methodology described in Section 2.5.1.2. The estimation of the Q-matrix has the purpose of ob-
taining the qi j coefficients so that a P-matrix can be calculated with the maximum possible rigour and
for any time interval. The coefficients are estimated from the historical database.

The model adopted for the Q-matrix for the deterioration process is presented in Equation 2.20. Based
on Equation 2.19, the P-matrix can be defined for any time interval between observations. There are
essentially two uses for this approach. Firstly, it allows the computation of the likelihood of a set of
given observations, independently of the time interval between inspections. This is fundamental to
adjust the prediction model to the available data. Secondly, it allows the prediction of performance at
a given instant in the future with limited computational cost.

The best deterioration model is that resulting in higher probabilities of occurrence of the observed
transitions. The likelihood of occurrence can be defined by Equation 2.21. However, from a numerical
point of view, using the logarithm of the likelihood of occurrence is more robust. Therefore, Equation
4.1 is used as a measure of the fit quality.

The optimal Q-matrix is computed through an optimization problem that maximizes the logarithm
of the likelihood. In this study, the optimization of the parameters was performed using genetic
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algorithm available in software MalLab R© (MatLab, 2017). The analytical formulation of the problem
is given by:

Find: The parameters of the Q-matrix

So that: logL = (∑∑ log pi j) is maximized

The parameters used in the GA are the following:

• Size of the population: 50 individuals;

• Stopping criteria: the algorithm stops if the average relative change in the best fitness function
value over 50 generations is less than or equal to 10−6;

• Mutation procedure was performed using the Gaussian algorithm implemented in MalLab R©;

• Crossover procedure was performed using the Scattered algorithm implemented in MalLab R©.

Table 5.6 shows the optimal transition rates for both bridge components, as well as, the log-likelihood
computed for each set of optimal parameters.

Table 5.6 – Optimal parameters of the Markov chains deterioration model

Bridge component Optimal parameters − logL
λ0 λ1 λ2 λ3 λ4

Pre-stressed concrete decks 0.2241 0.0563 0.0574 0.0035 0.2987 394.3773
Bearings 0.2520 0.0614 0.0536 0.0535 0.0008 313.1235

In order to assess the quality of fit of the Markov chains, the approach described by Aguirre-Hernández
and Farewell (2002) was adapted. According to Aguirre-Hernández and Farewell (2002), the goodness-
of-fit test is suitable to assess the quality of fitting because this test statistic is appropriate for data in
which the spacing between the responses and the total number of observations vary from one individ-
ual to another.

The goodness-of-fit test, T , measures the discrepancy between the observed number of transitions of
each time, Oi, and the expected number of transitions according to the statistic model, Ei, as (Aguirre-
Hernández and Farewell, 2002):

T =
C

∑
i=1

(Oi−Ei)
2

Ei
(5.1)

where C represents the total number of different transitions. The deterioration process is considered
as sequential, i.e. only transitions from a condition i to a condition j, with i ≤ j are possible. For a
countable state space s, C is given by:

C =
s(s+1)

2
−1 (5.2)

The transition corresponding to the absorbent state, s→ s, is ignored.

It is considered, as null hypothesis, that the deterioration model based on continuous time Markov
chains describe properly the inspections data. It is reasonable to assume that the distribution of
the goodness-of-fit follows a χ2

d f distribution, with d f = C− 1− p degrees of freedom, where p
is the number of estimated parameters (Aguirre-Hernández and Farewell, 2002). The rejection or no
rejection of the null hypothesis is determined by the comparison between the observed goodness-of-fit
test and the χ2

d f :α distribution, where α is the significance level.
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Table 5.7 presents the predicted and observed values from both bridge components analysed. From
these results it is possible to determine the value of goodness-of-fit test, T , through Equation 5.1,
while Table 5.8 presents the results of goodness-of-fit test, T , for both bridge components.

Table 5.7 – Observed and predicted values from both bridge components analysed

Transition Pre-stressed concrete decks Bearings
type Observed Predicted Observed Predicted

values values values values
0→ 0 61 79.7 74 78.1
0→ 1 138 117.7 128 121.9
0→ 2 40 35.4 37 40.5
0→ 3 6 12.0 11 10.1
0→ 4 0 8.8×10−2 3 2.5
0→ 5 0 1.1×10−1 0 7.9×10−3

1→ 1 119 122.7 53 56.5
1→ 2 22 18.7 14 9.7
1→ 3 2 1.6 0 7.6×10−1

1→ 4 0 4.7×10−3 0 4.2×10−2

1→ 5 0 1.1×10−3 0 2.6×10−5

2→ 2 26 27.2 34 30.3
2→ 3 5 3.8 1 4.3
2→ 4 0 1.4×10−2 0 3.5×10−1

2→ 5 0 4.3×10−3 0 2.8×10−4

3→ 3 6 6.0 5 4.5
3→ 4 0 2.8×10−2 0 4.7×10−1

3→ 5 0 1.2×10−2 0 4.5×10−4

4→ 4 0 0 0 0
4→ 5 0 0 0 0

Table 5.8 – Results of goodness-of-fit test, T

Bridge component T
Pre-stressed concrete decks 12.97
Bearings 7.74

The null hypothesis is rejected with a significance level of 5 % if:

T > χ
2
d f :α = χ

2
20−1−5:0.05 = 23.69 (5.3)

Comparing the values of goodness-of-fit test in Table 5.8 to the value of χ2
d f :α distribution, it is

possible to verify that the goodness-of-fit test, T , of the two elements are smaller than the χ2
d f :α

distribution value. This mean that the null hypothesis is not rejected and there is an adequacy between
the sample and the model. In other words, the model describes adequately the original data for the
pre-stressed concrete decks and bearings.

5.4.2 Pre-stressed concrete decks

The optimal transition rates obtained for both deterioration models, Markov chains and stochastic
Petri nets, through the historical data of pre-stressed concrete decks, as well as, the log-likelihood
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computed for each set of optimal parameters, are shown in Table 5.9. By comparing the results, it can
be observed that the values of the parameters obtained for both models are very similar. The main
difference is obtained for λ4. This difference results the reduce size of the sample. The differences
observed in the other parameters are due to sampling errors associated with Monte Carlo simulation.
In the Petri net deterioration model, the Monte Carlo simulation is used to compute the probability
of occurrence of the observed transition, pi j, while in the Markov chain model the probability of
occurrence have an analytical solution (Equation 2.19). In this study, 50 000 Monte Carlo samples
were used.

Table 5.9 – Comparison of the optimal parameters of the Markov chains and Petri nets models –
Pre-stressed concrete decks

Model Optimal parameters − logL
λ0 λ1 λ2 λ3 λ4

Markov chains 0.2241 0.0563 0.0574 0.0035 0.2987 394.3773
Petri nets 0.2242 0.0543 0.0644 0.0033 1.0321 392.3649
Error [%] 0.04 3.55 12.20 5.71 245.53 0.51

From the transitions rates obtained for these two models, it is possible to determine the mean sojourn
time in each condition state, Tj, by:

Tj =
1
λ j

(5.4)

The results obtained are shown in Figure 5.2. It is possible to verify that the sojourn times in each
condition state are similar in both models. The main differences are observed for condition state 3 and
4. However, it must be kept in mind that the bridges are relatively young and advanced deterioration
states are unusual. Consequently, the calibration procedure is less accurate.
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Figure 5.2 – Comparison of the mean sojourn times for both methodologies in each condition state –
Pre-stressed concrete decks

Table 5.10 shows the number of observed and predicted pre-stressed concrete deck elements in each
condition state, as well as the relative error obtained for each model used between the observed and
predicted data, and the relative error between the predicted data by Markov chains model and by Petri
nets model.

For the first group of results (columns 5 and 6 of Table 5.10), it can be observed that both models
are relatively well suited to model the deterioration process. Both models present errors greater than
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Table 5.10 – Number of observed and predicted bridge components in each degradation condition and
the relative error obtained for both models – Pre-stressed concrete decks

Condition Observed Predicted Relative error
state MC PN MC [%] PN [%] MC / PN
CS0 61 79.65 79.63 30.6 30.5 1.00
CS1 257 240.35 242.39 6.5 5.7 0.99
CS2 88 81.31 78.01 7.6 11.3 1.04
CS3 19 23.42 24.71 23.3 30.0 0.95
CS4 0 0.13 0.06 − − 2.23
CS5 0 0.13 0.20 − − 0.66

20% for CS0 and CS3, but the relative error for the intermediate condition states is less than 8%
for Markov chains and less than 12% for Petri nets. For CS4 and CS5, the relative error was not
calculated because there are no observed elements in these two condition states. With the second
group of results (column 7 of Table 5.10), it is intended to compare the results predicted by the two
deterioration models. These results reinforce the previous conclusions, that the results obtained by
the two models are quite similar.

Finally, Figure 5.3 compares the predicted condition profile of pre-stressed concrete decks over time
using the Markov chains model and the Petri nets model. In this analysis, a 150-year time horizon
was considered and it was assumed that the pre-stressed concrete deck begins with a perfect condition
(Condition State 0). Throughout the entire simulation period, a good agreement is observed between
the two curves, that are practically overlapping (Figure 5.3(a)). In terms of dispersion of the results
(Figure 5.3(b)), from the year 25, the values of the standard deviation vary, approximately, between
0.8 and 1.

5.4.3 Bearings

For bearings, the optimal transition rates as well as the log-likelihood computed for each set of optimal
parameters, for both deterioration models, from the historical data are present in Table 5.11. Similarly
to previous bridge component, the values of the parameters obtained for models are quite similar.
There are little differences that are associated with sampling errors of the Monte Carlo simulation. In
this study, 50 000 Monte Carlo samples were used.

Table 5.11 – Comparison of the optimal parameters of the Markov chains and Petri nets models –
Bearings

Model Optimal parameters − logL
λ0 λ1 λ2 λ3 λ4

Markov chains 0.2520 0.0614 0.0536 0.0535 0.0008 313.1235
Petri nets 0.2603 0.0572 0.0488 0.0601 0.0008 310.7728
Error [%] 3.29 6.48 8.96 12.34 0.00 0.75

Figure 5.4 presents the mean sojourn times in each condition state for both models. The mean so-
journ times are computed through Equation 5.4. The plotted results show that the sojourn times in
each condition state have the same magnitude. As before, the values obtained for the CS4 are not
representative, as they are computed based on a very small sample.

Table 5.12 shows the number of observed and predicted bearings elements in each condition state,
relative error obtained for each model, and the relative error between the predicted data by Markov



5.4. VALIDATION OF THE PETRI NET DETERIORATION MODEL 79

0 25 50 75 100 125 150

0

1

2

3

4

5

Time [years]

C
on

di
tio

n 
st

at
e

 

 

Markov chains
Petri nets

(a) Mean condition

0 25 50 75 100 125 150

0

0.2

0.4

0.6

0.8

1

1.2

Time [years]

S
ta

nd
ar

d 
de

vi
at

io
n

(b) Standard deviation of condition

Figure 5.3 – Comparison of the predicted future condition profile over time for both models – Pre-
stressed concrete decks
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Figure 5.4 – Comparison of the mean sojourn times for both methodologies in each condition state –
Bearings

chains and Petri nets models. In Figure 5.5, the predicted condition profile of bearings over time using
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the Markov chains model and the Petri nets model are compared. From these results, it is possible to
observe a good agreement between the two deterioration models. Furthermore, both models are well
suited to model the deterioration process, as both present relative errors smaller than 16%.

Table 5.12 – Number of observed and predicted bridge components in each degradation condition and
the relative error obtained for both models – Bearings

Condition Observed Predicted Relative error
state MC PN MC [%] PN [%] MC / PN
CS0 74 78.12 76.20 5.6 3.0 1.03
CS1 181 178.30 183.06 1.5 1.1 0.97
CS2 85 80.54 79.61 5.2 6.3 1.01
CS3 17 19.67 17.77 15.7 4.5 1.11
CS4 3 3.35 3.36 11.8 11.9 1.00
CS5 0 0.01 0.01 − − 1.06
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Figure 5.5 – Comparison of the predicted future condition profile over time for both models – Bearings
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5.5 Probabilistic analysis

In Petri net deterioration model, in addition to the Exponential distribution, four two-parameters
distributions were studied: Weibull, Gumbel, Normal, and Lognormal. The expression for each
probability density function is presented in Table 5.13.

Table 5.13 – Probability density function

Distribution Probability density function Parameters
Exponential f (t|λ) = λe−λt λ > 0 – scale parameter

Weibull f (t|α,β) = β

α

( t
α

)β−1 e−(
t
α)

β

α > 0 – scale parameter
β > 0 – shape parameter

Gumbel f (t|α,β) = 1
β

e
(
− t−α

β

)
e−e

(
− t−α

β

)
α ∈ R – location parameter
β > 0 – scale parameter

Normal f (t|α,β) = 1
β
√

2π
e
−(t−α)2

2β2 α ∈ R – location parameter
β > 0 – scale parameter

Lognormal f (t|α,β) = 1
tβ
√

2π
e
−(ln t−α)2

2β2 α ∈ R – location parameter
β > 0 – scale parameter

A Normal distribution was used since it is usually adequate to model the average of several indepen-
dent random variables. If the deterioration in the bridge component is seen as a set of areas, deterio-
rating independently, then the average condition can be modelled as a normal distribution. However,
a significant drawback of the normal distribution is the non-null probability of negative values, which
in the present context, is not physically possible. Alternatively, the Lognormal distribution can be
used to model the transition times, avoiding negative values. If, on the other hand, the condition is
mostly characterized by the deterioration of the most critical areas of the bridge component, extreme
distributions like the Weibull and Gumbel might be more adequate.

In this study, the condition, standard deviation and probabilistic distribution profiles are computed
using the Monte Carlo simulation with 50 000 samples.

5.5.1 Pre-stressed concrete decks

Table 5.14 shows the optimal parameters obtained for all probability distribution analysed in terms of
mean and standard deviation of time in each condition state, as well as, the log-likelihood computed
for each set of optimal parameters. Table 5.15 shows the number of observed and predicted pre-
stressed concrete decks in each condition state for each probability distribution, as well as, the relative
error obtained for each case. The light and dark gray cells indicate the distributions with smaller and
larger relative errors, respectively, for each condition state.

From the results shown in Tables 5.14 and 5.15, two main conclusions can be drawn. The first one
is that distributions with null probability of negative values, as Exponential, Weibull and Lognormal
distributions, show better log-likelihood values than distributions with non-null probability of nega-
tive values, as Gumbel and Normal distributions. These results are in agreement with the literature,
since these three distributions (Exponential, Weibull and Lognormal) are the most commonly used in
reliability and survival analysis (Sánchez-Silva and Klutke, 2016).

The second conclusion is that two-parameter distributions (Weibull and Lognormal) have a better fit to
the historical data than the Exponential distribution (Table 5.14). The good agreement between these
two distributions and the historical data is also visible when the number of observed and predicted
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Table 5.14 – Optimal parameters obtained for all probability distribution analysed in terms of mean
and standard deviation of time in each condition state – Pre-stressed concrete decks

Parameters Exponential Weibull Gumbel Normal Lognormal
Mean t1 4.46 7.32 4.36 5.39 9.53
(years) t2 18.42 27.66 15.13 12.41 142.45

t3 15.54 18.26 10.35 7.89 141.47
t4 306.87 10.61 9.63 8.57 57.24
t5 0.97 3.48 9.24 4.87 27.36

Standard t1 4.46 19.61 3.83 0.89 68.44
deviation t2 18.42 36.60 12.94 5.54 1036.05

t3 15.54 21.19 8.39 4.37 1012.01
t4 306.87 1.57 3.71 3.25 14.40
t5 0.97 0.58 7.27 2.46 99.76

− logL 392.3649 361.5791 407.1832 425.3420 363.1665

Table 5.15 – Number of observed and predicted pre-stressed concrete decks in each condition state
for each probability distribution and relative error [%] obtained for each probability distribution –
Pre-stressed concrete decks

Probability distribution CS0 CS1 CS2 CS3 CS4 CS5
Observed 61 257 88 19 0 0
Predicted Exponential 79.63 242.39 78.01 24.71 0.06 0.20

Weibull 66.64 244.57 83.93 27.78 1.26 0.81
Gumbel 81.91 216.87 81.16 35.54 6.36 3.16
Normal 98.49 228.43 70.84 25.15 1.39 0.71
Lognormal 63.03 254.45 83.42 24.09 0.00 0.00

Relative Exponential 30.5 5.7 11.3 30.0 − −
error [%] Weibull 9.3 4.8 4.6 46.2 − −

Gumbel 34.3 15.6 7.8 87.0 − −
Normal 61.5 11.1 19.5 32.4 − −
Lognormal 3.3 1.0 5.2 26.8 − −

pre-stressed concrete decks in each state are compared (Table 5.15). These two distributions are
those with the smallest relative errors for all condition states. The relative error for CS0, CS1 and
CS2 for most situations is less than 5%. The condition state 3 is the one that presents the largest
relative errors, approximately, 27% for Lognormal distribution and 46% for Weibull distribution. The
relative error for the most advanced condition states was not computed, since these two condition
states are not represented in the database used. However, if the mean relative error for all condition
states is analysed, Lognormal distribution is the one that has lower mean relative error (9.1%, Table
5.15). But, on the other hand, Weibull distribution is the one that has lower log-likelihood value
(− logL = 361.5791, Table 5.14).

Figure 5.6(a) shows the mean condition profile over time for all probability distributions analysed.
The profiles obtained for the five distributions can be divided into three groups. The first group con-
tains only the Exponential distribution, as the profile obtained using this distribution is quite different
from the other four profiles, associated a simple parabolic shape without inflection points. The sec-
ond group is constituted by Weibull, Gumbel and Normal distributions. The profiles obtained by these
three distributions present very similar characteristics throughout the time horizon analysed, although
they show some differences in the scale. In these three profiles, even if slight, it is possible to observe
changes in the concavity when there is transition of condition state. Finally, the third group is formed
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by Lognormal distribution. In the profile obtained by this distribution it is also possible to see con-
cavity changes when there is transition of condition state, however the profile is quite different from
the profiles obtained by distributions of the group 2. Finally, it should also be noted that differences in
probability distributions can be explained by the fact that only real data exists for a small time interval
(approximately, between year 0 and 25).

In terms of dispersion of results, Figure 5.6(b), distributions from the second group show higher
dispersion values in the interval between year 25 and 50. However, from this point the dispersion
values begin to decrease, obtaining values very close to zero for the Gumbel and Normal distribution.
For the Exponential distribution, from year 25 the dispersion values remain, sensitively, constant until
the end of the time horizon. Finally, for the Lognormal distribution, during the analysed time period,
shows a growth of standard deviation. Moreover, should it be mentioned that in the database only data
for the period of 25-30 years exists and, consequently, the results are very influenced by the higher
deterioration states.
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Figure 5.6 – Comparison of the predicted future condition profile over time for all probability distri-
bution analysed – Pre-stressed concrete decks

Figure 5.7 compares the probabilistic distribution of all distributions over time for each condition
state. For CS0 (Figure 5.7(a)), CS1 (Figure 5.7(b)) and CS2 (Figure 5.7(c)), the behaviour of the
predicted probabilities profile for all distributions is quite similar. There are some differences in terms
of scale, but the profiles of the five distribution have the same shape. For example, for CS0 (Figure
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5.7(a)), the predicted probabilities for all distributions begins with probability equal to 1 and decreases
over time and at year 25 the probability of a pre-stressed concrete deck being at CS0 is near zero for
Exponential, Gumbel and Normal distributions while for Weibull and Lognormal distributions there
is, approximately, a probability of 10%. Furthermore, it can be observed that between years 1 and
5 the probability of belonging to either CS0 or CS1 is very similar, for all distributions. For CS1
(Figure 5.7(b)), the maximum probability for all distributions occurs between years 5 and 11, and
the maximum probability value obtained for all distributions has the same order of magnitude. The
major differences are that Weibull and Lognormal distribution shows a bigger right-tail. The same
observations can be made with respect to Figure 5.7(c).

For CS3 (Figure 5.7(d)), CS4 (Figure 5.7(e)) and CS5 (Figure 5.7(f)), it is possible to observe signif-
icant differences between the distributions analysed. The differences observed for CS3 occur mainly
as there are few samples in the database for this condition state. The results for CS4 and 5 will not be
discussed because there are not samples to evaluate the results.
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(c) Condition State 2
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(d) Condition State 3
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(e) Condition State 4
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(f) Condition State 5

Figure 5.7 – Comparison of the probabilistic distribution for each condition state over time – Pre-
stressed concrete decks

From Figures 5.6 and 5.7 can be seen that the results obtained from the five probabilistic distributions
are widely dispersed. It Gumbel and Normal distributions not describe adequately the deterioration
process. According to these results, the decks reach CS5 approximately at year 50. Eurocode 0
(CEN, 2002) indicates that bridges should have a project lifetime of 100 years, period during which
it is expected that a structure or part thereof may be used for its intended purpose, with expected
maintenance, but without need for major repairs. According to the classification used (Table 5.2),
when the deck reaches CS5 it means that the damage can affect structural safety and that the bridge
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is not operational. Furthermore, Exponential and Lognormal distributions also do not describe ad-
equately the deterioration process. According to these distribution the lifetime of the deck is over
150 years. Finally, for pre-stressed concrete decks, the Weibull distribution is the one that shows a
minor log-likelihood value and, consequently, a better fit to the historical data (the deck reaches CS5
approximately at year 104). For this reason, this distribution will be used to sample the transitions
times that specify the movement between different condition states of the decks.

5.5.2 Bearings

For bearings, Table 5.16 shows the optimal parameters obtained for all probability distribution anal-
ysed in terms of mean and standard deviation of time in each condition state, as well as, the log-
likelihood computed for each set of optimal parameters. Table 5.17 compares the number of observed
and predicted bearings in each condition state for each probability distribution, as well as, the relative
error obtained for each case. The light and dark gray cells indicate the distributions with smaller and
largest relative errors, respectively, for each condition state.

Table 5.16 – Optimal parameters obtained for all probability distribution analysed in terms of mean
and standard deviation of time in each condition state – Bearings

Parameters Exponential Weibull Gumbel Normal Lognormal
Mean t1 3.84 4.26 4.13 4.83 4.75
(years) t2 17.49 17.88 13.26 12.14 118.91

t3 20.50 9.77 10.78 11.04 47.62
t4 16.64 7.12 6.30 6.98 8.07
t5 1258.84 7.50 6.21 7.51 388.93

Standard t1 3.84 4.70 3.60 1.00 9.17
deviation t2 17.49 21.87 10.79 5.69 865.13

t3 20.50 5.78 6.79 6.47 143.43
t4 16.64 1.96 0.85 3.57 0.61
t5 1258.84 1.39 0.60 3.05 532.49

− logL 310.7728 306.9696 315.2972 323.9939 307.3837

Table 5.17 – Number of observed and predicted bearings in each condition state for each probability
distribution and relative error [%] obtained for each probability distribution – Bearings

Probability distribution CS0 CS1 CS2 CS3 CS4 CS5
Observed 74 181 85 17 3 0
Predicted Exponential 76.20 183.06 79.61 17.77 3.36 0.01

Weibull 79.66 167.60 87.45 21.71 3.20 0.39
Gumbel 84.36 176.14 79.99 17.07 2.10 0.34
Normal 96.90 168.57 74.26 18.09 1.97 0.21
Lognormal 73.62 183.63 80.37 20.25 2.14 0.00

Relative Exponential 3.0 1.1 6.3 4.5 11.9 −
error [%] Weibull 7.7 7.4 2.9 27.7 6.7 −

Gumbel 14.0 2.7 5.9 0.4 30.0 −
Normal 30.9 6.9 12.6 6.4 34.2 −
Lognormal 0.5 1.5 5.5 19.1 28.7 −

Similarly to the previous bridge component, it is important to stress that distributions with null prob-
ability of negative values, as Exponential, Weibull and Lognormal distributions, show better log-
likelihood values than Gumbel and Normal distributions and two-parameter distributions (Weibull
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and Lognormal) have a better fit to historical data than the Exponential distribution (Table 5.16).
However, when the numbers of observed and predicted bearings in each condition state are compared
(Table 5.17), a similar mean relative error for all distributions is obtained. For most situations, the
relative error is less than 10%. The CS4 is the one that presents the largest relative errors, approxi-
mately, 30 – 35% for Gumbel, Normal and Lognormal distributions. For this bridge component, if
the mean relative error for all condition states are analysed, Exponential distribution is the one that
has lower mean relative error (5.4%, Table 5.17), but Weibull distribution is the one that has lower
log-likelihood value (− logL = 306.9696, Table 5.16). It should be referred that the relative error for
CS5 was not computed, since this condition state is not represented in the database.

Figure 5.8(a) presents the mean future condition profile over time considering all probability distribu-
tions analysed. As described for the pre-stressed concrete decks, the profiles obtained can be divided
into three groups: Group 1 - Exponential distribution; Group 2 - Weibull, Gumbel and Normal dis-
tribution; and Group 3 - Lognormal distribution. For this bridge component, the profiles obtained by
Exponential and Lognormal distribution show more similarities than in pre-stressed concrete decks.
However, the shape of these profiles continues to be quite different from the profiles obtained through
the Weibull, Gumbel and Normal distribution. These differences in probability distributions can be
explained by the fact that only real data exists for a small time interval (approximately, between year
0 and 25).

In terms of dispersion of results (Figure 5.8(b)), the Exponential, Weibull, Gumbel and Normal dis-
tributions show higher dispersion values between years 25 and 50. From this point, dispersion values
begin decreasing, approaching zero for the Gumbel and Normal distributions. For the Lognormal
distribution, dispersion values grow until year 50. However, from this point the dispersion values
remain, sensitively, constant until the end of the time horizon. As for pre-stressed concrete decks, the
results for higher condition states are very influenced by the small size of dataset for these condition
states.

In Figure 5.9 the probabilistic distribution of the five distributions are compared for each condition
state. For CS0 (Figure 5.9(a)), CS1 (Figure 5.9(b)), CS2 (Figure 5.9(c)) and CS3 (Figure 5.9(d)), the
predicted probabilities profile for all distributions are similar. The profiles of all distributions have the
same shape, although they show some differences in terms of scale. For CS4 (Figure 5.9(e)) and CS5
(Figure 5.9(f)) it is possible to observe major differences between the predicted probabilities profiles.
These differences can be explained by the fact that there are few components in the database for the
most advanced condition states (there is no data for CS5 and the number of elements in CS4 is very
reduced), making data fitting very difficult.

As referred before, bridges are often designed for long service life, approximately 100 years (CEN,
2002). Structural bearings are an integral part of the bridge and must guarantee a service life com-
patible with that of the remaining components. However, in most cases, the service life of bearings is
lower than that of the bridge in which they are installed. As a consequence, during the service life of
a bridge, it is necessary to carry out several maintenance, repair or replacement operations involving
support bearings (Freire et al., 2013, 2014). According to the classification used (Table 5.2), when the
bearings reaches CS5 it means that the anomalies affect the integrity of the bearing and jeopardises
the safety of the structure, as well as, its in-service capacity, eventually needing traffic conditioning
measures; it calls for a an immediate or very fast repair or replacement (Freire et al., 2014). From
Figures 5.8 and 5.9, for Gumbel, Normal and Weibull distributions, the results show, respectively,
that after 48, 49 and 60 years, the bearings has, on average, reached a condition state of 5, which
implies the extensive repair or replacement of the bearings. On the other hand, it is also possible
to verify that Exponential and Lognormal distributions do not describe adequately the deterioration
process, since according to these distributions the service live of the bearings is over 150 years. From
these results, the Weibull distribution will be used to sample the transitions times that specify the
movement between different condition states of the bearings, because it is the one that shows a minor
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Figure 5.8 – Comparison of the predicted future condition profile over time for all probability distri-
bution analysed – Bearings

log-likelihood value and a good fit to the historical data.

5.6 Maintenance model

The maintenance model proposed in Chapter 4 was applied to analyse the consequences of alternative
maintenance strategies to control the effects of deterioration on bridges components. The Petri net
maintenance model for bridges components is illustrated in Figure 5.10. The Petri net is composed
of 44 places and 54 transitions. The meaning of each place and transition present in the maintenance
model has been defined in Chapter 4.

Bridges are designed for long periods of service life. However, as bridges age and volumes of traffic
increase, bridges’ maintenance has become a significant challenge for the owners that are charged
with managing this ageing resource. So, in order to keep them in a safe and serviceable condition,
several maintenance activities during their lifetime are required. It is, however, necessary to develop
a maintenance model to help decision-making to planning, scheduling and monitoring maintenance
activities in a bridge network (O’Connor et al., 2011).

With this aim in mind, a set of applicable maintenance actions throughout the lifetime of pre-stressed
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(c) Condition State 2
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Figure 5.9 – Comparison of the probabilistic distribution for each condition state over time – Bearings

concrete decks and bearings was compiled. The characterization of the effects of maintenance ac-
tions were performed through interviews with the technical staff of Ascendi, a manager of highways
in Portugal. However, considering the short life of the bridge stock under analysis (25-30 years),
the experience in terms of application of maintenance is limited. In this way, the technical staff
express their level of confidence regarding the effects of maintenance actions through a triangular
distribution, namely the lower limit, upper limit and mode. Tables 5.18 and 5.19 show, respectively,
the effectiveness of the impact of the main maintenance actions for pre-stressed concrete decks and
bearings resulting from the experts’ beliefs.

For pre-stressed concrete decks, a set of eight main maintenance activities was defined by Ascendi
technical staff (Guimarães and Matos, 2015):

• Deck washing is a preventive maintenance that suppresses the deterioration process for a period
of time of 1 to 2 years. This maintenance contributes to an effective removal of debris and
contaminants, preventing the deterioration of concrete elements;

• Spot painting of concrete elements is a preventive maintenance that reduces the deterioration
rate by 40% during a period of time of 4 to 8 years. Spot painting consists of applying a pene-
trating sealer or a protective coating in concrete elements. By maintaining their waterproofing
integrity, it prevents the ingress of water and chlorides into the concrete;

• Complete painting of concrete elements is a corrective maintenance that consists in the ap-
plication of penetrating sealer or a protective coating to underdeck girders. This maintenance
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Figure 5.10 – Petri net scheme of the maintenance model for bridges

improves the condition state to CS1 or CS2 and prevents the natural decay process by suppress-
ing the deterioration process during 4 to 8 years and reduces the deterioration rate near 70% for
a period of time of 10 to 15 years;

• Minor spalling repair is a preventive maintenance applied when damage severity is relatively
low, namely, small defects, mechanical damage, low or null exposure of reinforcing bars. In
this type of maintenance, cement or resin-based can be used as patching materials to prevent
further deterioration and an effective suppression of the deterioration process can be achieved
for a period of time of 1.5 to 3 years;

• Partial or full-depth concrete repair is a corrective maintenance, consisting in removing and
replacing damaged portions of concrete and reinforcing steel. It is applied when the concrete
is highly contaminated with chlorides or carbonation, causing the despassivation of reinforc-
ing steel. Since the aim of this intervention is to restore the structural integrity of damaged
members, an improvement of the condition state CS1 or CS2 is expected;

• Sealing construction joints is a preventive maintenance aiming at to preventing the accumula-
tion of debris, ingress of water and other contaminants. This maintenance leads to a reduction
of the deterioration rate 80% during a period of time of 1 to 5 years;
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• Crack sealing by injection of epoxy resin-based is a corrective maintenance that aiming at
restoring structural integrity of damaged members, should be seen as a remedial measure to
prevent further deterioration and additional measures should be performed. With this mainte-
nance, a reduction of the deterioration rate 90% during a period of time of 0.5 to 3 years can be
achieved;

• Replacement of waterproof membrane is a corrective maintenance, intending to protect rein-
forcing steel against water and chloride ingression. This maintenance allows suppressing the
deterioration process for a period of time of 1 to 2 years and reducing the deterioration rate
90% during 2 to 4 years.

For bearings, a set of four main maintenance activities was defined by Ascendi technical staff (Guimarães
and Matos, 2015):

• Cleaning operations is a preventive maintenance that allows the suppression of the deterioration
process for a period of time of 0.5 to 2 years. This intervention includes the removal of debris,
contaminants and pressure washing, allowing a proper movement of the superstructure;

• Maintenance of the bearings is a preventive maintenance that allows suppressing the deteriora-
tion process for a period of time of 2 to 4 years;

• Total repair of the bearings is a corrective maintenance that allows improving the condition
state to CS2;

• Replacement of the bearings is a corrective maintenance that improves the condition state to
CS1. This maintenance is applied when there is excessive deformation and the total repair
activity is not deemed cost effective.

In this study, the condition, standard deviation and cost profiles are computed using the Monte Carlo
simulation with 50 000 samples.

5.6.1 Pre-stressed concrete decks

The results presented in this section describe the effect of three maintenance strategies on the perfor-
mance of pre-stressed concrete decks. In this study, only maintenance actions that correct spalling
defects were analysed.

The three maintenance strategies considered are:

1. Partial or full-depth concrete repair (Maintenance D5);

2. Combination of partial or full-depth concrete repair (Maintenance D5) and minor patching
(Maintenance D4);

3. Combination of partial or full-depth concrete repair (Maintenance D5), minor patching (Main-
tenance D4) and spot painting of concrete elements (Maintenance D2).

The effects of the maintenance actions on the performance of pre-stressed concrete decks, as well as,
the range of applicability values and associated costs, are presented in Table 5.18.

In maintenance strategy 1, Maintenance D5 is applied when decks have the highest deterioration
level (i.e. exposure of the reinforcement bars). The repair method of the damaged members involves,
concrete removal, reinforcement preparation, and concrete placement (Guimarães and Matos, 2015).
According to experts’ judgement, it is considered that the member achieves a poor condition when it
reaches the CS3 or higher.

Maintenance strategy 2 is composed by Maintenance D5 and D4. In this maintenance strategy, Main-
tenance D4 is applied when the damage severity is low without exposure of the reinforcement bars.
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This type of maintenance is applied when an inspection is performed and the component is in CS1
or CS2. Maintenance D5 is applied when the component presents the high level of deterioration, as
defined for maintenance strategy 1.

Finally, maintenance strategy 3 is composed by Maintenance D5, D4 and D2. Spot painting (Main-
tenance D2) is applied in lower deterioration levels (CS1 and CS2). As can be seen from Table 5.18,
Maintenance D4 and D2 have the same application zone, however the level of intervention of each
maintenance action is different. Maintenance D2 intends to prevent chloride penetration into the con-
crete, while Maintenance D4 is applied when chloride already penetrated into the concrete but the
damage severity is low. So, the aim of Maintenance D4 is to prevent deterioration from reaching the
reinforcing bars. Therefore, in this maintenance strategy, the application zones of the three mainte-
nance were slightly altered in relation to those initially defined by the specialists: application zone of
Maintenance D2 is the same (CS1 or CS2), Maintenance D4 is applied in CS3, while Maintenance
D5 is applied when the component reaches CS4 or CS5. The direct costs of each maintenance action
are shown in Table 5.18.

Regarding restrictions, it is assumed that after two consecutive spot painting interventions (Mainte-
nance D2), this maintenance is no longer efficient, making it necessary to apply a minor patching
intervention (Maintenance D4). It is also considered that after two consecutive minor patching in-
terventions (Maintenance D4), this maintenance is no longer efficient making it necessary to apply
a partial or full-depth concrete repair intervention (Maintenance D5) in order to recover the defect.
Regarding the restrictions of the reset transitions, when Maintenance D5 is applied, the number of D4
and D2 interventions is initialized.

The transitions times that specify the movement between different deterioration levels of pre-stressed
concrete decks, denoted by transitions t1 - t5 in Figure 5.10, are assumed to follow Weibull distri-
butions with parameters (αi,βi), with i = 1,2,3,4,5. The parameters are shown in Table 5.20. The
Weibull distribution was chosen as the appropriate distribution to sample the transitions times through
the study of the deterioration characteristics carried out in Section 5.5.1.

Table 5.20 – Parameters of the Weibull distribution – Pre-stressed concrete decks

Transition t1 t2 t3 t4 t5
αi 2.8330 23.6165 16.9646 11.2627 3.7143
βi 0.4419 0.7653 0.8647 7.9990 7.0281

Regarding to periodicity of inspections, it is defined that regular inspections are performed, in order
to reveal the true condition of the bridge components. It is assumed the time interval between inspec-
tions follows a triangular distribution with 5, 6, and 7 years representing the minimum, mode, and
maximum values, respectively. This values were defined based on experts’ judgement.

A 150-year time horizon and a deck in a perfect condition at the beginning of the analysis were as-
sumed. Figure 5.11 shows the results computed, in terms of mean and standard deviation of condition
state, for the three maintenance strategies previously defined. A fourth maintenance strategy in which
the range of applicability of the maintenance strategy 1 is reduced to CS4 – CS5 was added in order
to evaluate the consequences of applying a maintenance action sooner or later in terms of mean con-
dition state and costs. In Figure 5.12, the mean and standard deviation of cumulative costs for the
three maintenance strategies, considering 0 and 5% annual discount rate are presented, as well as the
results obtained when the application zone of the maintenance strategy 1 is reduced to CS4 – CS5. In
this work, the mean cumulative costs are used as a simple measure to compare different maintenance
strategies.

As shown in Figure 5.11, any of the defined maintenance strategies has a significant impact on the
mean condition state in comparison with the profile without maintenance, keeping the mean condition
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Figure 5.11 – Comparison of the predicted future condition profile over time for all maintenance
strategies considered – Pre-stressed concrete decks

state almost constant during the entire lifetime. Figure 5.11(a) shows that maintenance strategies 1
and 2 are the most effective in terms of reducing the effect of deterioration on mean condition state. In
these two maintenance strategies, the deck has, on average, a condition state of 1.5 and the dispersion
of results range, on average, between 0.6 and 0.8.

If, on the other hand, the mean cumulative costs are compared (Figure 5.12), these two maintenance
strategies are the most expensive. By observing the effects of these two maintenance strategies (Ta-
ble 5.18), it is possible to verify the reason of their lack of effectiveness. The higher costs of both
maintenance strategies is a direct consequence of the application of the corrective Maintenance D5.
Although the application of Maintenance D5 increases the lifetime of the deck, this maintenance is
extremely expensive. One way to reduce the costs of this maintenance strategy is the inclusion of
preventive maintenance, that will allow the reduction of frequency of application of Maintenance D5
and keep the deterioration level at acceptable levels. However, in maintenance strategy 2, Mainte-
nance D4 is not very effective, since the period of time that the deterioration process is suppressed,
td , is short, reducing its impact on the average condition state of the deck.

This can be verified by the results present in Figures 5.13 and 5.14. These figures show, respectively,
the distribution of the number of interventions for the maintenance strategy 1 and 2. According to
these results, for a time horizon of 150 years, there are, on average, 3.2 partial or full-depth concrete
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Figure 5.12 – Cumulative cost profiles for three maintenance strategies considered. Black/green lines
represent the mean cumulative cost and the gray/light green lines the standard deviation of the mean
cumulative cost – Pre-stressed concrete decks

repair interventions (Maintenance D5) for the maintenance strategy 1, and, for the maintenance strat-
egy 2, there are, on average, 6.8 minor patching interventions (Maintenance D4) and 3.3 partial or
full-depth concrete interventions (Maintenance D5). As it can be seen, the combination of the preven-
tive Maintenance D4 with the corrective Maintenance D5 does not reduce the number of application
of Maintenance D5.

However, if results obtained for maintenance strategy 3 are compared with those obtained for main-
tenance strategy 1 and 2, it is clear that the inclusion of Maintenance D2 leads to a reduction of the
number of applications of Maintenance D5 and, consequently, of the mean cumulative costs. By
observing Figure 5.11, it can be seen that mean condition state of the component is worse than for
maintenance strategy 1 and 2. For this maintenance strategy, the deck has, on average, a condition
state of 2.2 and the dispersion of results are between 0.9 and 1.0. However, the components continue
to present acceptable deterioration levels, and the mean cumulative costs is about 60% lower than
that observed for maintenance strategy 2 and about 20% lower than that for maintenance strategy 1
(Figure 5.12(a)).

Figure 5.15 shows the distribution of the number of interventions for the maintenance strategy 3. For
a time horizon of 150 years, there are, on average, 4.6 spot painting interventions (Maintenance D2),
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Figure 5.13 – Number of interventions for maintenance strategy 1 – Pre-stressed concrete decks
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Figure 5.14 – Number of interventions for maintenance strategy 2 – Pre-stressed concrete decks

4.3 minor patching interventions (Maintenance D4) and 1.9 partial or full-depth concrete interventions
(Maintenance D5). The inclusion of Maintenance D2 allows reducing, considerably, the number of
applications of Maintenance D5 and D4 without a significant impact on the average condition state.
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Figure 5.15 – Number of interventions for maintenance strategy 3 – Pre-stressed concrete decks



96 CHAPTER 5. CASE STUDY 1: APPLICATION TO BRIDGES

Finally, if the four maintenance strategies plotted in Figures 5.11 and 5.12 are compared, maintenance
strategy 4 shows the best relationship between mean condition state and associated costs. However,
maintenance strategy 4 includes only corrective maintenance. Furthermore, if indirect costs are con-
sidered small-scale maintenance solutions are more attractive than corrective maintenance actions of
greater impact. This approach will increase the attractiveness of solutions that, although associated
with higher costs, result in lower impact on users, like conducting interventions at night or weekend.

It should also be mentioned that the cumulative costs have a very significant dispersion, due to the
dispersion in the cost of each application, time of application and number of applications. Usually,
decision-makers are more interested to knowing the maximum likely cost (i.e. the cost characterized
by 5% probability of being exceeded, C0.95) than the mean cost, as this allows making maintenance
planning with greater level of confidence (Neves and Frangopol, 2005). In Figure 5.16, the 50-, 90-
, 95-, and 99-percentiles of the cumulative cost for the four maintenance strategies considering an
annual discount rate of 5% are presented. The median cumulative costs are relatively close to the
mean. However, when the 95-, and 99-percentiles are considered, the cumulative costs becomes two
to five times higher than the mean cost. Furthermore, when the 95-, and 99-percentiles are compared,
the maintenance strategy 3 shows lower costs when compared to maintenance strategy 1 and 2, and
similar costs comparatively to maintenance strategy 4.
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Figure 5.16 – Percentiles of cumulative costs for the four maintenance strategies, where C0.50, C0.90,
C0.95, and C0.99 are the 50-, 90-, 95-, and 99-percentiles of the cumulative cost, respectively, consid-
ering an annual discount rate of 5% – Pre-stressed concrete decks

5.6.2 Bearings

With regard to the performance of the bearings, three maintenance strategies are analysed. In this
study, only maintenance actions that correct corrosion defects in metallic bearings were analysed.

1. Replacement of the bearings (Maintenance B4);

2. Combination of replacement of the bearings (Maintenance B4) and repair of the bearings’ com-
ponent (Maintenance B3);
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3. Combination of replacement of the bearings (Maintenance B4), repair of the bearings’ compo-
nent (Maintenance B3) and maintenance of the bearings’ component (Maintenance B2).

The effects of the maintenance actions on the performance of the bearings, as well as, the range of
applicability values and associated cost are presented in Table 5.19.

In strategy 1, Maintenance B4 is applied when bearings have the highest deterioration level and repair
of the bearings is no longer effective. In this work, it is considered that the bearings are replaced
when the deterioration level reaches CS5. Maintenance strategy 2 is composed by Maintenance B4
and B3. In this maintenance strategy, Maintenance B3 is applied when the bearings have the high
deterioration but their functionality can be restored by repairing them. It is composed by a set of
cost-effective activities that involve jacking the superstructure, cleaning seats, replacement of failed
components, lubricate sliding surfaces and spot paint applying protective coatings against corrosion.
This type of maintenance is performed when the deterioration level reaches CS4. Maintenance B4
is applied when repair of the bearings is no longer effective, as explained in maintenance strategy
1. Finally, maintenance strategy 3 is composed by Maintenance B4, B3, and B2. Maintenance B2
includes cleaning and lubrication operations, applied when damage severity is low. This type of
maintenance is applied when an inspection is performed and the bearings is in CS1, CS2 or CS3.

It is assumed that after three consecutive maintenance interventions (Maintenance B2), this main-
tenance action is no longer efficient, making it necessary to perform a total repair of the bearings
(Maintenance B3). It is also considered that at the end of two repairs of the bearings (Maintenance
B3), this maintenance is no longer efficient, and it is necessary to replace the bearings (Maintenance
B4). Regarding the restrictions of the reset transitions: (i) when total repair of the bearings (Mainte-
nance B3) is applied the number of Maintenance B2 is initialized; and (ii) when replacement of the
bearings (Maintenance B4) is performed the number of Maintenance B2 and B3 is initialized.

The transitions times that specify the movement between different deterioration levels of bearings,
denoted by transitions t1 - t5 in Figure 5.10, are assumed to follow Weibull distributions with param-
eters (αi,βi), with i = 1,2,3,4,5. The parameters are shown in Table 5.21. The Weibull distribution
was chosen as the appropriate distribution based on results presented in Section 5.5.2.

Table 5.21 – Parameters of the Weibull distribution – Bearings

Transition t1 t2 t3 t4 t5
αi 4.0684 16.0919 10.9700 7.8474 8.0651
βi 0.9083 0.8228 1.7448 4.0905 6.2982

Regarding the periodicity of inspections, it is defined that the interval between inspections follows a
triangular distribution with 5, 6, and 7 years representing the minimum, mode, and maximum values,
respectively. This values were defined based on experts’ judgement.

For bearings, the condition profile obtained for the three maintenance strategies and without mainte-
nance are presented in Figure 5.17. Regarding the results obtained, as for the pre-stressed concrete
decks, it is possible to stress out that any of the defined maintenance strategies has a significant im-
pact on the mean condition profile, keeping the mean condition state almost constant during the entire
lifetime. For all maintenance strategies, the mean condition state of the bearings over time varies
between 2 and 2.5. In terms of dispersion of results, the values range, on average, between 0.6 and
1.3, with maintenance strategy 1 resulting in larger dispersion.

Figure 5.18 compares the mean cumulative costs of the three maintenance strategies, considering
annual discount rates of 0 and 5%. The direct costs of each maintenance action are shown in Table
5.19. Figures 5.17 and 5.18 show that maintenance strategy 2 leads to lower mean cumulative cost
and, consequently, better relationship between performance and cost. However, as mentioned before,
the decision-makers are also interested in estimating the maximum likely cost. Figure 5.19 shows
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Figure 5.17 – Comparison of the predicted future condition profile over time for all maintenance
strategies considered – Bearings

that the medians of the cumulative cost are relatively close to the mean, but, the 95- or 99-percentiles
are significantly higher than the mean cost. Furthermore, when 95- or 99-percentiles are compared,
the maintenance strategy 3 shows lower costs, showing that the realization of maintenance works is
essential to keep the bearings in a serviceable condition during their lifetime.

Figures 5.20, 5.21, and 5.22 show the distribution of the number of interventions for the three main-
tenance strategies. The combination of preventive and corrective maintenance reduces the number of
application of Maintenance B4, and, consequently, the maintenance costs. According to these results,
for a time horizon of 150 years, there are, on average, 2.8 bearings’ replacement (Maintenance B4)
for the maintenance strategy 1. For the maintenance strategy 2, there are, on average, 3.6 bearings’
repair (Maintenance B3) and 1.3 bearings’ replacement (Maintenance B4). And, for the maintenance
strategy 3, there are, on average, 11.1 bearings’ maintenance (Maintenance B2), 2.1 bearings’ repair
(Maintenance B3) and 0.9 bearings’ replacement (Maintenance B4).
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Figure 5.18 – Cumulative cost profiles for three maintenance strategies considered. Black lines repre-
sent the mean cumulative cost and the gray lines the standard deviation of the mean cumulative cost
– Bearings

5.7 Summary

In this chapter, Markov chains and Petri nets are used to develop deterioration models for bridge
components. Markov chains are used to verify the Petri net model and evaluate the size of the samples.
The obtained results show that Petri nets allow a more accurate prediction of future deterioration, due
to their ability to consider multiple probability distributions. From the results of the probabilistic
analysis, four main conclusions can be drawn:

• Firstly, the Exponential distribution do not describe adequately the transition between the more
advanced deterioration states. The poor fit of the Exponential distribution can be explained
by: (a) the limitation of being a one-parameter distribution that may contribute to the difficulty
in modelling the deterioration process; and (b) the rare or non-existent elements in the more
advanced deterioration states that influence the performance of the optimization algorithm;

• Secondly, the Lognormal distribution, also, does not describe adequately the transition between
the more advanced deterioration states. The poor fit of the Lognormal distribution is, mainly,
related with the low number of elements in the database. The Lognormal distribution shows
unrealistic mean times in each condition state, which leads to believe that the Lognormal need
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Figure 5.19 – Percentiles of cumulative costs for the three maintenance strategies, where C0.50, C0.90,
C0.95, and C0.99 are the 50-, 90-, 95-, and 99-percentiles of the cumulative cost, respectively, consid-
ering an annual discount rate of 5% – Bearings
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Figure 5.20 – Number of interventions for maintenance strategy 1 – Bearings

much more observations to estimate, properly, the parameters that best describe the process of
deterioration;

• Thirdly, in terms of predicted future condition profile and predicted probabilities, Gumbel and
Normal distribution show results very close to the results obtained by the Weibull distribution
(Figures 5.6 and 5.8). However, the log-likelihood values and the mean relative errors are worse
for these distributions;

• Finally, for both bridge elements, the Weibull distribution shows a minor log-likelihood value
and, consequently, a better fit to the historical data.

In the maintenance model, to evaluate the performance of bridges’ component, four maintenance
strategies were considered for pre-stressed concrete decks ad three for bearings. For both bridges’
component, the Weibull distribution was chosen as the appropriate distribution to sample the tran-
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Figure 5.21 – Number of interventions for maintenance strategy 2 – Bearings
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Figure 5.22 – Number of interventions for maintenance strategy 3 – Bearings

sitions times in the deterioration process, and the triangular distribution was chosen as the proper
distribution to set the inspections times. The choice of the Weibull distribution was performed based
on the results obtained in the probabilistic analysis performed in this same chapter, while the Trian-
gular distribution was defined based on experts’ judgement.

Through the analysis of the predicted future condition profiles over time, it is possible to observe
that any of the defined maintenance strategies, for both components, has a significant impact on the
mean condition level comparing with the profile without maintenance. For pre-stressed concrete
decks, maintenance strategy 4 is the one that shows better relationship between performance and
cost. However, in order to keep the bridge deck in a safe and serviceable condition during their
lifetime, the realization of preventive maintenance is important, because it allows owners to know
the correct condition state of the structure and to intervene at the best moment, avoiding that the
bridges suffer serious structural damage that endanger the lives of users. Furthermore, when the 95-,
and 99-percentiles of the cumulative cost for the four maintenance strategies are compared, it can be
observed that maintenance strategy 3 presents minor costs than maintenance strategy 1 and 2, and
similar costs to maintenance strategy 4, and continues to present an acceptable deterioration level.
Regarding bearings, from Figures 5.17 and 5.18 it can be seen that maintenance strategy 2 is the one
that shows better relationship between performance and cost. But, if the 95- or 99-percentiles are
analysed (Figure 5.19), it becomes clear that the cumulative costs of maintenance strategy 3 are not
too far, and it is likely that, in the long-term, maintenance strategy 3 is the one that presents the best
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relation between performance and cost. Furthermore, in order to keep the bearings in a serviceable
condition during their lifetime, the realization of maintenance works is fundamental.



Chapter 6

Case Study 2: Application to Ceramic
Claddings

6.1 Introduction

The deterioration Petri net model developed in Section 4.2 is applied to analyse the deterioration
process of a sample of 195 ceramic claddings. The information present in the database is based only
on visual inspection records of adhesive ceramic cladding systems with no cultural value located in
Lisbon, Portugal. Each place illustrated in Figure 6.1 represents one of the five deterioration levels
proposed by Gaspar and de Brito (2008b, 2011), which classify the degradation condition of ceramic
claddings.

p2 p3 p4 p5
t1 t2 t3 t4p1

Figure 6.1 – Petri net scheme of the deterioration model for claddings

Firstly, Petri net model is used to predict the deterioration of claddings over time and to understand
how the different environmental exposures contribute to the overall degradation. The probabilistic
analysis is performed into two phases. In the first phase, the complete sample is analysed. The five
probabilistic distribution studied Chapter 5 are fitted to the complete sample and the best distribution
is identified. In the second phase, the original sample is divided according to four environmental
characteristics: exposure to damp, distance from the sea, orientation and wind-rain action. These
four characteristics were considered the most relevant to explain the degradation. Following this, an
inference analysis is performed to examine the impact of the environmental characteristics considered.
After that, the Petri net maintenance model is applied to analyse the consequences of alternative
maintenance strategies to control deterioration patters in ceramic claddings. The maintenance model
described can be considered a full life-cycle model that includes not only the deterioration process,
but also inspections, maintenance and renewal processes.

It should be noted that, for each cladding described in the historical database, only the initial and final
condition level are known. It is assumed that, at time zero, the cladding is in the most favourable
condition level (Level A) while the final condition level corresponds to the condition level at the
time of inspection. The condition, standard deviation, probabilistic distribution and cost profiles are
computed using the Monte Carlo simulation with 50 000 samples.

103
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6.2 Classification of the degradation condition

Nowadays, there are various methods of assessing the deterioration state of façades (Shohet et al.,
2002; Shohet and Paciuk, 2004; Gaspar and de Brito, 2008b). The method used in this study to asset
the deterioration state is a discrete scale proposed by Gaspar and de Brito (2008b, 2011). The authors
propose a qualitative and quantitative scale. The qualitative scale is based on the evaluation of the
physical and visual condition of the sample analysed. The defects associated with ceramic claddings
are divided into five levels, from Level A (no visual deterioration – most favourable situation) to Level
E (worst condition level). The quantitative scale, called severity of degradation, Sw, is obtained as the
ratio between the extent of the façade degradation, weighted as a function of the degradation level
and the severity of the defects, and a reference area, equivalent to the maximum theoretical extent of
the degradation for the façade in question:

Sw =
∑(An× kn× ka,n)

A× k
(6.1)

where Sw is the degradation severity of the coating, expressed as a percentage; kn is the multiplying
factor of anomaly n, as a function of their degradation level, within the range K = {0,1,2,3,4};
ka,n is a weighting factor corresponding to the relative weight of the anomaly detected (ka,n ∈ R+);
ka,n = 1 by default; An is the area of coating affected by an anomaly n; A is the façade area; and k
is the multiplying factor corresponding to the highest degradation level of a coating of area A. For
more details on the classification system an interested reader is kindly referred to Gaspar and de Brito
(2008b, 2011) and Bordalo et al. (2011).

All the defects considered for ceramic claddings such as the qualitative and quantitative scales are
summarized in Table 6.1.

6.3 Probabilistic analysis

Similarly to the bridge’s component (Section 5.5), for ceramic claddings five distributions were also
analysed. The condition, standard deviation and probabilistic distribution profiles are computed using
the Monte Carlo simulation with 50 000 samples.

Table 6.2 shows the optimal parameters obtained for all probability distribution analysed, as well
as, the log-likelihood computed for each set of optimal parameters. Table 6.3 shows the number of
observed and predicted ceramic claddings in each condition level for each probability distribution, as
well as, the relative error obtained for each case. The light and dark gray cells indicate the distributions
with smaller and larger relative errors, respectively, for each condition level.

One of the main conclusions that can be drawn from these results is that two-parameter distributions
(Weibull, Lognormal, Gumbel and Normal) have a better fit to the historical data (Table 6.2). All
these four distributions resulted in a better log-likelihood value than the exponential distribution.
The good agreement between distributions and historical data also is visible when the number of
observed and predicted claddings are compared (Table 6.3). The number of observed and predicted
claddings are close, even in the Exponential distribution. In a more detailed analysis, it can be seen
that all distributions have a tendency to overestimate the number of claddings in Level A and C, and
underestimate those in Level B, D and E.

In terms of relative error (Table 6.3), the values obtained are, in most cases, less than 10%. The
extreme conditions levels (Level A and E) are those with larger errors; in Level A, the largest er-
rors occur for Normal distribution (24.3%) and Weibull distribution (11.2%); in Level E, the largest
errors occur for Normal distribution (29.1%), Weibull distribution (23.0%) and Gumbel distribution
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Table 6.1 – Degradation conditions for ceramic claddings (Silva et al., 2016c)

Degradation Defects % of cladding Severity of
level are affected degradation

Level A No visible
degradation

Sw ≤ 1

Level B Visual or surface
degradation
defects

- Small surface craters ≤ 10 1 < Sw ≤ 6

Level C Visual or surface
degradation
defects

- Small surface craters
- Biological growth

> 10 and ≤ 50
≤ 30

6 < Sw ≤ 20

Cracking - Cracking with no
predominant direction

≤ 30

Joint
deterioration

- Without loss of filing
material

≤ 30

- With loss of filing
material

≤ 10

Detachment - Loss of adherence ≤ 20
Level D Visual or surface

degradation
defects

- Small surface craters
- Biological growth

> 50
> 30

20 < Sw ≤ 50

Cracking - Cracking with no
predominant direction

> 30 and ≤ 50

Joint
deterioration

- Without loss of filing
material

> 30 and ≤ 50

- With loss of filing
material

> 10 and ≤ 30

Detachment - Loss of adherence
- Localized detachment

> 20
≤ 10

Level E Cracking - Cracking with no
predominant direction

> 50 Sw > 50

Joint
deterioration

- Without loss of filing
material

> 50

- With loss of filing
material

> 30

Detachment - Generalized
detachment

> 10

(21.3%). It must be noted that these two condition levels are those less represented in the sample.
However, analysing the mean relative error for all condition levels, the Lognormal distribution is the
one that has lower mean relative error (5.4%). The Weibull distribution, which is the one with the
smallest log-likelihood value, presents a mean relative error for all condition levels of 8.9% (third
lower value).

Silva et al. (2016c) used Markov chain models to analyse the same database. The values of the
parameters obtained by Markov chains and by Petri nets with the Exponential distribution are very
similar (Table 6.4). The largest differences occur for the transition t4. The reason for this difference is
the small number of elements present in the Level E. The differences obtained in the others parameters
are due to sampling errors associated with the Monte Carlo simulation. Taking into account the results
obtained by Petri nets, it is confirmed that there is a likeness between both models and the proposed
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Table 6.2 – Optimal parameters obtained for all probability distribution analysed

Parameters Exponential Weibull Gumbel Lognormal Normal
Mean t1 6.69 6.84 6.70 6.39 7.70
(years) t2 24.88 23.50 22.72 24.51 22.70

t3 39.93 22.60 22.72 23.95 22.13
t4 317.60 31.46 38.90 3.34×104 37.12

Standard t1 6.69 6.24 5.57 6.59 5.80
deviation t2 24.88 12.37 13.79 17.73 12.08

t3 39.93 1.42 2.55 0.54 0.32
t4 317.60 1.93 13.07 1.52×106 9.53

− logL 180.2441 160.1749 160.8896 162.3466 160.6454

Table 6.3 – Number of observed and predicted claddings in each condition level for each probability
distribution and mean error obtained for each probability distribution

Probability distribution Level A Level B Level C Level D Level E
Observed 15 70 64 43 3
Predicted Exponential 16.40 64.88 67.30 43.86 2.56

Weibull 16.69 67.12 66.76 42.12 2.31
Gumbel 16.24 64.14 66.95 45.31 2.36
Lognormal 15.65 66.67 68.32 41.59 2.77
Normal 18.64 65.63 65.97 42.64 2.13

Relative Exponential 9.3 7.3 5.2 2.0 14.5
error [%] Weibull 11.2 4.1 4.3 2.0 23.0

Gumbel 8.3 8.4 4.6 5.4 21.3
Lognormal 4.4 4.8 6.7 3.3 7.7
Normal 24.3 6.2 3.1 0.8 29.1

model is suitable to evaluate the degradation of ceramic claddings.

Table 6.4 – Comparison of the optimal parameters of the Markov chains and Petri nets models (Ex-
ponential distribution)

Parameters Markov chains Petri nets
(Exponential)

Mean t1 6.58 6.69
(years) t2 24.81 24.88

t3 39.68 39.93
t4 100.00 317.60

Standard t1 6.58 6.69
deviation t2 24.81 24.88

t3 39.68 39.93
t4 100.00 317.60

− logL 183.8355 180.2441

Figure 6.2(a) presents the mean condition profile over time for all probability distributions analysed.
The profiles obtained for the five distributions can be divided into three groups. The first group is
constituted by Exponential distribution. The profile computed using the Exponential distribution is
quite distinct from the other four profiles. This distribution shows a profile with a simple parabolic
shape without inflection points. The second group is composed by the Weibull, Gumbel and Normal
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distributions. The profiles of these three distributions are very similar throughout the time horizon,
with a clear change in concavity when there is transition of condition level. Finally, the third group
is formed by Lognormal distribution. The profile obtained by this distribution is a mixture of the two
types of profiles refer above. The profile of the Lognormal distribution is very similar to the profiles
of the distributions in group 2 during the first transitions (Level A to B, Level B to C and Level C to
D). The major difference lies in the transition between Level D and E, where the profile shows more
likeness to the profile of the Exponential distribution. In terms of dispersion of results, Figure 6.2(b),
the values are low, and any of the two-parameter distributions has lower dispersion values over the
time horizon than the exponential distribution.
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Figure 6.2 – Comparison of the predicted future condition profile over time for all probability distri-
bution analysed. Mean and standard deviation are computed considering a correspondence between
the condition scale and an integer scale between 1 and 5

Figure 6.3 shows the probabilistic distribution of all degradation condition levels over time. The dif-
ferences between probability distribution identified above are also visible in these plots. For Level
A, the predicted probabilities for all distributions are similar; probability is equal to 1 at t = 0 and
decreases over time; at year 30 the probability of a ceramic cladding be at level A is close to zero
(Figure 6.3(a)). Furthermore, it can be observed that between years 5 and 7 the probability of belong-
ing to either Level A or B is practically the same for all distributions, the results show that during this
time interval there is a transition from Level A to B. From Level B, it is possible to see differences
between the three groups of distribution defined above; between years 12 and 16 the maximum prob-
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ability of a cladding belonging to Level B is attained, however the maximum probability obtained
through the Exponential distribution is about 15-20% lower (Figure 6.3(b)). When using an Expo-
nential distribution, there is transition from Level B and C around year 22 while to the two-parameter
distributions transition between Level B and C occurs six years later (around year 28). The maximum
probability of belonging to the Level C is close to 0.50 for the Exponential distribution while for other
distributions it varies between 0.70 and 0.80. After the maximum probability is achieved, the slope
of the Exponential distribution is relatively softer, when compared with the other distributions. The
transition between Level C and D occurs around year 54 for the two-parameter distributions and for
Exponential distribution it occurs, approximately, thirteen years later (around year 67). The largest
differences between distributions are obtained for Level D (Figure 6.3(d)) and E (Figure 6.3(e)). The
Exponential and Lognormal distributions, during the time horizon analysed, never result in a tran-
sition between these two condition levels. For the Weibull and Normal distributions, the transition
between condition levels occurs around year 84 and for Gumbel distribution occurs around year 90.

0 20 40 60 80 100 120
0

0.2

0.4

0.6

0.8

1

Time [years]

P
re

di
ct

ed
 p

ro
ba

bi
lit

ie
s

 

 

Exponential
Weibull
Gumbel
Normal
Lognormal

(a) Condition Level A

0 20 40 60 80 100 120
0

0.2

0.4

0.6

0.8

1

Time [years]

P
re

di
ct

ed
 p

ro
ba

bi
lit

ie
s

(b) Condition Level B
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(c) Condition Level C
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(e) Condition Level E

Figure 6.3 – Comparison of the probabilistic distribution for each condition state over time –
Claddings

From these results, it can be seen that the Exponential and Lognormal distributions do not describe
adequately, principally, the transition between the two worst conditions levels. The poor fit of the
Exponential distribution can be explained by a limitation of the distribution. The Exponential distri-
bution has only one parameter and this may contribute to the difficulty in modelling the deterioration
process. For the Lognormal distribution, the poor fit is related to the low number of claddings ob-
served in the database in Level E (only 3 elements, Table 6.3). The results show that the low number of
observations is insufficient for properly estimate the parameters of the Lognormal distribution. How-
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ever, it should be mentioned that the time horizon in the plots is not realistic for ceramic claddings
as this type of material is not design for such a long time horizon so great. In terms of durability, it
is expected that this type cladding requires maintenance actions around year 50 (Level D represents
a minimum accepted level of performance) and until this year there is a good fit of the Lognormal
distribution.

6.4 Probabilistic analysis according to exposure

The different environmental exposures that a cladding is subjected have a significant effect on deteri-
oration. To understand how the environment contributes to the overall degradation, the most relevant
characteristics influencing the degradation of claddings were analysed: exposure to damp, distance
from the sea, orientation and wind-rain action.

The results obtained in the analysis for different characteristics are shown in Table 6.5 and Figures 6.4
to 6.7. Table 6.5 shows the probability of belonging to each condition as a function of the variables
considered and Figures 6.4 to 6.7 present the predicted future condition profile over time for each
exposure. The predicted future condition profile for each variable is obtained through the distribution
that has the lowest normalized log-likelihood value (Table 6.5).

The normalized log-likelihood, l̂, is obtained through the division of the logarithm of the likelihood,
logL, by the number of elements present in the sample, ns (Equation 6.2). The obtained value repre-
sents the expected log-likelihood of a single element in the model.

l̂ =
− logL

ns
(6.2)

The differences between the normalized log-likelihood values of all the variables are not very high.
The lowest value is obtained for Orientation – South (0.6006) and the largest for Orientation – West
(0.8626). These results show that variable Orientation – South is the one that has a better fit to the
historical data.

6.4.1 Exposure to damp

Dampness associated with salt leaching can cause aesthetic degradation and/or structural damage to
exterior building façades (Rirsch et al., 2011). The presence of moisture on a façade can start cracking
of the surface, and biological growth, among other defects (Silva et al., 2016d).

Relatively to exposure to damp, claddings are divided into low and high exposure to damp. The
distinction was made between buildings located in areas without the influence of prevailing winds
from sea or rivers (low exposure to damp), and buildings located in areas under direct influence
of prevailing winds from the sea or from a river front (high exposure to damp) (Gaspar, 2009; Silva
et al., 2016d). The samples for low and high exposure to damp are composed by 111 and 84 elements,
respectively. The predicted future condition profile according to exposure to damp is shown in Figure
6.4.

The results show that the claddings with low exposure to damp are more prone to remain in lower
degradation conditions (Level A and B) and none of these claddings evolves to the worse condition
level (Level E). However, claddings with high exposure to damp show higher probability of belonging
to the most unfavourable conditions levels (P(Level ≥C) = 70.6%).
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Figure 6.4 – Predicted future condition profile over time – Exposure to damp

6.4.2 Distance from the sea

Proximity to the sea can be particularly damaging to ceramic claddings. Sea spray driven by the
wind causes the progressive deposition of ions on the external surfaces of structures which, by ionic
diffusion, penetrate the interior of the material. The penetration of the ions causes deterioration of the
physical infrastructure, affecting durability and reducing the service life (Hossain et al., 2009; Silva
et al., 2016d)

Figure 6.5 presents the predicted mean condition profile according to distance from the sea. For this
environmental characteristic, claddings are divided into three sets: close to the sea (less than 1 km),
far from the sea (more than 5 km) and an intermediate position (between 1 and 5 km). The samples
for the sets less than 1 km, between 1 and 5 km, and more than 5 km are composed by 77, 62 and 56
elements, respectively.

The influence of the sea in the overall condition of the claddings is very clear. The claddings located
close to the sea have significantly higher probability of belonging to the most unfavourable condi-
tions levels (P(Level ≥C) = 71.7%). This tendency decreases with the distance from the sea. The
probability of a cladding belonging to the most unfavourable conditions are 62.8% and 29.9% for the
intermediate and far from the sea, respectively.
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Figure 6.5 – Predicted future condition profile over time – Distance from the sea
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6.4.3 Orientation

Regarding orientation, claddings are divided into the four main cardinal directions: North, East,
South, and West. The number of elements of each set are, respectively, 58, 40, 41 and 43. In this
analysis, claddings in intermediate directions (Northeast, Southeast, Southwest, and Northwest) are
ignored because the size of the sample was very small. The predicted mean condition profile accord-
ing to orientation is shown in Figure 6.6.

According to Gaspar (2009), in Portugal, North and West are the most aggressive directions, because
North is more humid and cold and West presents dominant winds and a higher probability of occur-
rence of wind-rain action. In this study, it was verified that claddings with orientation to North show
higher probability of belonging to the most unfavourable conditions levels (P(Level ≥C) = 68%),
but claddings with orientation to West are more prone to remain in lower condition levels with a
probability of 50.2%.
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Figure 6.6 – Predicted future condition profile over time – Orientation

6.4.4 Wind-rain action

The combined action of wind and rain changes the trajectory of raindrops, the way they impact the
building’s façade and the pattern of runoff flow along the surface (Choi, 1999). In this study, the
quantification of driven-rain incidence is associated with level of protection of the façade.

According to Gaspar (2009), the level of protection takes into consideration the height of the building
and the density of ground occupation in the surrounding area:

• Low exposure – for low-rise buildings (up to two storeys high), in densely populated areas,
protected from prevailing winds by other buildings, adjacent hills or vegetation;

• Moderate exposure – for medium-to-high buildings, in populated urban areas, protected from
prevailing winds by other buildings, adjacent hills or vegetation;

• High exposure – for buildings with more than four storeys or in open country or crossroads.

The samples for low, moderate and high exposure are composed by 45, 97 and 53 elements, respec-
tively. Figure 6.7 presents the predicted mean condition profile according to wind-rain action.

From the results it can be observed that claddings with high exposure to the combined action of wind
and rain have a lower probability of belonging to the most favourable conditions levels (P(Level ≤ B)=
26.3%). However, claddings with a moderate wind-rain action have a higher probability of belonging
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to the most favourable conditions levels (P(Level ≤ B) = 50.9%). The low wind-rain action also is
prejudicial to the conservation of the ceramic claddings.

0 20 40 60 80 100 120

A

B

C

D

E

Time [years]

C
on

di
tio

n 
st

at
e

 

 

Low
Moderate
High

Figure 6.7 – Predicted future condition profile over time – Wind-rain action

6.5 Statistical analysis

To ensure the validity of the models proposed in this study, is it relevant to examine the independence
of the variables considered. To do this, a statistical comparison of the results is performed by using
an analysis of variance (ANOVA), and subsequent post hoc comparisons are made by using a Tukey
multiple comparison test.

The one-way ANOVA test (Neter et al., 1996; Wu and Hamada, 2011) indicated if there are any
significant differences between the means of three or more of independent variables. The statistical
test compares the means between the variables and determines if any of those means are significantly
different from each other, where the hypothesis is defined by:

• H0: All group means are equal

• H1: At least one group mean is different from the others

The statistical test can be validated through the comparison of the critical value of the F-ratio with
the table F-value. The critical F-value is given by:

Fcritical =
SSR/(k−1)

SSE/(n× k− k)
=

MSR
MSE

(6.3)

where SSR is the between-groups sum of squares, SSE is the within-groups sum of squares, MSR is
the between-groups mean squares, MSE is the within-groups mean squares, k is the number of group
tested and n is the number of observations in each group. If the critical F-value is greater than the
table F-value or if the p-value is smaller than the significance level considered, the null hypothesis
should be rejected. The table F-value has a Fisher distribution with k− 1 and n× k− k degrees of
freedom.

When the null hypothesis is rejected, it is concluded that at least the mean of one group tested is
statistically different from the others. However, the ANOVA test does not indicate what groups are
statistically different from that of each other. To determine which specific groups differed from each
other, a Tukey multiple comparison test (Hochberg and Tamhane, 1987) must be performed. This test
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is based in the studentized range distribution and it is optimal for procedure with equal sample sizes.
The Tukey test compares all pairwise possible between groups and it can be stated that the groups
compared are statistically different and the null hypothesis is rejected if the following relationship is
verified:

∣∣ȳi− ȳ j
∣∣√

MSE ·
(

1
ni
+ 1

n j

) >
1√
2
·q(α;k;n× k− k) (6.4)

where ȳi and ȳ j are the mean of groups i and j, respectively; MSE is the within-groups mean squares
obtained from the one-way ANOVA test; ni and n j are the number of observations in group i and j,
respectively; and q(α;k;n× k− k) is the upper 100× (1−α)th percentile of the studentized range
distribution with parameter k and n× k− k degrees of freedom and a significance level α.

The one-way ANOVA test was performed in order to verify whether complete sample and the twelve
subsets are independent. In other words, whether for a determined time horizon, the final condition
level is influenced by the different exposures considered. The ANOVA test results are presented in
Table 6.6. The statistical test was performed for five different time horizons and each variable is
composed by 50 000 samples.

Table 6.6 – ANOVA test results

Time horizon F-critical p-value
(years)

10 5784.4 0
20 5983.3 0
30 3040.1 0
40 2743.7 0
50 3440.8 0

As mentioned before, the test can be validated through the comparison of the critical F-value (Table
6.6) with the table F-value or through the comparison of the p-value with the established significance
level. For a significance level of 0.05, the table F-value is equal to 1.752.

Through the analysis of the results obtained, it is possible to see that for the five time horizons tested
the null hypothesis is rejected. This result shows that at least one group mean is statistically different
from the others, but it does not identify what groups are statistically different from each other. To
determine which specific groups differed from each other, a Tukey test is performed.

The Tukey test compares all possible pairwise between groups and it can state that the groups com-
pared are statistically different and the null hypothesis is rejected if the relationship in Equation 6.4
is verified. The value on the right side of the Equation 6.4 is constant for all analysis and is equal
to 3.12. The values on the left side are presented in Table 6.7. Light gray cells identify the pairwise
where the null hypothesis is not rejected.

The results obtained in the statistical test can be divided into two parts. In the first part of the analysis,
the complete sample was compared with each subset. The results show that the intermediate distance
from the sea, SI, is statistically closer to the overall sample the complete sample for year 20, and the
moderate wind-rain action, WM, is statistically nearer the complete sample for year 20 and 30. For all
other exposures, the differences between the mean of the groups are statistically significant showing
that the variables are relevant.

In the second part, a comparison with each family of variables was performed. From the results
it can be seen that for year 10 the mean of intermediate distance from the sea (SI) and close to
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Table 6.7 – Pairwise comparison

Pairwise Time horizon (years)
10 20 30 40 50

G DL 11.91 45.99 50.99 38.03 25.35
G DH 118.79 79.18 51.42 48.43 42.96
G SI 90.37 2.88 11.38 8.04 5.45
G SF 53.71 53.01 62.77 75.65 82.88
G SC 87.34 76.64 68.20 48.95 45.46
G OE 33.98 30.36 20.56 21.35 16.47
G ON 26.42 37.97 34.13 18.28 6.11
G OW 51.68 59.23 3.35 22.79 48.50
G OS 22.97 101.18 12.78 23.39 67.51
G WH 99.90 60.07 35.40 38.84 37.56
G WM 6.53 1.31 2.66 5.18 6.13
G WL 80.33 18.34 39.59 33.58 24.90

DL DH 130.70 125.17 102.40 86.46 68.30
SI SF 144.08 55.89 51.39 67.61 77.43
SI SC 3.02 73.75 79.58 56.98 50.90
SF SC 141.05 129.64 130.97 124.59 128.34
OE ON 7.56 7.61 13.57 3.07 10.36
OE OW 17.70 28.87 17.21 44.14 64.97
OE OS 56.96 131.54 7.78 44.74 51.04
ON OW 25.27 21.26 30.78 41.07 54.61
ON OS 49.39 139.15 21.35 41.68 61.40
OW OS 74.66 160.41 9.43 0.60 116.01
WH WM 93.37 61.38 32.74 33.66 31.43
WH WL 19.58 78.41 74.99 72.42 62.46
WM WL 73.80 17.04 42.25 38.76 31.03

the sea (SC) are statistically closer, and for year 40 there is a significant dependence between the
variables Orientation – East (OE) and Orientation – North (ON) and Orientation – West (OW) and
Orientation – South (OS). In the remaining situations, the differences between the mean of the groups
are statistically significant showing that the variables are independent.

Finally, from the results obtained in the independence analysis, it can be concluded that the different
environmental factors have significantly different impacts on the performance of the façades during
their life.

6.6 Maintenance model

The methodology described in Chapter 4 was applied to analyse the deterioration patterns of ceramic
claddings. The Petri net maintenance model for claddings is illustrated in Figure 6.8. The Petri net
is composed by 39 places and 47 transitions. The meaning of each place and transition present in the
maintenance model is defined in Chapter 4.

Maintenance is usually not considered for ceramic claddings, resulting in very deteriorated façades.
In fact, this type of building material is frequently assumed to be maintenance free (Thai-Ker and
Chung-Wan, 2006). They excel in durability, appearance stability and other important characteristics
as hygiene, cleaning ease and efficiency, and resistance to aggressive environment, meaning no main-
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Figure 6.8 – Petri net scheme of the maintenance model for claddings

tenance is required for a long time (Plšková et al., 2011). However, due to exposure to all types of
environmental conditions, as well as, faulty design and execution errors, ceramic claddings can dete-
riorate prematurely and defects start to be visible in the first 2 years after construction (Shohet et al.,
2002). These defects can be easily revealed, measured and controlled through regular inspections and
an adequate maintenance program. However, regular inspections on buildings are not mandatory and
the performance levels of the different building components are defined by the owners (Shohet et al.,
2002; Thai-Ker and Chung-Wan, 2006).

According to Silva et al. (2016c), the probabilistic distribution of degradation conditions over time can
be seen as an assessment of the risk of performance loss due to deterioration. That is, by establishing a
threshold of acceptable risk, a stakeholder may estimate the need for repair based on the probabilistic
analysis of a set of data. To illustrate this concept, one can consider that “high”, “average” and “low”
probabilities of a given condition correspond to “high”, “average” and “low” risks associated to the
consequences of the defects and the cost of repair and thus produce an indication of the urgency to
maintenance and repair actions (Table 6.8).
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Table 6.8 – Association of the risk with the extension of the defects and the maintenance actions
required (Silva et al., 2016c)

Risk Action to take Probabilities
Low No maintenance is required beyond

monitoring the evolution of degrada-
tion

Probability higher than 75% of belong-
ing to more favourable condition levels

Average Repair works are required Intermediate condition levels
High Need to extensive repair Probability higher than 25% of belong-

ing to worst condition levels

Madureira et al. (2017), during fieldwork and based on technical documents and on the literature
proposed four intervention levels for ceramic tiling façades: cleaning, minor interventions and major
interventions (Table 6.9).

Table 6.9 – Association of the risk with the extension of the defects and the maintenance actions
required (adapted from Madureira et al., 2017)

Action type Description of the maintenance Frequency
Inspection – Check for adhesion loss, colour change, clean-

ing needs, graffiti;
Every 3 years

– Check for localized stains: humidity, laying
material, biological colonization, efflorescence;
– Check for joints, namely efflorescence, wear-
ing, biological colonization, colour change;
– Check for cracks, broken elements, gaps, de-
tachments.

Cleaning – Clean with damp sponge. For deep stains, use
a detergent and light brushing.

Every 10 years

Minor intervention – Joints filling material treatment; Every 13 years
– Reinforce the laying material;
– Repair localizer elements.

Major intervention – Replacement of elements with new ones. Every 26 years

6.6.1 Maintenance strategies

In this work, to evaluate the performance of ceramic claddings, three maintenance strategies were
considered:

1. Only major intervention;

2. Combination of minor and major interventions; and

3. Combination of cleaning, minor and major interventions.

The transitions times that specify the movement between different deterioration levels of the ceramic
claddings, denoted by transitions t1 - t4 in Figure 6.8, are assumed to follow Weibull distributions
with parameters (αi,βi), with i = 1,2,3,4, shown in Table 6.10. The Weibull distribution was chosen
based on the results presents in Section 6.3.

Regarding periodicity of inspections, it is assumed that the time interval between inspections is set
to follow a triangular distribution with 3, 4, and 5 years representing the minimum, most likely, and
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Table 6.10 – Parameters of the Weibull distribution

Transition t1 t2 t3 t4
αi 7.0859 26.5108 23.2276 32.3015
βi 1.0973 1.9847 19.6844 20.2604

maximum values, respectively. This values were defined based on the studies of Silvestre and de Brito
(2005), Thai-Ker and Chung-Wan (2006), and Madureira et al. (2017).

The major intervention is considered a corrective maintenance, and is applied when façades have the
highest deterioration level and the lifetime of the façade is reached. In this study, it is considered that
ceramic claddings reach the end of their service life when the deterioration level reaches Level D or
higher, and their replacement has a probability of 50% of rehabilitating the façade to Level A and a
probability of 50% of rehabilitating the façade to Level B.

The minor intervention is also considered a corrective maintenance, and is applied when façades
show an intermediate deterioration level. This type of maintenance is performed when deterioration
reaches Level C, having a probability of 50% of improving the condition of the façade to Level A and
a probability of 50% of rehabilitating the façade to Level B. In the minor intervention, it is assumed
that 20% of the ceramic tiles are replaced; 30% of the fissures are filled; 10% of the joint material are
filled; and the surface dirt is removed.

The cleaning operation is considered a preventive maintenance and it is applied at regular time inter-
vals. This maintenance action is applied whenever an inspection is performed and the coating is in
Level B but the last maintenance action has been applied more than 10 years before. It has a prob-
ability of 31.4% of improving the condition of the façade to Level A and a probability of 68.6% of
not improving performance. It should be mentioned that the effects of the maintenance actions were
defined based on experience and engineering judgement.

In these maintenance strategies it is assumed that after two consecutive cleaning operations this main-
tenance action is no longer efficient, making it necessary to apply a minor intervention in order to
recover the anomalies present in the ceramic cladding. It is also considered that after three minor
interventions this maintenance action is no longer efficient, being necessary to apply a major inter-
vention. Regarding the restrictions of the reset transitions: when the cleaning operation is applied,
the time delay of transition t44 is initialized; when the minor intervention is applied, the number of
cleaning operations in place p36 and the time delay of transition t44 are initialized; and finally, when
the major intervention is applied, the number of major interventions in place p21 and p22, the number
of minor interventions in place p20, the number of cleaning operations in place p36 and the time delay
of transition t44 are initialized.

6.6.2 Results

Considering a 100-year time horizon and a ceramic façade at perfect condition at t = 0, the condition
profile obtained for the three maintenance strategies and the condition profile for the situation without
maintenance are plotted in Figure 6.9.

These results show that all considered maintenance strategies have a significant impact on the mean
condition level. In fact, for all maintenance strategies, the mean condition level never goes beyond
Level B. In terms of dispersion of results, the values range, on average, between 0.4 and 0.8, with
maintenance strategy 1 resulting in larger dispersions.

Maintenance strategy 1 represents the maintenance strategy currently implemented by most owners.
The results obtained are in agreement with the information observed in the literature. According to
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Figure 6.9 – Comparison of the predicted mean condition profile over time for all maintenance strate-
gies considered. Mean and standard deviation are computed considering a correspondence between
the condition scale and an integer scale between 1 and 5

Silva et al. (2016b), the end of the service life of a ceramic cladding varies between 46 and 58 years,
at which point maintenance is required. Through Tables 6.11 and 6.12, it can be observed that for the
time horizon of 100 years, there are, on average, 1.40 major interventions, and the first intervention is
applied approximately at year 55.3. A value that is within the range defined by the literature despite
being slightly higher than the value usually adopted for the reference service life of 50 years (Silva
et al., 2016c).

Table 6.11 – Number of interventions for maintenance strategy 1

Number of Major
interventions intervention [%]

0 0.400
1 59.692
2 39.710
3 0.198

Tables 6.13 and 6.14 show the distribution of the number of interventions and the statistics of the
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Table 6.12 – Statistics of the time of the first intervention (in years) for maintenance strategy 1

Intervention Minimum Maximum Average Standard
deviation

Major 22 100 55.3 13.7

time of the first intervention for maintenance strategy 2, respectively. From these results, it can be
observed that for the time horizon of 100 years, there are, on average, 0.05 major interventions and
2.65 minor interventions, and the first major intervention is performed at year 91.9 and the first minor
intervention is applied approximately at year 32.8. The results obtained for maintenance strategy 2
are slightly different from the maintenance operations proposal by Madureira et al. (2017). In this
paper, the authors suggest that minor interventions should be applied every 13 years, while the results
obtained in maintenance strategy 2 suggest that minor interventions should be performed every 33
years, i.e. 20 years later. But the results obtained are consistent with Silva et al. (2016c), that states
that light maintenance actions should be performed before year 40. Furthermore, it is possible to
verify that the combination of minor and major interventions increases the estimated service life from
55.3 to 91.9 years.

Table 6.13 – Number of interventions for maintenance strategy 2

Number of Major Minor
interventions intervention [%] intervention [%]

0 94.686 0.006
1 5.314 3.358
2 − 28.590
3 − 67.614
4 − 0.408
5 − 0.024

Table 6.14 – Statistics of the time of the first intervention (in years) for maintenance strategy 2

Intervention Minimum Maximum Average Standard
deviation

Major 55 100 91.9 7.3
Minor 4 98 32.8 13.8

According to the results obtained for maintenance strategy 3, on average, until year 14.9 (Table 6.16)
ceramic claddings are only monitored. This result is in agreement with the literature. Silva et al.
(2016c) state that ceramic claddings should be monitored until year 13. Furthermore, the combination
of cleaning, minor and major interventions increases the estimated service life from 55.3 to 88.9 years,
and delays the minor intervention from 32.8 to 46.5 years. From Table 6.15, for a time horizon of
100 years, it is possible to verify that there are, on average, 0.006 major interventions, 1.81 minor
interventions and 4.00 cleaning operations.

With the aim of reducing maintenance costs, the costs of the three maintenance strategies are ex-
amined. To do so, the life-cycle costs are compared and focus is placed on the influence of direct
costs and the discount rate. Figure 6.10 shows the mean cumulative cost for the three maintenance
strategies considering 0 and 5% discount rates, while the direct costs of each maintenance strategy
are presented in Table 6.17. The mean cumulative cost of maintenance strategy based only in the
major intervention is lower than the maintenance strategy based in major, minor and cleaning inter-
ventions. However, this difference is lower when the discount rate is equal to 0% (Figure 6.10(b)).



6.7. SUMMARY 121

Table 6.15 – Number of interventions for maintenance strategy 3

Number of Major Minor Cleaning
interventions intervention [%] intervention [%] operation [%]

0 99.370 0.314 0.002
1 0.630 36.098 0.020
2 − 46.056 3.480
3 − 17.472 13.934
4 − 0.058 63.488
5 − 0.002 17.088
6 − − 1.986
7 − − 0.002

Table 6.16 – Statistics of the time of the first intervention (in years) for maintenance strategy 3

Intervention Minimum Maximum Average Standard
deviation

Major 56 100 88.9 9.7
Minor 4 100 46.5 19.0

Cleaning 11 92 14.9 5.2

Furthermore, it should be noted that mean condition profile of these two maintenance strategies is
considerably different.

Table 6.17 – Maintenance cost

Intervention Cost [e/m2]
Major 52.15
Minor 22.59

Cleaning 9.13

6.7 Summary

In the first part of this chapter, the Petri net model is used to predict the deterioration of ceramic
claddings over time and to understand how the different exposure to environmental contribute to the
overall degradation. The deterioration rates were estimated from available historical date and five
probability distributions (Exponential, Weibull, Gumbel, Lognormal and Normal) were analysed in
order to identify which distribution has a better fit to the historical date. The use of the Exponential
distribution to model the sojourn time was considered a particular study case. By comparing the re-
sults obtained from the Petri net with exponentially distributed transition rates and the results obtained
by Silva et al. (2016c) using Markov chains, it was possible to validate the deterioration model pro-
posed. The use of the other four distributions (Weibull, Gumbel, Lognormal and Normal) showed the
limitation of the exponential distribution to model the deterioration phenomenon and, consequently,
the limitation of the Markov chains. From the results of the probabilistic analysis performed, it was
found that the use of distributions with two parameters improves the value of the log-likelihood. The
log-likelihood values of the four distributions are quite similar; however, the Weibull distributions
shows a minor log-likelihood value and, consequently, a better fit to the historical date. In addition,
when comparing the results of the probabilistic analysis of the ceramic claddings and the bridge ele-
ments, it is verified that the Weibull distribution is the one that shows a better fit in the three situations.
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Figure 6.10 – Cumulative cost profiles for three maintenance strategies considered. Black lines rep-
resent the mean cumulative cost and the gray lines the standard deviation of the mean cumulative
cost

Relatively to the environmental actions, claddings close to the coastal areas, with high exposure to
damp and wind-rain actions, orientated to the North are more likely to be in the most unfavourable
condition levels (approximately a probability of 70%). On the other hand, claddings far away from
the sea are the more likely to remain in lower degradation conditions.

To evaluate the performance of ceramic claddings under maintenance actions, three maintenance
strategies were considered: (1) only major intervention; (2) combination of minor and major inter-
ventions; and (3) combination of cleaning operations, minor and major interventions. The Weibull
distribution was chosen as the appropriate distribution to sample the transition times in the deteriora-
tion process, and the Triangular distribution was chosen to model the interval between inspections.

Through the analysis of the predicted future condition profiles over time, it is possible to verify that
any of the defined maintenance strategies has a significant impact on the mean condition. Results
show that more regular interventions, through the application of minor intervention and cleaning
operations improve the condition level even if causing an increase in life-cycle cost.



Chapter 7

Case Study 3: Transportation Network

7.1 Introduction

An extreme event, such as a hurricane, an earthquake, or a floods, can significantly affect the road
network of any region (Bocchini and Frangopol, 2012). A road network, in addition to playing a major
role in the socio-economic development of a region, is an extremely important means of emergency
response and recovery activities after the occurrence of an extreme event. For these reasons, it is
required that lifelines are designed to maintain their serviceability even in the case of so-called “low-
probability high-consequence” events, to ensure prompt interventions and a fast restoration of the
normal activities (Frangopol and Bocchini, 2012).

In a transportation network, bridges are the most fragile component (Frangopol and Bocchini, 2012).
Indeed, bridges can suffer structural damage and cause severe disruptions in traffic flow. Therefore,
it is very important that bridges, as crucial components, preserve their serviceability even in the case
of extreme events. However, the ageing of network in the more developed countries and the scarcity
of funding for maintenance and rehabilitation actions make it generally impossible to carry out si-
multaneous interventions in all infrastructures requiring care (Scherer and Glagola, 1994). Therefore,
decision-makers have to prioritize the interventions that provide the most considerable contributions
toward the restoration of the original performance in terms of traffic flow capacity (Bocchini and
Frangopol, 2012).

In order to quantify the rapidity of rehabilitation of infrastructure and the restoration of traffic flow,
it has become frequent the use of the concept of resilience. Over the years, several studies have ad-
dressed the problem of assessing resilience in different areas. For example, Rose and Liao (2005)
worked on the theoretical formulation of resilience and applied the concept to water distribution sys-
tems. Bruneau and Reinhorn (2007) and Cimellaro et al. (2010b) studied resilience in the hospital
system. Çağnan et al. (2006) and Xu et al. (2007) developed a technique for the restoration of the en-
ergy distribution system after an earthquake. Miles and Chang (2006) proposed a model for recovery
of buildings and vital systems to the society after the occurrence of an earthquake.

7.2 Resilience in transport networks

According to Chen and Duan (2014), there are several parameters that can be used to quantify the per-
formance of systems regarding tolerance to damage, such as: redundancy, vulnerability, robustness,
resilience, among others.

However, today, resilience is the most accepted parameter by the scientific community as the best
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way to measure the level of performance in transport networks. Resilience quantifies the capacity of
a system to withstand an unusual perturbation and to recover from the damage caused quickly and
economically efficient (Bocchini and Frangopol, 2012; Bocchini et al., 2014).

7.2.1 Conceptual definition of resilience

Several conceptual definitions of resilience have been proposed and discussed in the literature over
the last years (Zhou et al., 2010). The first definition of resilience was introduced in the 1970s by
Holling (1973). Holling (1973) studied resilience in ecological systems, and his definition focused
only on one aspect: resilience can be measured by the magnitude of disturbance that a system can
tolerate and still persist.

However, the definition of resilience that served as the basis for the most popular definition was
only proposed years later by Timmennan (1981): resilience is the ability of human communities to
withstand external shocks or perturbations and to recover from such perturbations. This definition
introduces two important aspects: (1) when dealing with civil engineering, resilience is a property
of communities rather than structures or infrastructure; (2) resilience is not only about being able to
withstand a certain disturbance, but also about having resources and means for a prompt, efficient,
and effective recovery (Bocchini et al., 2014).

These two aspects are clearly bonded. For example, the ability of a bridge to withstand an unusual
external shock depends almost exclusively on its structural characteristics, but the recovery process is
affected heavily by the technological, economic, and political conditions of the community interested
in restoring the bridge. Moreover, the impact of the bridge damage and service condition in terms
of traffic disruption and user costs, as well as the socio-economic benefits of a prompt recovery, are
necessarily measured at the regional community level (Bocchini et al., 2014).

According to Bocchini et al. (2014), in the various conceptual definitions that have been proposed
over the years, two general trends can be observed. The first is that the aspects of resistance to an
unusual external shock (often referred as “robustness”) and ability to recover quickly (often called
“rapidity”) have become a constant of almost all definitions. The second trend is the expansion of the
definition by adding many other aspects. Starting from a single aspect considered in the first definition
(Holling, 1973) and two aspects combined in the second definition (Timmennan, 1981), until Bruneau
et al. (2003) provided a comprehensive description of resilience that accounts for at least 11 different
aspects (Figure 7.1).

According to Bruneau et al. (2003), for the case of urban communities and infrastructure, resilience
has four dimensions:

1. Technical – includes all the aspects associated with the construction and the other technological
aspects;

2. Organizational – deals with the management plan, maintenance, and response to emergencies;

3. Social – involves the impact on the society and its mitigation; and

4. Economic – addresses indirect and direct costs associated with the reduction of functionality
of the infrastructure and its rehabilitation.

These can be characterized by four properties:

1. Robustness – ability of elements, systems or other units of analysis to withstand a given ex-
treme event without suffering disproportionate degradation or loss of function. This property is
often measured by the level of residual functionality after the event occurrence;
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Figure 7.1 – Aspects of resilience considered in the definition of Bruneau et al. (2003) (Bocchini
et al., 2014)

2. Rapidity – ability to meet priorities and achieve goals in a timely manner in order to contain
losses and avoid future disruptions;

3. Redundancy – extension in which there are elements, systems or other units of analysis that are
substitutable, that is, capable of satisfying functional requirements in the event of interruption,
degradation or loss of functionality; and

4. Resourcefulness – ability to identify problems, prioritize and mobilize resources when condi-
tions threaten to disturb any element, system or other unit of analysis. It may also consist of
the ability to apply materials (i.e. monetary, physical, technological, among others) and human
resources to meet established priorities and achieve goals.

And provides three results:

1. A resilient system is more reliable, since it has a lower probability of violating limit states. Ro-
bustness guarantees that even in case of extreme events, the extent of damage and the reduction
of functionality are small;

2. Resilience is associated with fast recovery. The rapidity in the functionality restoration during
a disaster is a paramount characteristic of resilient systems;

3. Resilience implies low socio-economic consequences. The reduced probability of significant
service level reduction and fast recovery contributes to the reduction of the impact of extreme
events on the society.

Other conceptual definitions of resilience have been proposed after 2003, specifically applying to
lifelines (Chang and Shinozuka, 2004; Rose and Liao, 2005; Çağnan et al., 2006; Xu et al., 2007),
distributed infrastructure systems (Miles and Chang, 2006; Bruneau and Reinhorn, 2007), and many
other systems (Rose, 2004). All these definitions have common roots and traits, but each of them em-
phasizes different aspects, particularly those that are relevant for the considered application. However,
the definition by Bruneau et al. (2003) remains the most popular among researchers.
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7.2.2 Analytical definition of resilience

Bruneau et al. (2003), in addition to providing the most comprehensive conceptual definition of re-
silience accepted by the scientific community, have also introduced the so-called “resilience triangle”.
This idea is the basis of a whole family of analytical definitions of resilience. The resilience triangle
is used to describe the loss of resilience rather than the resilience itself (Bocchini et al., 2014). Figure
7.2 illustrates the graphical interpretation of the triangle of resilience.

Figure 7.2 – Resilience triangle (shaded area); at t = t0 the external event occurs, and at t = tr the
recovery is complete (Bocchini et al., 2014)

As can be seen in Figure 7.2, the quantification of resilience is strictly connected to the quantification
of functionality (the vertical axis) over time (the horizontal axis). After the occurrence of an extreme
event at time t0, the quality of service of the investigated system (e.g. a bridge or a road network) is
immediately reduced. It is expected, however, that the system rehabilitation will occur gradually over
time, as shown in Figure 7.2, until time tr, when the quality of service of the system is fully recovered
(Bruneau et al., 2003).

The resilience triangle is the shaded region above the linear approximation (dashed line) of the func-
tionality recovery path. The three edges of the triangle are particularly important:

• The vertical edge measures the quantity (1− robustness), which express the loss of functional-
ity due to the extreme event;

• The horizontal edge represents the total recovery time, which can be expressed in terms of
rapidity (average slope of the recovery path):

tr− t0 =
1− robustness

rapidity
(7.1)

• Finally, the hypotenuse represents the linear approximation of the functionality recovery path.

The area of the resilience triangle represents an approximation of the resilience lost by the investigated
system due to an extreme event. A more precise formulation to determine the resilience lost by the
system is given by (Bruneau et al., 2003):

RL =
∫ tr

t0
[100−Q(t)]dt (7.2)
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where RL is the loss of resilience experienced by the system, t0 is the time instant when the extreme
event occurs, tr is the time when the functionality of the system is fully restored, Q is the percentage
“functionality” (or “quality”, or “serviceability”) of the system, and t is time.

In the conceptual definition introduced by Bruneau et al. (2003), resilience is defined as being de-
pendent on four properties: robustness, rapidity, redundancy and resourcefulness. However, in the
analytical definition only the first two properties are defined. Redundancy and resourcefulness, al-
though strongly coupled with the definition of resilience, are two complex properties, since they
depend on human factors and available resources, making them very difficult to model. However, it is
recognized that a change in redundancy and/or resourcefulness can significantly affect the shape and
slope of the recovery curve, as well as the recovery time tr, which causes the robustness and rapidity
properties to be directly affected (Cimellaro et al., 2010b).

For this reason, Bruneau et al. (2003) make a distinction of the properties between “means” and
“ends”. For example, robustness and rapidity are essential to the desired “ends” to be achieved
through measures that improve resilience, and these outcomes are the ones that most deeply affect
decisions made by managers. On the other hand, redundancy and resourcefulness are the measures
that define the “means” by which resilience can be improved. That is, resilience can be increased by
adding redundant elements to a system.

However, Equation 7.2 has the important merit of analytically connecting the concepts of resilience
and functionality. This expression was used in several studies (Bruneau and Reinhorn, 2006, 2007;
Bruneau, 2006).

After that, a different approach was proposed by Cimellaro et al. (2006) and Cimellaro et al. (2010b),
this formulation focuses on the determination of resilience, not on the calculation of its loss:

R =
∫ tr

t0
Q(t)dt (7.3)

This definition branches out from the resilience triangle and has the advantage of being able to take
into account rehabilitation patterns that lead to a final functionality different of 100%, i.e. lower or
even higher. However, this formulation has a drawback that makes it unsuitable for some applications,
as the integral is calculated between t0 and tr, can result in low resilience values for fast rehabilitation
strategies (Figure 7.3) (Bocchini and Frangopol, 2011b).

To overcome this limitation, Bocchini and Frangopol (2012) modified the expression of Equation 7.3
to a fixed time horizon, th:

R =
∫ t0+th

t0
Q(t)dt (7.4)

Figure 7.4 shows that this definition correctly provides higher (i.e. better) values of resilience for
the faster (i.e. better) recovery paths. The definition in Equation 7.4 can be used to compare, rank,
and optimize the various disaster management strategies. The investigated time horizon, th does not
need to be chosen larger than the longest recovery time. In fact, if the recovery is not complete at
t = t0+th, Equation 7.4 is still applicable and yields, as expected, a small value of resilience (Bocchini
and Frangopol, 2011b).

Unfortunately, Equation 7.4 still shares a shortcoming with Equations 7.2 – 7.3. In these three cases,
resilience is measured in units of time, since the functionality of the system, Q(t), is non-dimensional.
Although Equation 7.4 calculates the correct values for resilience, expressed in units of time, these
can be difficult to interpret and communicate to managers (Bocchini and Frangopol, 2011b). For
this reason, the resilience index was normalized (Cimellaro et al., 2010a; Bocchini and Frangopol,
2011b):
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Figure 7.3 – Resilience according to Equation 7.3. The faster recovery path (dashed) yields a lower
value of resilience (area with diagonal pattern) than the slower recovery path (solid) (Bocchini and
Frangopol, 2011b)

Figure 7.4 – Resilience according to Equation 7.4. The faster recovery path (dashed) correctly yields a
higher value of resilience (area with diagonal pattern) than the slower recovery path (solid) (Bocchini
and Frangopol, 2011b)

R =

∫ t0+th
t0 Q(t)dt

th
(7.5)

where the numerator represents the area underneath the recovery path, Q(t) and the denominator
represents the value of resilience in case the event did not occur or had no effects on functionality (i.e.
100%× th = th). Figure 7.5 provides the graphical interpretation of Equation 7.5.

Depending on the general frameworks and applications where the analytical definitions of resilience
in Equations 7.2 – 7.5 are used, each of them can be appropriate. However, Equation 7.5 is the most
versatile and easy to use for decision-makers.

As previously noted, the definition of resilience is based on the concept of functionality and is defined
as the integral in time of the system’s functionality. However, there is some difficulty in defining and
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Figure 7.5 – Resilience according to Equation 7.5. The numerator of Equation 7.5 is the shaded
area, the denominator is the area of the large rectangle (area with diagonal pattern) (Bocchini and
Frangopol, 2011b)

quantifying this parameter for some types of systems, as clear measures of the functionality are not
always available. Functionality can be measured in a number of ways according to the problem at
hand (Bruneau et al., 2003; Cimellaro et al., 2010b). In the literature, several performance indicators
and definitions of functionality that can be considered to quantify the service quality of road networks
have been proposed (Scott et al., 2006; Liu and Frangopol, 2006; Ng and Efstathiou, 2006; Bocchini
and Frangopol, 2012).

Bocchini and Frangopol (2012) proposed a computational framework based on multi-objective op-
timization for the rehabilitation of bridges after extreme events along a highway segment. In this
methodology, the functionality of the network is determined through the following expression:

Q(t) = 100× Γ(t)−Γ0

Γ100−Γ0 (7.6)

where Γ(t) represents the performance of the network, Γ100 is the value of Γ(t) when all bridges are
in service, and Γ0 is the value of Γ(t) when none of bridges is in service. Γ(t) is defined as:

Γ(t) =
1

γT ×T T T (t)+ γD×T T D(t)
(7.7)

where γT is a balancing factor (cost) associated with the time spent by the users in the network,
measured in time−1, and γD is a similar factor associated with the distance travelled, measured in
length−1. For the present work the following values are considered (Bocchini and Frangopol, 2012):

γT = 2.00×10−7 min−1 (7.8)

γD = 6.21×10−8 km−1 (7.9)

In Equation 7.7, T T T (t) and T T D(t) represent, respectively, the total travel time and the total travel
distance. The first parameter is the sum of all the time spent by the users to reach their destination
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and the second parameter corresponds to the distance travelled by all users. Equations 7.10 and 7.11
illustrate, respectively, the parameters T T T (t) and T T D(t).

T T T (t) = ∑
x∈X

∑
y∈Y

qxy (t)× cxy (7.10)

T T D(t) = ∑
x∈X

∑
y∈Y

qxy (t)×Lxy (7.11)

where X is the set of nodes of the network, Y is the subset of nodes connected to node x, qxy (t) is
the traffic flow (number of equivalent vehicles per unit time) transiting over the highway segment
between nodes x and y, cxy is the time required to cover the highway segment x - y with traffic flow
qxy, and Lxy is the length of highway segment x - y.

The methodology used by Bocchini and Frangopol (2012) is based on the bottleneck assumption.
That is, the traffic capacity of a segment of the network depends only on the residual traffic capacity
of the most damaged bridge. In this model, the damage level of each bridge is described by a real
value in the range [0,4], where 0 and 4 represent, respectively, the condition state “no damage” and
“collapse” (Frangopol and Bocchini, 2012).

The bridge damage level, lb (t), affects the functionality of the bridge, in terms of its ability to carry
traffic flows. For example, when the damage level is moderate (lb ≥ 2), the bridge in unsafe and
should be prudentially closed to traffic. Therefore, its functionality, qb (t), is null (Table 7.1). On
the other hand, if the damage is between minor and moderate (1≤ lb < 2) the bridge can be partially
open to traffic, but its capacity should be limited. In fact, by opening only some lanes, the parts of
the structure more affected by damage can be protected and the overall traffic loads can be reduced,
leading to a partial reduction of the bridge functionality. When the rehabilitation activities start on a
bridge that has damage in this range (from minor to moderate), additional lanes have to be closed and
the bridge is likely to be out of service. Finally, if a bridge has only very minor damages (0≤ lb < 1),
the rehabilitation activities require a partial reduction of the traffic flow capacity. However, while the
rehabilitation works are not in progress, the bridge is fully open to traffic. Table 7.1 summarizes the
bridge states and the bridge functionality for various damage levels (Frangopol and Bocchini, 2011).

Table 7.1 – Bridge functionality (Frangopol and Bocchini, 2011)

Damage level Rehabilitation in progress Bridge state Functionality, qb

2≤ lb ≤ 4 Yes Out of service 0
No Out of service 0

1≤ lb < 2 Yes Out of service 0
No Partially in service 0.5

0≤ lb < 1 Yes Partially in service 0.5
No In service 1

The methodology implemented by Bocchini and Frangopol (2012) is simple. The traffic capacity of
the network segment depends only on the residual traffic capacity of the most damaged bridge and the
bridge functionality is defined by three states (out of service, partially in service, or in service). This
methodology can be improved with a traffic model, where it is possible to model the traffic behaviour
of damaged bridges in a more realistic way, according to the constraints imposed for each situation.
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7.3 Traffic model

The traffic model implemented is based on the macroscopic approach described by Tolba et al. (2005).
It is a bottom-up approach, where the concept of continuous timed Petri net is used to build a modular
model to describe a highway traffic system. This method is composed by two steps: decomposition
and composition. Decomposition consists in partitioning a system into several systems, based on
structural entities, i.e. highway segments, on-ramp and off-ramp links. On the other hand, composi-
tion involves the interconnections of these sub-models into a complete model, representing the whole
system (Fanti et al., 2014). All these sub-models are modelled by CTPN.

As mentioned in Chapter 3, CTPN’s are an extension of the original concept of Petri nets and are
extensively used to model dynamic systems (Murata, 1989). A road network is considered a dynamic
system, due to the complex interactions between the various temporal events, such as: arrivals and de-
partures of vehicles at intersections, changing lanes, beginning and completion of the various phases
in traffic lights, among others (Dotoli and Fanti, 2006).

7.3.1 Generic highway segment model

In this methodology, it is assumed that a highway network is discretized into smaller highway seg-
ments with length, L, between 100 - 3000 m, with a specified vehicle capacity C. Figure 7.6 illustrates
the Petri net scheme for two generic highway segments of length L. Each highway segment is mod-
elled by two places and one transition. The places intend to model the highway segment, while the
transition stands for the separation between the segments i and i+1. The marking mi (t) of place pi

denotes the number of vehicles in highway segment i, the marking m′i (t) of place p′i correspond to
the number of available sites in the highway segment i, and vi (t) stands for the transition firing speed
that represents the average flow rate qi (t) of the highway segment i (Tolba et al., 2005; Fanti et al.,
2014).

pi

p’i+1

pi+1

ti ti+1

vi vi+1

mi mi+1

m’i+1

Li+1Li

p’i

m’i

Figure 7.6 – Petri net scheme for a generic highway segment (adapted from Tolba et al., 2005 and
Fanti et al., 2014)

Regarding Figure 7.6, vehicles that enter in segment i+ 1 are modelled by transition ti and vehicles
that exit from segment i+1 are modelled by transition ti+1. When the transition ti fires, the number
of vehicles, vi (t), that exit from segment i is subtracted from places pi and p′i+1 and added to places
p′i and pi+1, modelling, in this way, the number of vehicles transiting from place pi to place pi+1 and
the number of available sites in each segment after the transition.

The transition firing speed, vi (t), is a piecewise linear function of the network marking, depending
not only on the marking of the place pi (i.e. on the number of the vehicles in the upstream segment
i) but also on the marking of the place p′i+1 (i.e. the number of sites available in the downstream
segment i+1) (Tolba et al., 2005):
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vi (t) = vmax i×min [αi, mi (t) , Ci+1−mi+1 (t)] (7.12)

where αi and Ci correspond, respectively, to the maximum number of possible simultaneous firings
for transition ti and the limited capacity of place pi. Both variables are related to the traffic parameters
according to:

αi =
qmax i×Li

S f ree i
(7.13)

Ci = ρmax i×Li (7.14)

where qmax i, S f ree i, and ρmax i represent, respectively, the maximum flow rate, the limited maximum
speed, and the jam density in highway segment i. Finally, in Equation 7.12, vmax i stands for the
maximum firing frequency of transition ti and is given by:

vmax i =
S f ree i

Li
(7.15)

The conservation of the number of vehicles in segment i is given by (Tolba et al., 2005):

dmi (t)
dt

= vi−1 (t)− vi (t) (7.16)

this differential equation is responsible for the marking evolution of the place pi in the traffic model.

Furthermore, each highway segment has marking invariants such that (Tolba et al., 2005):

mi (t)+m′i (t) =Ci ∀t ≥ 0 (7.17)

The remain macroscopic parameters of the traffic flow model, average flow density ρi (t) and average
speed Si (t) for highway segment i, are given by (Tolba et al., 2005):

ρi (t) =
mi (t)

Li
(7.18)

Si (t) =
vi (t)×Li

mi (t)
(7.19)

7.3.2 On-ramp model

The Petri net scheme for the on-ramp is shown in Figure 7.7. Transition ton models the input of
vehicles from the ramp to the network, being the vehicles routed from the ramp to the highway
segment i+1 by the arc from transition ton to place pi+1 and by the arc from place p′i+1 to transition
ton. Moreover, the marking mon (t) of place pon represents the number of vehicles in ramp, and the
marking m′on (t) of place p′on the number of available sites in ramp (Fanti et al., 2014).

As can be seen, in the on-ramp model the highway segment i+ 1 have input traffic flow from two
different segments: highway segment i and on-ramp. The transition firing speed, v(t), for each
input segment is computed using the same methodology presented in Section 7.3.1. For the present
example, the transition firing speeds are given by:
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Figure 7.7 – Petri net scheme for the on-ramp (adapted from Fanti et al., 2014)

vi (t) = vmax i×min [αi, mi (t) , Ci+1−mi+1 (t)] (7.20)

von (t) = vmax on×min [αon, mon (t) , Ci+1−mi+1 (t)] (7.21)

The conservation of the number of vehicles in segment i+1 is given by:

dmi+1 (t)
dt

= vi (t)+ von (t)− vi+1 (t) (7.22)

In the on-ramp model, the marking invariant (Equation 7.17) is allows verified. The number of vehi-
cles entering in the segment i+ 1 is never higher than the number of available sites in the segment,
even in the situation of congestion. The number of vehicles that merge in the highway from each in-
put segment is determined taking into account the number of available sites and the maximum firing
frequency, since the maximum firing frequency is always less than 0.5, the number of vehicles flow
to the segment i+1 is always less than the number of available sites.

7.3.3 Off-ramp model

The off-ramp model is very similar to the on-ramp model, and is illustrated in Figure 7.8. In this
situation, the transition to f f models the output of vehicles from the network to the ramp, being the
vehicles routed from the highway segment i to the ramp by the arc from place pi to transition to f f and
by the arc from transition to f f to place p′i (Fanti et al., 2014).

In the off-ramp model, the highway segment i have two output segments: highway segment i+1 and
off-ramp. In this case, the transition firing speed, v(t), to each segment is weighted by the vehicle
fraction that leaves at each ramp. For the present example, the transition firing speeds are given by:

vi (t) = vmax i×min [αi, mi (t) , Ci+1−mi+1 (t)]×ODi (7.23)

vo f f (t) = vmax i×min [αi, mi (t) , Co f f −mo f f (t)]×ODo f f (7.24)
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Figure 7.8 – Petri net scheme for the off-ramp (adapted from Fanti et al., 2014)

where ODo f f and ODi are, respectively, the percentage of vehicles that leaves the highway by the
off-ramp and the continue in the highway obtained from the Origin-Destination matrix.

The conservation of the number of vehicles in segment i is given by:

dmi (t)
dt

= vi−1 (t)− vi (t)− vo f f (t) (7.25)

7.3.4 Origin segment model

The Petri net scheme for the origin segment is shown in Figure 7.9. The origin segment is modelled
by place pi and transition ti, and has the function of modelling the number of vehicles that enter in
the network in each instant. Each input point of the network has associated an origin segment.

pi

p’i+1

pi+1

ti

vi

fi
mi+1

m’i+1

Figure 7.9 – Petri net scheme for the origin segment

The transition firing speed, vi (t), in this type of segment is slightly different, and is given by:

vi (t) = min{ fi (t) , vmax i× [Ci+1−mi+1 (t)]} (7.26)

where fi (t) is the traffic flow that wants to enter in the network in each instant. The traffic flow that
wants to enter the network is not constant over time and, in this model, it was considered that fi (t)
follows an exponential distribution. This is, in each instant fi (t) is given by:

fi (t) =−qi (t)× log(1− p) (7.27)

where qi (t) is the average flow rate of the input point i given by the Origin-Destination matrix and
p ∈ [0,1] is a probability randomly generated from a uniform distribution. An Origin-Destination
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matrix is a table that specify the travel demands between different points in the network as a function
of time (HCM, 2010).

In the situation of congestion, i.e. when fi (t) is larger than the capacity of next segment, vmax i×
[Ci+1−mi+1 (t)], vehicles that cannot transit to the next segment are retained in the origin segment
and have to wait for the next analysis instant, t + 1, to enter the network. When this happens, the
traffic flow available to enter the network at time t + 1 is given by the sum of the traffic flow that
wants to enter the network at time t +1, fi (t +1), plus the traffic flow that was retained in the origin
segment in the previous instants.

7.3.5 Destination segment model

The Petri net for the destination segment is illustrated in Figure 7.10. The destination segment is just
modelled by place pi, and has the function of storing all the vehicles that leave the network. Each
output point of the network has associated a destination segment.

pi-1 pi

ti-1

vi-1

mi-1 mi

p’i-1

m’i-1

Figure 7.10 – Petri net scheme for the destination segment

In the highway segments that precede the destination segments, the Equation 7.12 can be simplified
to:

vi−1 (t) = vmax i−1×min [αi−1, mi−1 (t)] (7.28)

7.4 Description of the road network

The case study is part of Portugal’s highway network. It is composed by sections of three highways
(A1, A9, and A10). Figure 7.11 illustrates the implementation of the network analysed in the case
study in the Portuguese highway network.

The network analysed is composed by seven input points and two intersections between highways
(Figure 7.12). The input points are identified by labels (1) to (7), while the intersections are identified
by labels (A) and (B). All highway sections have traffic in both directions, and each direction there are
three lanes. The maximum flow rate, qmax, is equal to 2 400 veh/h in each lane, for the limited maxi-
mum speed, S f ree, of the 120 km/h as defined by HCM (2010). Table 7.2 contains all the information
on the highway network.

7.5 Calibration and validation of the traffic model

Since the implemented traffic model is a macroscopic model, the calibration and validation of the
traffic model is performed by comparing the values of the basic traffic parameters (speed, density, and
flow rate) obtained through the traffic model implemented and the commercial micro-modelling soft-
ware, Aimsun. The calibration of the model focuses on the adjustment of the basic traffic parameters
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Figure 7.11 – Implementation the network studied in the case study in the Portuguese highway net-
work
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(A,B) - Identification of intersection of roads

- Highway A1
- Highway A9
- Highway A10

(B)

Figure 7.12 – Scheme of the network

in order to fit the local conditions, while validation focuses on demonstrating the ability of Petri nets
to replicate the results obtained from traffic microsimulation tools (Toledo et al., 2003).

Aimsun is an integrated transport modelling software, developed, supported and marketed by TSS
(Transport Simulation Systems) based in Barcelona, Spain. Aimsun is an open and extensible traffic
modelling application, uniquely capable of fusing travel demand modelling, macroscopic functional-
ities and hybrid meso-micro approaches within a single environment. It is used by several entities,
such as: government agencies, universities and private consultants to improve road infrastructure, re-
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Table 7.2 – Network characteristics

Section Length Maximum flow rate Limited maximum
Origin Destination [km] by direction [veh/h] speed [km/h]

(1) Zambujal (A) Node A9/A10 3.50 7200 120
(A) Node A9/A10 (2) Alverca 3.40 7200 120
(2) Alverca (3) V.F.Xira 10.90 7200 120
(3) V.F.Xira (4) PLLN 3.90 7200 120
(4) PLLN (B) Node A1/A10 1.20 7200 120
(B) A1/A10 (7) Carregado 0.90 7200 120
(A) Node A9/A10 (6) Arruda 8.30 7200 120
(6) Arruda (B) Node A1/A10 3.00 7200 120
(B) Node A1/A10 (5) Benavente 6.90 7200 120

duce emissions, cut congestion, improve emergency evacuations, and design urban environments for
vehicles and pedestrians (Aimsun, 2017).

7.5.1 Test network

A small sub-network extracted from the case study network was used to calibrate and validate traffic
fundamental parameters. The sub-network is presented in Figure 7.13. The sub-network is localized
on the northern highway (known as A1 highway) in the locality of V.F. Xira. In the sub-network, the
flow occurs from South to North, has two input points (South and V.F. Xira) and two output points
(North and V.F. Xira). All characteristics of the sub-network are those presented in the Table 7.3.

Figure 7.13 – Location of the sub-network

This sub-network was chosen for two reasons. Firstly, it is located in the highway with the highest
traffic flow, making it easier to obtain the state of total congestion, and secondly because it contains
the two main types of behaviour under analysis: on-ramp and off-ramp.

The Petri net of the traffic model for the test network is illustrated in Figure 7.14. Table 7.4 provided
a full list with the description of places and transitions functions included in the traffic model. The
Petri net scheme of the test network is composed by nine segments of variable length, fourteen places,
and eight transitions. The places model the highway segments and the transitions have the function
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Table 7.3 – Test network characteristics

Section Type Length S f ree qmax Number of ρmax

[m] [km/h] [veh/h] lanes [veh/km]
1 Highway segment 341.1 120 2400 3 150
2 Highway segment 245.4 120 2400 3 150
3 Highway segment 194.9 120 2400 3 150
4 Off-ramp segment 178.5 60 900 1 150
5 On-ramp segment 218.4 60 900 1 150

of modelling the number of vehicles that transit between segments. The test network is constituted
by three highway segments (Segments 2, 3, and 4), one off-ramp segment (Segment 5), one on-
ramp segment (Segment 7), two origin segments (Segments 1 and 6), and two destination segments
(Segments 8 and 9). The origin and destination segments are considered as having zero length. The
length of the remain segments is presented in Table 7.3.
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Figure 7.14 – Petri net scheme of the traffic model for the test network



7.5. CALIBRATION AND VALIDATION OF THE TRAFFIC MODEL 139

Table 7.4 – Definition of places and transitions functions included in the traffic model for the test
network

Element Definition of the function
p1 Input point 1 - South
p2 Highway segment (Section 1)
p3 Capacity of the highway segment (Section 1)
p4 Highway segment (Section 2)
p5 Capacity of the highway segment (Section 2)
p6 Highway segment (Section 3)
p7 Capacity of the highway segment (Section 3)
p8 Output point 1 - North
p9 Off-ramp segment
p10 Capacity of the off-ramp segment (Section 4)
p11 Output point 2 - V.F. Xira
p12 Input point 2 - V.F. Xira
p13 On-ramp segment
p14 Capacity of the on-ramp segment (Section 5)
t1 Vehicles that transit from input point 1 to Section 1
t2 Vehicles that transit from Section 1 to Section 2
t3 Vehicles that transit from Section 1 to off-ramp
t4 Vehicles that transit from Section 2 to Section 3
t5 Vehicles that transit from Section 3 to output point 1
t6 Vehicles that transit from off-ramp to output point 2
t7 Vehicles that transit from input point 2 to on-ramp
t8 Vehicles that transit from on-ramp to Section 3

7.5.2 Calibration

The calibration of the traffic model is performed by analysing the graphs that relate the basic traffic
parameters (speed, density, and flow rate). Figure 7.15 shows a generic representation of these re-
lationships. The flow rate–density function is placed directly below the speed–density relationship
because of their common horizontal scales, and the speed–flow rate function is placed next to the
speed–density relationship because of their common vertical scales (HCM, 2010).

The form of the functions depends on the prevailing traffic and roadway conditions in the segment
under study. However, from the curves illustrated in Figure 7.15 it is possible to identify several
significant points. First, a zero flow rate occurs under two different conditions. One is when there
are no vehicles on the facility – density is zero, and flow rate is zero. For this condition, speed is
theoretical and would be selected by the first driver (presumably at a high value). The other one is
when density becomes so high that all vehicles must stop – the speed is zero, and the flow rate is zero,
because there is no movement and vehicles cannot pass a point on the roadway. The density at which
all movements stops is called jam density, denoted by ρmax in the diagrams (HCM, 2010).

Between these two extreme points, the behaviour of th traffic flow is dynamic. As flow rate increases
from zero, density also increases, since more vehicles are on the roadway. When this happens, speed
declines because of the interaction of vehicles. This decline is negligible at low and medium densities
and flow rates. As density increases, the generic curves suggest that speed decreases significantly
before the maximum capacity is achieved. Maximum capacity is reached when the product of density
and speed results in the maximum flow rate. This condition is shown as critical speed, Scri, critical
density, ρcri, and maximum flow rate, qmax, (HCM, 2010). The three diagrams are redundant, since
if any one relationship is known, the other two are uniquely defined. The speed–density function is
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Figure 7.15 – Generic relationships between speed, density and flow rate (adapted from HCM, 2010)

used most frequently (HCM, 2010).

In order to analyse all possible behaviours in the network, three case studies are considered:

• Case study A – The traffic flow on the highway (Sections 1, 2, and 3) is continuously increased
until the situation of congestion, being the traffic flow on the on- and off-ramp null. This case
study allows studying traffic patterns in continuous highway segments;

• Case study B – Increase the traffic flow in segment South – V.F. Xira (Section 4), for constant
traffic flows on the main road (Sections 1, 2, and 3). This case study allows studying traffic
patterns in off-ramp segments (Section 4), and in the segment that precedes the bifurcation
(Section 1);

• Case study C – Increase the traffic flow in segment V.F. Xira – North (Section 5), for constant
traffic flows on the main road (Sections 1, 2, and 3). This case study allows studying traffic
patterns in on-ramp segments (Section 5), in the segments that precedes the junction (Sections
1, and 2), and in the segment that follows the junction of the two flows (Section 3).

7.5.2.1 Case study A: Highway segments

In Figure 7.16, the results obtained using the traffic model proposed by Tolba et al. (2005) and the data
obtained from the Aimsun for the Sections 1, 2, and 3 are compared. The relationships between speed,
density, and flow rate for the traffic model implemented was computed, for a generic segment with a
length of 1 000 m, through the methodology described in Section 7.3. The following characteristics
of the segments were used: S f ree = 120 km/h; qmax = 2 400 veh/h/lane, and ρmax = 150 veh/km/lane.

For this case study, Aimsun were run 8 times. The traffic flow data used in each simulation are
presented in Table 7.5. Each simulation has a simulation time of 3 hours in order to ensure that the
traffic flow is fully developed, with the data to be recorded every 10 minutes in each section.

From Figure 7.16 two main conclusions can be drawn. The first one is that the results obtained in
Aimsun for the three sections are quite close, with only slight differences for higher traffic volumes
(Simulation 6, 7, and 8). In these simulations, the input traffic flow is very close to or even higher
than the capacity of the segments, making traffic flow along the network more unstable.
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Figure 7.16 – Comparison of the relationships between speed, density, and flow rate between the
traffic model proposed by Tolba et al. (2005) and the data obtained from the Aimsun – Case study A

Table 7.5 – Input traffic flow [veh/h] data used in each simulation for the Case study A

Simulation qSouth−North Simulation qSouth−North

1 1200 5 6000
2 2400 6 7200
3 3600 7 8400
4 4800 8 9600

The second one is that the implemented traffic model (dashed line) does not fit the results obtained by
Aimsun, mainly for the speed–density relationship and for the speed–flow rate relationship. However,
the flow rate–density relationship shows a good agreement with the results obtained by Aimsun. In
the traffic model described by Tolba et al. (2005), it is assumed that as flow rate increases from
zero to maximum capacity, speed in the segment remains constant and equal to S f ree. This result
is unrealistic, since with the increase in the flow rate the interaction between vehicles causes the
speed to be reduced. Furthermore, from the Aimsun data it can be seen that the maximum capacity
of the segments is greater than the maximum flow rate, qmax, defined, approximately, 7.6%. For
the maximum capacity, the Aimsun features a critical speed, Scri, of, approximately, 98 km/h, and
a critical density, ρcri, of 26 veh/km/lane. In addition, it can be observed that much higher it is the
input traffic flow, the flow rate in the network is always equal to maximum capacity of the segment in
uninterrupted flow. That is, there is no circulation in the network in interrupted conditions.

7.5.2.2 Case study B: Off-ramp segments

Figures 7.17 to 7.20 compare the traffic model implemented with the data obtained from Aimsun for
Sections 1, 2, 3, and 4, respectively. As previously mentioned, in this case study the traffic flow in the
segment South – V.F. Xira is increased for constant traffic flows in the segment South – North. Thus,
each figure illustrates the variation of the basic traffic parameters in each section with the increase
of traffic flow in the segment South – V.F. Xira for several traffic flow levels in the segment South –
North.

For Sections 1, 2, and 3 the relationships between speed, density, and flow rate for the traffic model
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implemented was computed, for a generic segment with a length of 1 000 m, through the methodology
described in Section 7.3, with the following data: S f ree = 120 km/h; qmax = 2 400 veh/h/lane, and
ρmax = 150 veh/km/lane. While for Section 4, as it is an off-ramp segment, the relationships between
the basic traffic parameters was computed, for a generic segment with a length of 1 000 m, and the
following data were used as segment characteristics: S f ree = 60 km/h; qmax = 900 veh/h/lane, and
ρmax = 150 veh/km/lane.

For this case study, Aimsun were run 36 times. The traffic flow data used in each simulation are
presented in Table 7.6. Each simulation has a simulation time of 3 hours in order to ensure that the
traffic flow is fully developed, with the data to be recorded every 10 minutes in each section.
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Figure 7.17 – Comparison of the relationships between speed, density, and flow rate between the
traffic model proposed by Tolba et al. (2005) and the data obtain from the Aimsun – Case study B,
Section 1
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Figure 7.18 – Comparison of the relationships between speed, density, and flow rate between the
traffic model proposed by Tolba et al. (2005) and the data obtain from the Aimsun – Case study B,
Section 2

In the same way as in case study A, the results for these four sections show that the traffic model
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Figure 7.19 – Comparison of the relationships between speed, density, and flow rate between the
traffic model proposed by Tolba et al. (2005) and the data obtain from the Aimsun – Case study B,
Section 3
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Figure 7.20 – Comparison of the relationships between speed, density, and flow rate between the
traffic model proposed by Tolba et al. (2005) and the data obtain from the Aimsun – Case study B,
Section 4

implemented (dashed line) does not fit the results obtained by Aimsun, presenting significant discrep-
ancies. Mainly, in the speed–density relationships and in the speed–flow rate relationships, continuing
the flow rate–density diagram the one that shows the best agreement in all sections. However, a care-
ful analysis of these plots allows a better understanding of the behaviour of traffic in the network.

Figure 7.17 depicts the results obtained from Section 1; that is, the section that precedes the bifur-
cation in the network. From this figure, it is possible to observe that the increase in traffic level in
the segment South – V.F. Xira has a great impact on the average speed of the section when compared
with the same section of case study A. For example, for simulation 6 in case study B (Table 7.6), the
average speed in Section 1 is, approximately, 80 km/h for an input flow rate, qSouth−North, of 3900
veh/h, while the lower speed in Section 1 in case study A is, approximately, 98 km/h for flow rates
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Table 7.6 – Input traffic flow [veh/h] data used in each simulation for the Case study B

qSouth−North = 1200 qSouth−North = 2400 qSouth−North = 3600
Simulation qSouth−V FXira Simulation qSouth−V FXira Simulation qSouth−V FXira

1 450 7 450 13 450
2 900 8 900 14 900
3 1350 9 1350 15 1350
4 1800 10 1800 16 1800
5 2250 11 2250 17 2250
6 2700 12 2700 18 2700

qSouth−North = 4800 qSouth−North = 6000 qSouth−North = 7200
Simulation qSouth−V FXira Simulation qSouth−V FXira Simulation qSouth−V FXira

19 450 25 450 31 450
20 900 26 900 32 900
21 1350 27 1350 33 1350
22 1800 28 1800 34 1800
23 2250 29 2250 35 2250
24 2700 30 2700 36 2700

higher than 7200 veh/h.

Figures 7.18 and 7.19 illustrate the results obtained for Sections 2, and 3, respectively. That is, the
sections that follow the bifurcation in the network. For these two sections the results obtained are
similar to the results presented for case study A, as these two sections are found after the bifurcation
so only the traffic flow that follows to the North is considered to determine the relations between the
three variables. In these plots each colour represents a traffic flow level in the segments.

Finally, Figure 7.20 shows the results obtained for the off-ramp segment (Section 4). As mentioned
before, the traffic model (dashed line) does not fit the results obtained by Aimsun, showing significant
differences in all plots. However, from this figure two main conclusions can be drawn. Firstly, accord-
ing to Aimsun, the limited maximum speed, S f ree, on the off-ramps is not 60 km/h but, approximately
70 km/h. And, has a maximum capacity of 2 400 veh/h (i.e. the maximum capacity is, approximately,
2.6 times higher than the maximum capacity defined).

7.5.2.3 Case study C: On-ramp segments

In Figures 7.21 to 7.24, the traffic model implemented and the data obtained from Aimsun for Sections
1, 2, 3, and 5 are compared, respectively. In this case study, the traffic flow in the segment V.F. Xira
– North is increased for constant traffic flows in the segment South – North. That is, each figure
illustrates the variation of the three fundamental traffic parameters in each section with the increase
of the traffic flow in the segment V.F. Xira – North for several traffic flow levels in the segment South
– North.

For Sections 1, 2, and 3 the relationships between speed, density, and flow rate for the traffic model
implemented was computed, for a generic segment with a length of 1 000 m, through the methodology
described in Section 7.3, with the following data: S f ree = 120 km/h; qmax = 2 400 veh/h/lane, and
ρmax = 150 veh/km/lane. While for Section 5, as it is an on-ramp segment, the relationships between
the basic traffic parameters was computed, for a generic segment with a length of 1 000 m, and the
following data were used as segment characteristics: S f ree = 60 km/h; qmax = 900 veh/h/lane, and
ρmax = 150 veh/km/lane.
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For this case study, 30 simulations were considered in Aimsun. The traffic flow data used in each
simulation are presented in Table 7.7. Each simulation has a simulation time of 3 hours.
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Figure 7.21 – Comparison of the relationships between speed, density, and flow rate between the
traffic model proposed by Tolba et al. (2005) and the data obtain from the Aimsun – Case study C,
Section 1
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Figure 7.22 – Comparison of the relationships between speed, density, and flow rate between the
traffic model proposed by Tolba et al. (2005) and the data obtain from the Aimsun – Case study C,
Section 2

As in case study A and B, these figures show that, for these four sections, the traffic model imple-
mented (dashed line) does not fit adequately the results obtained by Aimsun.

Figures 7.21 and 7.22 depict the results obtained for Sections 1, and 2, respectively. Both sections
are located before the junction of the on-ramp with the main road. These results show that, for
high traffic levels on the main road (qSouth−North), the flow rate remains constant but the speed is
considerably reduced due to the junction of the two flows. Also, it is possible to observe that for
qSouth−North = 7200 veh/h and for high traffic levels in segment V.F. Xira – North, the maximum
capacity of these two sections is reduced by, approximately, 300 veh/h/lane. In parallel with these
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Figure 7.23 – Comparison of the relationships between speed, density, and flow rate between the
traffic model proposed by Tolba et al. (2005) and the data obtain from the Aimsun – Case study C,
Section 3

0 20 40 60 80 100 120 140 160

Density [veh/km/lane]

0

20

40

60

80

S
p
e
e
d
 [
k
m

/h
]

0 500 1000 1500 2000 2500 3000

Flow rate [veh/h/lane]

0

20

40

60

80

S
p
e
e
d
 [
k
m

/h
]

0 20 40 60 80 100 120 140 160

Density [veh/km/lane]

0

500

1000

1500

2000

2500

3000

F
lo

w
 r

a
te

 [
v
e
h
/h

/l
a
n
e
]

q
South-North

 = 1200 veh/h

q
South-North

 = 2400 veh/h

q
South-North

 = 3600 veh/h

q
South-North

 = 4800 veh/h

q
South-North

 = 6000 veh/h

q
South-North

 = 7200 veh/h

Tolba et al. (2005)

Figure 7.24 – Comparison of the relationships between speed, density, and flow rate between the
traffic model proposed by Tolba et al. (2005) and the data obtain from the Aimsun – Case study C,
Section 5

observations, it is possible to verify that the density in these two sections increases with the increase
of traffic levels in the segment V.F. Xira – North.

By analysing the results obtained for Section 3 (Figure 7.23), the segment that follows the junction
of the two flows, it can be concluded that the limited maximum speed, S f ree, in this section is not
120 km/h but, approximately, 110 km/h. This leads us to conclude that, when there is junction of
two flows, even at low traffic levels, drivers’ instinct is to reduce their speed slightly as a road safety
attitude.

Finally, Figure 7.24 shows the results obtained for the on-ramp segment (Section 5). In the same way
as in Section 4 for case study B, similar conclusions can be taken. Firstly, according to Aimsun the
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Table 7.7 – Input traffic flow [veh/h] data used in each simulation for the Case study C

qSouth−North = 1200 qSouth−North = 2400 qSouth−North = 3600
Simulation qV FXira−North Simulation qV FXira−North Simulation qV FXira−North

1 450 6 450 11 450
2 900 7 900 12 900
3 1350 8 1350 13 1350
4 1800 9 1800 14 1800
5 2250 10 2250 15 2250

qSouth−North = 4800 qSouth−North = 6000 qSouth−North = 7200
Simulation qV FXira−North Simulation qV FXira−North Simulation qV FXira−North

16 450 21 450 26 450
17 900 22 900 27 900
18 1350 23 1350 28 1350
19 1800 24 1800 29 1800
20 2250 25 2250 30 2250

limited maximum speed, S f ree, on the on-ramps is not 60 km/h but, approximately 70 km/h. And
secondly, the maximum capacity is only, approximately, 900 veh/h for situations where the traffic
level on the main road is high (qSouth−North = 3600 - 7200 veh/h). But, for low traffic levels, the
maximum capacity is, approximately, 1300 veh/h for qSouth−North = 2400 veh/h and 1700 veh/h for
qSouth−North = 1200 veh/h.

7.5.2.4 Discussion of the results

From the previously presented results, it is possible to conclude that the traffic model implemented
does not fit adequately the results obtained through Aimsun, showing significant differences in the
speed–density relationships and in the speed–flow rate relationships, being the relationships between
flow rate and density the ones that show the highest agreement. However, the differences between
the two models can be reduced by introducing three new parameters in the traffic model proposed by
Tolba et al. (2005). These parameters were estimated from the results obtained by Aimsun, in order
to approximate both models.

One of the first conclusions drawn is that the critical density obtained by the microsimulation model
for the various sections analysed is higher than the critical density obtained by the implemented
traffic model. Critical density, ρcri, defines the point at which traffic in the road network is no longer
performed under an uninterrupted flow and is carried out under an interrupted flow. In the traffic
model implemented, this point is defined by the αi. Thus, the introduction of constant c1 in Equation
7.13 is the first change in the traffic model:

αi =
qmax i×Li

S f ree i︸ ︷︷ ︸
αtheo

i

× c1 (7.29)

where c1 will allow the αi to be increased, and αtheo
i is the α expression defined by Tolba et al. (2005),

Equation 7.13.

However, by increasing the αi, it is consequently increasing the value of the transition firing speed,
vi (t). As can be seen in Equation 7.12, αi is directly proportional to vi (t) for situations where the
density of the segment is greater than the critical density, ρcri. Therefore, the introduction of the
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constant c2 in the model will allow reducing the average flow rate, qi (t), that leaves from the highway
segment i:

qi (t) = vi (t)× c2 (7.30)

Finally, the last parameter to be introduced in the traffic model is the critical speed, Scri, that is not
defined in the traffic model proposed by Tolba et al. (2005). Based on the results previously obtained
and in order to simplify the expressions, it was assumed that the speed variation in the uninterrupted
flows can be approximated by a linear function (Figure 7.25), obtaining Equation 7.31.
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cri
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free

Density
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d

y = b1x + b0

�
cri

Figure 7.25 – First-degree polynomial used to describe the flow in uninterrupted conditions

S =
Scri−S f ree

αi︸ ︷︷ ︸
b1

×ρ+S f ree︸︷︷︸
b0

(7.31)

where the critical speed, Scri, is given by:

Scri = S f ree +b1×αi (7.32)

The values of the variables b0 and b1 defined in Equation 7.31 were estimated using linear regression
models applied to the results obtained through the microsimulation model. This change in the traffic
model causes the expression proposed by Tolba et al. (2005) to calculate the average speed of the
highway segment i (Equation 7.19) to be changed to:

Si(t) =


Scri−S f ree

αi
×mi (t)+S f ree, mi (t)≤min [αi; Ci+1−mi+1 (t)]

vi (t)× c2×Li

mi (t)
, mi (t)> min [αi; Ci+1−mi+1 (t)]

(7.33)

Through the results obtained from the three case studies previously analysed, it is possible to group
the different segments that make up the network into four types:

• Type 1 – contains the generic highway segments and the segments that precede on- and off-
ramps (Sections 1 and 2 in the test network);

• Type 2 – comprises the segments that follows the junction of the two flows (Section 3 in the
test network);

• Type 3 – contains the on-ramp segments (Section 5 in the test network);

• Type 4 – comprises the off-ramp segments (Section 4 in the test network).
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Type 1

From the results obtained for Sections 1, 2, and 3 in case study A, for Sections 1, 2, and 3 in case
study B, and Sections 1, and 2 in case study C, it is possible to verify that in these eight sections
the traffic behaviour in uninterrupted conditions is similar. These sections have, approximately, an
average maximum capacity of 2600 veh/h/lane, an average critical density of 26 veh/km/lane, and an
average critical speed of 98 km/h. However, in order to find the best parameters that fit to the Aimsun
data, the linear regression model was applied to the speed–density relationship.

The linear regression equation was determined only on the basis of the data obtained for the Sections
1, 2, and 3 in the case study A. Only these sections were used because they are the only ones where it
is possible to clearly observe the traffic behaviour in uninterrupted conditions. The following equation
was obtained:

S =−0.8814×ρ+122.2998 (7.34)

where the coefficient of determination, r2, is 0.9465, which means that the linear model is quite
adequate to describe the speed–density relationship. In Table 7.8 the characteristics for the Type 1
segment are defined, and Figures 7.26 to 7.28 show the adjustment of the traffic model proposed based
on the data obtained from Aimsun.

Table 7.8 – Type 1 segment characteristics

Variable Value Origin
S f ree [km/h] 122.2998 Linear regression model, Equation 7.34
ρcri [veh/km] 25.6833 Average critical density obtained from Aimsun data
qtheo

max [veh/h] 2400.0 Theoretical maximum capacity defined from the
Highway Capacity Manual (HCM, 2010)

qmax [veh/h] 2581.3706 Average maximum capacity obtained from Aimsun
data

c1 [–] 1.3088 c1 = ρcri/αtheo

α [veh/km] 25.6838 Equation 7.29
c2 [–] 0.8218 c2 = qmax/(vmax×α)
b1 [–] −0.8814 Linear regression model, Equation 7.34
Scri [km/h] 99.6621 Equation 7.32

In Figure 7.26, the traffic model proposed by Tolba et al. (2005), the modified traffic model and the
data obtained from Aimsun for Sections 1, 2, and 3 in case study A are compared. From this figure
it is clear that the traffic model modified (black line) shows a good agreement with the data obtained
from the microsimulation model.

Figures 7.27 and 7.28 depict the results obtained for Sections 1, 2, and 3 in case study B, and Sections
1, and 2 in case study C, respectively. The results for the traffic model implemented (original and
modified) are determined on the assumption that the number of available sites in the downstream
segment is always higher than the critical density. However, this assumption is not entirely realistic
because the number of available sites in the downstream segment influence the transition firing speed
(Equation 7.12).

For example, in Figure 7.27 for Section 1, the traffic model modified (black line) shows a good
agreement with the data obtained from the microsimulation model for the situations where there is
a low traffic level in the segment South – V.F. Xira. That is, for the situations where the flow in the
main road and in the off-ramp are performed in uninterrupted conditions. However, with the increase
of the traffic level in the segment South – V.F. Xira, the flow in the off-ramp begins to be carried out
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Figure 7.26 – Adjustment of the traffic model proposed to the data obtained from the Aimsun for type
1 segments (Sections 1, 2, and 3 of case study A)
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Figure 7.27 – Adjustment of the traffic model proposed to the data obtained from the Aimsun for type
1 segments (Sections 1, 2, and 3 of case study B)

in interrupted conditions, reducing the number of available sites in the downstream segment. This
reduction of available sites will limit the transition firing speed of the Section 1 to the Section 4. This
behaviour is not captured by the black line of the traffic model modified, since, in this study, the
off-ramp is modelled by a generic segment and a destination segment. By definition, the destination
segment does not have restriction on the maximum number of available sites, not allowing to model
the uninterrupted flow in Section 4. However, it is possible to capture this behaviour with the Petri
nets, as can be seen in Figure 7.27 through green line, only it is need to constrain the number of
available sites in the downstream segment.
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Figure 7.28 – Adjustment of the traffic model proposed to the data obtained from the Aimsun for type
1 segments (Sections 1, and 2 of case study C)

Type 2

From Section 3 (case study C) can be observed that this segment has, approximately, a critical density
of 28 veh/km/lane, a maximum capacity of 2500 veh/h/lane, and a critical speed of 90 km/h (mean
values of Simulation 26). Equation 7.35 shows the speed–density relationship obtained from the
linear regression model.

S =−0.6262×ρ+109.4279 (7.35)

where the coefficient of determination, r2, is 0.8265. Figure 7.29 shows the adjustment of the traffic
model proposed to the data obtained from Aimsun and Table 7.9 the characteristics for the Type 2
segment.

Table 7.9 – Type 2 segment characteristics

Variable Value Origin
S f ree [km/h] 109.4279 Linear regression model, Equation 7.35
ρcri [veh/km] 28.1567 Average critical density obtained from Aimsun data
qtheo

max [veh/h] 2400.0 Theoretical maximum capacity defined from the
Highway Capacity Manual (HCM, 2010)

qmax [veh/h] 2538.8144 Average maximum capacity obtained from Aimsun
data

c1 [–] 1.2838 c1 = ρcri/αtheo

α [veh/km] 28.1566 Equation 7.29
c2 [–] 0.8240 c2 = qmax/(vmax×α)
b1 [–] −0.6262 Linear regression model, Equation 7.35
Scri [km/h] 91.7962 Equation 7.32
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Figure 7.29 – Adjustment of the traffic model proposed to the data obtained from the Aimsun for type
2 segments (Section 3 of case study C)

Type 3

The speed–density relationship to segment Type 3 is presented in Equation 7.36, obtaining a coeffi-
cient of determination, r2, of 0.7653 from the linear regression model. This relationship is computed
from the data obtained in Section 5 in case study C (Simulation 2). This segment presents, on average,
a critical density of 15 veh/km, a maximum capacity of 900 veh/h, and a critical speed of 62 km/h.

S =−0.2869×ρ+66.9558 (7.36)

Figure 7.30 and Table 7.10 present, respectively, the adjustment of the traffic model proposed to the
data obtained from Aimsun and the characteristics for the Type 3 segment.

Table 7.10 – Type 3 segment characteristics

Variable Value Origin
S f ree [km/h] 66.9558 Linear regression model, Equation 7.36
ρcri [veh/km] 14.6000 Average critical density obtained from Aimsun data
qtheo

max [veh/h] 900.0 Theoretical maximum capacity defined from the
Highway Capacity Manual (HCM, 2010)

qmax [veh/h] 900.2200 Average maximum capacity obtained from Aimsun
data

c1 [–] 1.0862 c1 = ρcri/αtheo

α [veh/km] 14.6004 Equation 7.29
c2 [–] 0.9209 c2 = qmax/(vmax×α)
b1 [–] −0.2869 Linear regression model, Equation 7.36
Scri [km/h] 62.7670 Equation 7.32
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Figure 7.30 – Adjustment of the traffic model proposed to the data obtained from the Aimsun for type
3 segments (Section 5 of case study C)

Type 4

Finally, for the segment Type 4, the speed–density relationship was estimated from the data obtained
in Section 4 of case study B (Simulations 6, 12, 18, 24, 30, and 36). From these data, it is possible
to observe that this segment has, on average, a critical density of 39 veh/km, a maximum capacity of
2300 veh/h, and a critical speed of 59 km/h. By applying the linear regression model, the following
equation was obtained:

S =−0.3121×ρ+71.6746 (7.37)

where the coefficient of determination, r2, is 0.9641. Table 7.11 presents the characteristics for the
Type 4 segment, and Figure 7.31 shows the adjustment of the traffic model proposed to the data
obtained from Aimsun.

Table 7.11 – Type 4 segment characteristics

Variable Value Origin
S f ree [km/h] 71.6746 Linear regression model, Equation 7.37
ρcri [veh/km] 39.1153 Average critical density obtained from Aimsun data
qtheo

max [veh/h] 900.0 Theoretical maximum capacity defined from the
Highway Capacity Manual (HCM, 2010)

qmax [veh/h] 2304.0556 Average maximum capacity obtained from Aimsun
data

c1 [–] 3.1151 c1 = ρcri/αtheo

α [veh/km] 39.1155 Equation 7.29
c2 [–] 0.8218 c2 = qmax/(vmax×α)
b1 [–] −0.3121 Linear regression model, Equation 7.37
Scri [km/h] 59.4666 Equation 7.32
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Figure 7.31 – Adjustment of the traffic model proposed to the data obtained from the Aimsun for type
4 segments (Section 4 of case study B)

7.5.3 Validation

For the validation at the macroscopic level, the average speed, density, and flow rate computed from
the modified traffic model were compared with the results obtained from Aimsun. In the valida-
tion process, four Origin-Destination matrices (OD) were used (Tables 7.12 to 7.15). The Origin-
Destination matrix 1 (OD1) is based on real data provided by BRISA (entity responsible for the high-
ways that constitute the network being studied). The remaining OD matrices are linearly proportional
to OD1.

Each simulation for both traffic models, modified traffic model and Aimsun, has a simulation time of
3 hours with the data to be recorded every 10 minutes in each section. In this study, 100 simulation
were carried out for each traffic model.

Table 7.12 – Origin-Destination matrix 1 (OD1)

V.F. Xira North Total
South 772 1263 2035

V.F. Xira − 294 294
Total 772 1557 2329

Table 7.13 – Origin-Destination matrix 2 (OD2)

V.F. Xira North Total
South 1544 2526 4070

V.F. Xira − 588 588
Total 1544 3114 4658

7.5.3.1 Comparison of the fundamental parameters by section

In Tables 7.16 to 7.20, the average speed, density, and flow rate computed by the traffic model based
on Petri nets is compared with the results obtained through the microsimulation model. Each table
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Table 7.14 – Origin-Destination matrix 3 (OD3)

V.F. Xira North Total
South 2316 3789 6105

V.F. Xira − 882 882
Total 2316 4671 6987

Table 7.15 – Origin-Destination matrix 4 (OD4)

V.F. Xira North Total
South 3088 5052 8140

V.F. Xira − 1176 1176
Total 3088 6228 9316

presents the data obtained for each section defined in the test network (Figure 7.13). From these
results it is possible to observe that there is a good agreement between the two models. Of the three
analysed variables, density presents greater differences obtaining relative errors in the order of 30%
for the higher traffic levels. The average speed has average relative errors of less than 10%, while the
flow rate has average relative errors of less than 5%.

Table 7.16 – Comparison of the fundamental parameters in Section 1

Aimsun Petri nets Relative error [%]

Speed
Den-
sity

Flow
rate

Speed
Den-
sity

Flow
rate

Speed
Den-
sity

Flow
rate

OD1 111.6 6.1 2026.5 117.4 5.6 2036.5 5.2 9.1 0.5
OD2 105.7 13.1 4064.8 112.5 11.1 4072.9 6.4 14.9 0.2
OD3 91.2 24.3 6092.4 105.8 17.0 6109.2 16.0 30.0 0.3
OD4 86.5 30.7 7418.8 86.2 27.6 7746.9 0.4 10.1 4.4

Table 7.17 – Comparison of the fundamental parameters in Section 2

Aimsun Petri nets Relative error [%]

Speed
Den-
sity

Flow
rate

Speed
Den-
sity

Flow
rate

Speed
Den-
sity

Flow
rate

OD1 116.3 3.6 1257.3 119.2 3.4 1263.1 2.5 5.1 0.5
OD2 113.6 7.5 2523.1 116.2 6.9 2526.3 2.2 7.6 0.1
OD3 109.0 11.6 3785.2 113.0 10.5 3839.1 3.7 10.1 1.4
OD4 102.6 16.5 5044.8 110.0 13.9 5115.2 7.2 15.2 1.4

Table 7.18 – Comparison of the fundamental parameters in Section 3

Aimsun Petri nets Relative error [%]

Speed
Den-
sity

Flow
rate

Speed
Den-
sity

Flow
rate

Speed
Den-
sity

Flow
rate

OD1 107.2 4.8 1551.7 106.5 4.7 1556.3 0.7 0.6 0.3
OD2 103.1 10.3 3107.0 103.5 9.5 3112.7 0.4 7.8 0.2
OD3 95.6 18.7 4660.7 100.4 14.4 4718.4 5.1 23.0 1.2
OD4 91.1 27.1 6004.1 97.8 18.5 6088.2 7.4 31.6 1.4
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Table 7.19 – Comparison of the fundamental parameters in Section 4

Aimsun Petri nets Relative error [%]

Speed
Den-
sity

Flow
rate

Speed
Den-
sity

Flow
rate

Speed
Den-
sity

Flow
rate

OD1 68.0 11.4 767.5 68.3 10.8 771.9 0.5 5.4 0.6
OD2 64.6 24.0 1538.2 65.0 21.5 1543.7 0.6 10.2 0.4
OD3 59.1 39.0 2301.7 61.8 31.6 2265.6 4.5 19.0 1.6
OD4 58.4 40.6 2367.4 60.2 36.6 2626.0 3.1 9.7 10.9

Table 7.20 – Comparison of the fundamental parameters in Section 5

Aimsun Petri nets Relative error [%]

Speed
Den-
sity

Flow
rate

Speed
Den-
sity

Flow
rate

Speed
Den-
sity

Flow
rate

OD1 65.3 4.6 295.4 65.7 4.4 294.2 0.7 3.6 0.4
OD2 64.0 9.2 586.1 64.4 8.8 588.3 0.7 4.8 0.4
OD3 51.0 22.4 879.6 55.2 16.1 882.2 8.4 28.2 0.3
OD4 8.6 132.3 965.5 6.9 139.9 976.7 20.4 5.8 1.2

7.5.3.2 Comparison of the flow rate by node

Tables 7.21 and 7.22 compare the flow rates in the bifurcation and in the junction for the four OD
matrices, respectively. In Table 7.21, column “South” presents the flow rate from Section 1, column
“North” shows the flow rate that goes North (Section 2), and column “V.F. Xira” displays the flow
rate that enters the off-ramp (Section 4). While in Table 7.22, column “South” presents the flow rate
that leaves Section 2, column “ V.F. Xira” shows the flow rate that leaves the on-ramp (Section 5),
and column “North” exhibits the flow rate that goes North (Section 3).

The main purpose of these two tables is to show that Petri nets are able to model traffic behaviour at
the macroscopic level, even in oversaturate conditions. From these results it is clear that, for all traffic
levels, that there is a good agreement between the two models, presenting low relative errors.

Table 7.21 – Comparison of the flow rate [veh/h] in the bifurcation

Aimsun Petri nets Relative error [%]

South North
V.F.
Xira

South North
V.F.
Xira

South North
V.F.
Xira

OD1 2026.5 1258.2 768.2 2036.5 1263.9 772.6 0.5 0.5 0.6
OD2 4064.8 2525.0 1539.7 4072.9 2527.9 1545.0 0.2 0.1 0.3
OD3 6092.4 3788.2 2304.0 6109.2 3841.7 2267.5 0.3 1.4 1.6
OD4 7418.8 5048.9 2369.8 7746.9 5118.7 2628.2 4.4 1.4 10.9

7.6 Performance evaluation of the road network

The main aim of this methodology is to evaluate the performance of the road network described in
Section 7.4. The performance of the road network is evaluated by calculating the resilience index.
In this problem, the resilience index is computed through Equation 7.5, and the functionality of the
network, Q(t), is defined by Equation 7.6.
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Table 7.22 – Comparison of the flow rate [veh/h] in the junction

Aimsun Petri nets Relative error [%]

South
V.F.
Xira

North South
V.F.
Xira

North South
V.F.
Xira

North

OD1 1257.3 295.4 1552.7 1263.1 294.2 1557.2 0.5 0.4 0.3
OD2 2523.1 586.1 3109.1 2526.3 588.3 3114.6 0.1 0.4 0.2
OD3 3785.2 879.6 4664.6 3839.1 882.2 4721.3 1.4 0.3 1.2
OD4 5044.8 965.5 6009.8 5115.2 976.7 6091.9 1.4 1.2 1.4

The calculations were performed for a time horizon, th, of 24 hours. The traffic data used in the traffic
model was provided by a Portuguese company – BRISA and corresponds to January 20, 2014 (Table
7.23). The Petri net modelling the network is presented in Appendix B – Section B.1.

Table 7.23 – Daily traffic flow of the road network for January 20, 2014

(1) Zam-
bujal

(2)
Alverca

(3)
V.F.Xira

(4)
PLLN

(5) Be-
navente

(6)
Arruda

(7) Car-
regado

(1) Zam-
bujal − 1 355 556 71 223 32 3 128

(2)
Alverca 1 522 − 8 303 403 615 1 537 18 146

(3)
V.F.Xira 718 10 928 − 110 122 18 3 379

(4)
PLLN 64 416 87 − 72 4 215

(5) Be-
navente 231 719 112 61 − 4 1 037

(6)
Arruda 40 1 276 12 5 5 − 226

(7) Car-
regado 3 432 21 282 3 429 247 1 221 251 −

In this example only two levels of damage were considered for the bridges. Either they are in service
and the road traffic takes place in the section without any restrictions, or they are totally out of service
and the traffic flow in the section is equal to zero.

7.6.1 Calculation of Γ100

The first step is to determine the performance of the network over a 24-hour time horizon for the
situation in which all bridges are in service by Equation 7.7:

Γ
100 (24 h) =

1
2×10−7 ·T T T 100 (24 h)+6.21×10−8 ·T T D100 (24 h)

(7.7 revisited)

The total travel time, T T T 100 (24 h), and the total travel distance, T T D100 (24 h), are obtained directly
from the traffic model through Equations 7.10 and 7.11.

T T T 100 (24 h) =
24 h

∑
i=1

∑
x∈X

∑
y∈Y

qxy (i) · cxy (i) (7.10 revisited)
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T T D100 (24 h) =
24 h

∑
i=1

∑
x∈X

∑
y∈Y

qxy (i) ·Lxy (7.11 revisited)

where qxy (i) is the traffic flow transiting over the highway segment x - y during the hour i, and cxy (i)
is the time required to cover the highway segment x - y during the hour i computing by;

cxy (i) =
Lxy

Sxy (i)
(7.38)

where Lxy denotes the length of the highway segment x - y and Sxy (i) the average speed of the highway
segment x - y during the hour i. The traffic flow circulation to the situation where all bridges are in
service is shown in Figure 7.32.

The performance of the network, for the situation in which all bridges are in service is 5.16, i.e.
Γ100 = 5.16.

7.6.2 Calculation of Γ0

For the situation in which the network is totally out of service, the performance of the network is null,
i.e. Γ0 = 0.

7.6.3 Calculation of Γ for other situations

In addition to the two situations mentioned above, the overall performance of the network was de-
termined for additional six scenarios. In order to be able to examine the resilience index of the road
network and to identify the section that most affects the performance of the network.

Although the road network is composed by 18 sections, sections (1) Zambujal – (A) Node A9/A10,
(A) Node A9/A10 – (1) Zambujal, (B) Node A1/A10 - (5) Benavente, (5) Benavente – (B) Node
A1/A10, (B) Node A1/A10 - (7) Carregado, and (7) Carregado – (B) Node A1/A10 were not analysed.
Because, in the road network in study, it is not present an alternative route solution for these sections.
The identification of the 12 sections analysed is presented in Figure 7.33.

Table 7.24 presents the results obtained when each pair of sections is unavailable. Through the traf-
fic model, the values for the total travel time, T T T , (column 3) and the total travel distance, T T D,
(column 4) were obtained. The overall performance of the network (column 5) is computed using
Equation 7.7 and the values of the resilience index for a 24-hours time horizon (column 7) are deter-
mined using Equations 7.5 and 7.6. The traffic flow circulation for each pair of sections unavailable
is illustrated in Appendix B – Section B.2.

7.6.4 Discussion of the results

From the results presented in Table 7.24, it is possible to observe that the road network has an average
resilience index of 0.77. Whatever the pair of sections closed, the road network has a resilience index
greater than 0.58. Regarding the critical sections, the sections on the highway A1 are those with
the lowest resilience index for the road network, with sections 5 and 8 being the most unfavourable.
These results are in line with expectations, since the highway A1 is the road with highest traffic flow.

The closure of a section in highway A1 considerably reduces the resilience index when compared to
the closure of sections in highways A9 or A10, because the traffic flow that is required to diverge is
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Figure 7.32 – Scheme of the traffic flow circulation to the situation in which all bridges are in service
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Figure 7.33 – Identification of the sections in the road network

Table 7.24 – Results: total travel time, total travel distance, performance network, functionality, and
resilience of the road network for each of the studied situations

Sections closed L
[km]

T T T
[min]

T T D
[km]

Γ

[–]
Q

[%]
R

[–]
No restrictions − 603326 1176999 5.16 100.0 1.000
2 and 11 3.40 651415 1268200 4.78 92.7 0.927
3 and 10 10.90 1059769 1297971 3.42 66.2 0.662
4 and 9 3.90 1234770 1273447 3.07 59.4 0.594
5 and 8 1.20 1251617 1285843 3.03 58.7 0.587
14 and 17 3.00 641846 1246452 4.86 94.2 0.942
15 and 16 8.30 647326 1255362 4.82 93.4 0.934

much higher than the maximum capacity of the ramp between highways A9 and A10. That is, when
a section in the highway A1 is closed, vehicles from the Southern input points of the highway A1
that wish to move North, or vice versa, are forced to use the alternative A9 + A10. The access ramp
between highways A9 and A10 are a Type 3 segment in the traffic model with a maximum capacity
of 900 veh/h. However the traffic flow that is required to use this alternative is much higher than this
value as is depicted in Figure 7.34, increasing the time spend by users to travel between two points in
the road network, and consequently reduces the overall performance of the road network according
to Equation 7.7.

Figure 7.34 shows the variation of hourly traffic flow over January 20, 2014 on the ramp between
highways A9 and A10 in the South – North direction (i.e. between Sections 11 and 16). As can be
seen, the solid black, gray and green lines representing the traffic flow variation when sections in the
highway A1 are closed. During the daytime period, flow rates exceeding the maximum capacity of
the ramp (dotted black line). The dashed black line represents the hourly traffic flow for the situation
in which all sections are in service. The solid blue line represents the traffic volume for the situation
in which Sections 14 and 17 are closed. The situations in which Sections 2 and 11, and 15 and 16 are
closed are not represented in the figure because the flow rate on the ramp between highways A9 and
A10 in the South – North direction is null.
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Figure 7.34 – Variation of the flow rate on the ramp between highway A9 and A10 in the South –
North direction (from Section 11 to Section 16) over time

7.7 Summary

The main purpose of this chapter was to define a measure of the impact of maintenance on users.
Through a literature review it can be observed that the resilience is one of the most used performance
indicators to quantify the damage to networks.

The definition of resilience provided by Bruneau et al. (2003) is considered the most comprehen-
sive definition and the most popular in the scientific community. This definition is composed by 11
different aspects: four dimensions (technical, organizational, social, economic), four properties (ro-
bustness, rapidity, redundancy, resourcefulness), and three results (more reliability, faster recovery,
lower consequences). This definition introduces important aspects in the analysis of a transport net-
work, although the ability of a bridge to withstand a disturbance depends almost exclusively on its
structural characteristics, the recovery process is strongly affected by the technical, economic and
political conditions of the community concerned in rehabilitating the bridge.

The road network used in the case study is part of the Portuguese highway network. The method-
ology implemented for the calculation of the resilience index is based on the work of Bocchini and
Frangopol (2012). In this methodology, the system’s functionality, Q(t), is based on the concept of
overall network performance, Γ(t), which in turn is based on the concept of total travel time, T T T (t),
and total travel distance, T T D(t). The last two parameters are easily obtained from a traffic model.
The traffic model implemented is based on the concept of continuous Petri nets proposed by Tolba
et al. (2005), being posteriorly calibrated and validated through the commercial software Aimsun.

From the obtained results it was observed that, in general, the road network presents a reasonable
level of resilience. It can be concluded that the sections present in highway A1 are the most critical
in the road network, which has the greatest socioeconomic consequences for the users in case traffic
disturbance. In this sense, maintenance and/or rehabilitation actions should be planned in order to
make this section more reliable and robust.





Chapter 8

Multi-objective Optimization

8.1 Introduction

The main purpose of a bridge manager is to find the best maintenance plan for a group of bridges over
a time horizon. The definition of a maintenance plan usually results in a conflict of objectives. Bridge
manager seeks to achieve a maintenance strategy that minimizes maintenance costs and maintain the
structure in a safe and low deterioration condition. This problem can be studied as a single-objective
optimization problem where cost is minimizes keeping performance above pre-defined thresholds
(Neves, 2005). However, a single-objective optimization problem involves a single objective function
and usually results in a single solution, called optimal solution (Branke et al., 2008). This methodol-
ogy does not show the advantages and disadvantages of considering other objectives and constraints.
On the other hand, a multi-objective optimization procedure considers several conflicting objectives
simultaneously. In such a case, a set of maintenance scenarios with different trade-offs between ob-
jectives, called Pareto optimal solutions or non-dominated solutions is obtained (Branke et al., 2008).
From these and considering the available budget, as well as the importance of the individual bridge
and/or network, the decision-maker can make a more informed decision to prioritize the interventions
that provide more benefits for the network (Neves, 2005).

A multi-objective optimization problem involves two or more objective functions which are to be
either minimized or maximized. As in a single-objective optimization problem, the multi-objective
optimization problem may contain a number of constraints that any feasible solution must satisfy. A
multi-objective optimization problem can be expressed as follows (Branke et al., 2008):

Minimize/Maximize: fm (x) m = 1,2, ...M

Subject to: g j (x)≥ 0 j = 1,2, ...J
hk (x) = 0 k = 1,2, ...K

xL
i ≤ xi ≤ xU

i i = 1,2, ...I

(8.1)

where fm (x) are the objective functions, and g j (x), hk (x), xL
i , xU

i are the constraints.

As mentioned before, in this type of problems the concept of optimal solution is replaced by the con-
cept of non-dominated solutions. By definition, a feasible solution x(1) is said dominate the feasible
solution x(2), if both the following conditions are true (Branke et al., 2008):

1. The solution x(1) is no worse than x(2) in any objectives.

2. The solution x(1) is strictly better than x(2) in at least one objective.

163
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For a given set of solutions, a pair-wise comparison can be made using the above definition and
whether one solution dominates the other can be established. All solutions that are not dominated by
any other solution of the set are called non-dominated solution. In Figure 8.1, an example of a multi-
objective optimization problem is shown. From the set of six solutions shown in the figure, solution
3, 5, and 6 are non-dominated solutions. The improvement in one objective, f1, requires a sacrifice in
the other objective, f2. These solutions make up a non-dominated front when viewed together on the
objective space (Branke et al., 2008).

(a) (b)

Figure 8.1 – Example of a set of solutions and the first non-dominated front of a multi-objective
optimization problem (Branke et al., 2008)

In this study, the multi-objective optimization is performed using genetic algorithms available in
software MalLab R© (MatLab, 2017). One distinguishing feature of this methodology is the use of a
population of solutions. This is of particular advantage because they search for several Pareto optimal
solutions simultaneously (Branke et al., 2008).

In this chapter, the multi-objective optimization is applied to bridge maintenance. Two bridge compo-
nents, pre-stressed concrete deck and bearings, are analysed. Since in the maintenance model it was
defined that maintenance can only be applied after a major inspection has been carried out, the main
goal of the multi-objective problem is to understand if there is an optimal time interval for performing
the maintenance actions. This study is carried out for all maintenance strategies analysed in Section
5.6.

8.2 Formulation of the optimization problem

In this work, the optimization problem is formulated as a tri-objective optimization. The multi-
objective algorithm is used to optimize the time intervals between major inspections. Therefore, in
this optimization problem, the time interval between major inspections is considered as design vari-
able, while the objective functions are the maximization of the mean condition state, the minimization
of the total maintenance cost at time horizon, and the minimization of the impact of maintenance on
users.

The mean condition state of the infrastructure is computed through the Petri net maintenance model
described in Section 4.3. The total maintenance cost is a function of all maintenance actions per-
formed in the infrastructure, being the Equation 4.9 adopted to compute the present value of cumula-
tive maintenance cost. Finally, the concept of resilience is used to quantify the impact of maintenance
on users (Equation 7.5), where the network functionality over time is computed through flow analyses
provided by the traffic model (Section 7.3).
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The design variable is subject to a constraint, the (optimal) time interval between major inspections
should vary between a maximum and a minimum value. The analytical formulation of this optimiza-
tion problem is given by:

Find: The (optimal) time interval between major inspections, tinsp

So that: Maximize the mean condition state during the time horizon

Minimize the total maintenance cost at time horizon

Minimize the impact of maintenance on users during the time horizon, through
the maximization of the resilience index of the network

Subject to: 2≥ tinsp ≥ 20 [years]

Figure 8.2 presents the main interactions between the models of the methodology proposed. The
maintenance model manages the effects of ageing and maintenance interventions over the time hori-
zon, being also used to compute the maintenance cost. The traffic model is used to compute the traffic
flow. The optimization model is the core of the procedure. In this model, multi-objective genetic
algorithms are employed.

tinsp + input data

Performance profile

Cumulative maintenance cost profile

Resilience profile

Functionality, Q
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Figure 8.2 – Flowchart of the main interactions between the models of the tri-objective optimization
problem

The optimization procedure has, as inputs, the initial condition state, C0; the deterioration rate vector,
Θ; the time horizon, th; the information about the maintenance strategy, PM data and CM data; and
the information regarding the network characteristics, bridge location and traffic data. As the time
interval between major inspection, tinsp, is the design variable, the multi-objective optimization begins
by setting a value for this variable. The oncoming step is in the maintenance model, a performance
and a cumulative maintenance cost profile are computed for each bridge present on the network,
according to the maintenance strategy defined. The procedure followed in the maintenance model
is described in Figure 4.12. When maintenance is applied, the traffic model is used to compute the
functionality of the network, Q(t), during maintenance. Functionality is computed through Equation
7.6. In the next step, the mean condition state of the infrastructure, the total maintenance cost, and the
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mean resilience of the network are computed. This process is repeated iteratively until the predefined
stopping criteria in the genetic algorithm is satisfied. The output of this procedure is a Pareto surface
that relates the three objectives.

The parameters used in the optimization problems are the following:

• Size of the population: 150 individuals;

• Stopping criteria: the algorithm stops if the average relative change in the best fitness function
value over 100 generations is less than or equal to 10−4;

• Mutation procedure was performed using the Adaptive Feasible algorithm implemented in
MalLab R©;

• Crossover procedure was performed using the Intermediate algorithm implemented in MalLab R©.

8.3 Pre-stressed concrete decks

According to experts’ judgement, the three maintenance works analysed in Section 5.6 for pre-
stressed concrete deck do not affect the road traffic. So, the optimization problem for this bridge
component can be simplified into a bi-objective optimization problem (Figure 8.3), being the analyt-
ical formulation of the optimization problem given by:

Find: The (optimal) time interval between major inspections, tinsp

So that: Maximize the mean condition state during the time horizon

Minimize the total maintenance cost at time horizon

Subject to: 2≥ tinsp ≥ 20 [years]

tinsp + input data

Performance profile

Cumulative maintenance cost profile

Input data

Initial condition state, C0

Deterioration rate vector, � 

Time horizon, th

Maintenance strategy, PM data and CM data

Start

Optimization

model

Maintenance

model

End

Figure 8.3 – Flowchart of the main interactions between the models of the bi-objective optimization
problem

Furthermore, the following data are considered for this optimization problem: (i) the deterioration
of condition state under no maintenance follows a Weibull distribution with parameters (αi,βi), with
i = 1,2,3,4,5, shown in Table 5.20; and, (ii) the effects on condition state and cost of application are
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presented in Table 5.18. The condition state and the cumulative cost profiles are computed using the
Monte Carlo simulation with 1 000 samples.

8.3.1 Optimization of performance indicators through the application of Maintenance
D5

The set of non-dominated solutions obtained, considering the partial or full-depth concrete repair
(Maintenance D5) as the only maintenance action, is shown in Figure 8.4. This figure relates the
mean condition state and the total maintenance cost at time horizon. The relationship between these
two objectives is slightly non-linear.
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Figure 8.4 – Relationship between mean condition state and total maintenance cost at time horizon –
Maintenance D5 – Pre-stressed concrete decks

In Figure 8.5, the design variable, tinsp, is compared with the two objective functions. These results
show that the correlation between the mean condition state and the time interval between major in-
spections (Figure 8.5(a)), and between the total maintenance cost and the time interval between major
inspections (Figure 8.5(b)) is very strong.

In Figures 8.4 and 8.5, three different solutions (A, B, and C) are highlighted. These three solutions
were selected amongst all optimal solutions because they are associated with high, medium and low
cost, respectively. The analysis of these three solutions allows a clearer understanding of the impact
of the interval between inspections on the cost and condition state. From these two figures, it is
possible to stress that lower (i.e. better) values of mean condition state are associated with small time
intervals between major inspections and higher maintenance cost. Small time intervals between major
inspections mean that the verification of the condition state of the deck is performed more frequently
and, consequently, the application of Maintenance D5 is performed at early condition states.

These observations can be corroborated by the results presented in Figure 8.6 and Table 8.1. In Figure
8.6, the condition and cumulative cost profiles of the three solutions are compared. In Table 8.1, the
mean number of interventions for the three solutions are presented. Solution A is associated with a
small time interval between major inspections and, consequently, with more frequent maintenance
interventions (on average, 3.34 Maintenance D5 are applied over the time horizon). But, a higher
frequency has a great disadvantage, a higher maintenance costs. On the other hand, solution C is as-
sociated with longer time intervals between major inspections. That is, the frequency of maintenance
action application, in this solution, is the lowest of the three (on average, 2.44 Maintenance D5 are
applied over the time horizon). Consequently, this solution is associated with higher deterioration
levels and smaller maintenance costs. Solution B is an intermediate solution.
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(b) Relationship between total maintenance cost and time interval between major inspections

Figure 8.5 – Comparison of the design variable (time interval between major inspections, tinsp) with
the two objective functions (mean condition state and total maintenance cost at the time horizon) –
Maintenance D5 – Pre-stressed concrete decks

Table 8.1 – Mean number of intervention for solutions A, B, and C – Maintenance D5 – Pre-stressed
concrete decks

Solution Maintenance D5
A 3.34
B 2.97
C 2.44

In Table 8.2, the design variable, tinsp, and the values of the two objective functions (mean condition
state and total maintenance cost) for the three solutions are presented. These results show, once again,
the impact of the time interval between major inspections on the condition and cost values.



8.3. PRE-STRESSED CONCRETE DECKS 169

0 25 50 75 100 125 150

Time [years]

0

1

2

3

4

5

C
o

n
d

it
io

n
 s

ta
te

Solution A

Solution B

Solution C

(a) Condition profiles

0 25 50 75 100 125 150

Time [years]

50

100

150

200

250

300

2
]

(b) Cumulative cost profiles

Figure 8.6 – Comparison of the condition and cumulative cost profiles for solutions A, B, and C. Solid
lines represent the variation of the condition and cumulative cost profiles over time and the dashed
lines the mean condition state – Maintenance D5 – Pre-stressed concrete decks

Table 8.2 – Comparison of the performance indicators for solutions A, B, and C – Maintenance D5 –
Pre-stressed concrete decks

Solution Mean
condition state

Total
maintenance
cost [e/m2]

Time interval
between major

inspections
[years]

A 1.40 289.52 2.36
B 1.49 232.14 7.91
C 1.68 162.69 19.31

8.3.2 Optimization of performance indicators through the application of Maintenances
D4 and D5

For the maintenance strategy that combines partial or full-depth concrete repair (Maintenance D5) and
minor patching (Maintenance D4), the set of optimal solutions is shown in Figure 8.7. The results
obtained show that there is a slight non-linearity between the two objective functions.
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Figure 8.7 – Relationship between mean condition state and total maintenance cost at time horizon –
Maintenance D4 and D5 – Pre-stressed concrete decks

In Figure 8.8, it is shown an almost linear relation between the mean condition state and the time
interval between major inspections (Figure 8.8(a)), and between the total maintenance cost and the
time interval between major inspections (Figure 8.8(b)).

In Figures 8.7 and 8.8, three optimal solutions (A, B, and C) are highlighted. The values of the design
variable and objective functions associated with these three solutions are shown in Table 8.3. From
these two figures and Table 8.3, it is possible to verify that, as before, lower (i.e. better) values of
mean condition state are associated with small time intervals between major inspections and higher
maintenance cost.

Table 8.3 – Comparison of the performance indicators for solutions A, B, and C – Maintenance D4
and D5 – Pre-stressed concrete decks

Solution Mean
condition state

Total
maintenance
cost [e/m2]

Time interval
between major

inspections
[years]

A 1.38 592.97 2.33
B 1.52 407.24 9.99
C 1.69 251.63 18.74

In Figure 8.9, the condition and cumulative cost profiles of the three solutions are compared and, in
Table 8.4, the mean number of interventions for each of the three solutions is presented. Solution A
is associated with a small time interval between major inspections. By comparing this solution with
the other two solutions, it is possible to observe that solution A presents a lower mean condition state
and a higher total maintenance cost. As can be seen from Table 8.4, small time intervals between
major inspections are associated with a large number of maintenance interventions, increasing the
overall maintenance cost. In total, in solution A, 10.74 maintenance actions are applied, on average,
over time. On the other hand, solution C is associated with a longer time interval between major
inspections. From the three solutions, solution C presents a higher mean condition state, a lower
maintenance cost and, consequently, a lower frequency of maintenance actions application. In total, in
solution C, 6.54 maintenance actions are applied, on average, over time. Solution B is an intermediate
solution.

Furthermore, it should also be mentioned that for time intervals between major interventions lower
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(b) Relationship between total maintenance cost and time interval between major inspections

Figure 8.8 – Comparison of the design variable (time interval between major inspections, tinsp) with
the two objective functions (mean condition state and total maintenance cost at the time horizon) –
Maintenance D4 and D5 – Pre-stressed concrete decks

Table 8.4 – Mean number of intervention for solutions A, B, and C – Maintenance D4 and D5 –
Pre-stressed concrete decks

Solution Maintenance D4 Maintenance D5
A 7.62 3.12
B 5.74 3.28
C 3.65 2.89

than 3 years, the superposition of effects of Maintenance D4 is possible. However, this superposi-
tion does not have great impact on the results because of the restrictions imposed in the number of
consecutive maintenance actions of the same type (Section 5.6).
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(b) Cumulative cost profiles

Figure 8.9 – Comparison of the condition and cumulative cost profiles for solutions A, B, and C. Solid
lines represent the variation of the condition and cumulative cost profiles over time and the dashed
lines the mean condition state – Maintenance D4 and D5 – Pre-stressed concrete decks

8.3.3 Optimization of performance indicators through the application of Maintenances
D2, D4 and D5

As for previous maintenance strategies, the set of optimal solutions obtained under partial or full
depth repair (Maintenance D5), minor patching (Maintenance D4) and spot painting of concrete ele-
ments (Maintenance D2) is presented in Figure 8.10. In this figure, the relationship between the mean
condition state and the total maintenance cost at time horizon are assessed. The Pareto front is dis-
continuous, being possible to divide the feasible set of solutions into two regions. The first region is
associated with lower (i.e. better) values of mean condition state and higher total maintenance costs,
and the second region associated with higher mean condition states and lower total maintenance costs.

In order to understand the reason for this discontinuity and to observe the evolution of the performance
indicators throughout the entire domain, non-dominated and dominated solutions were plotted in the
same figure (Figure 8.11). In Figure 8.11, four non-dominated solutions (A, B, C, and D) and two
dominated solutions (C’, and C”) are highlighted. The values of the design variables and the objective
functions associated with these six solutions are shown in Table 8.5.

In Figure 8.12, that relates the design variable, tinsp, with the two objective functions, the discontinuity
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Figure 8.10 – Relationship between mean condition state and total maintenance cost at time horizon
– Maintenance D2, D4 and D5 – Pre-stressed concrete decks
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Figure 8.11 – Non-dominated and dominated solutions – Maintenance D2, D4 and D5 – Pre-stressed
concrete decks

Table 8.5 – Comparison of the performance indicators for all solutions – Maintenance D2, D4 and D5
– Pre-stressed concrete decks

Solution Mean
condition state

Total
maintenance
cost [e/m2]

Time interval
between major

inspections
[years]

A 1.77 277.17 2.05
B 1.86 240.68 3.76
C 1.86 152.73 14.98
C’ 1.86 281.06 3.03
C” 2.13 152.73 10.45
D 1.95 127.87 19.44

referred to above remains visible. In addition, it is possible to observe from these results that time
intervals between major inspections among 4 and 15 years do not belong to the Pareto front.

In Figure 8.13 and Table 8.6, the condition and cumulative cost profiles of the four optimal solu-
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Figure 8.12 – Comparison of the design variable (time interval between major inspections, tinsp) with
the two objective functions (mean condition state and total maintenance cost at the time horizon) –
Maintenance D2, D4 and D5 – Pre-stressed concrete decks

tions and the mean number of interventions for each optimal solution are presented, respectively. By
comparing this four solutions, solution A is associated with a small time interval between major in-
spections and, consequently, presents a lower mean condition state, a higher total maintenance cost
and a higher frequency of maintenance actions application (13.11 maintenance actions are applied,
on average, over time). In opposition, solution D is associated with a longer time interval between
major inspections, presenting a higher mean condition state, a lower cumulative maintenance cost
and a lower frequency of maintenance actions application (5.88 maintenance actions are applied, on
average, over time). Solution B and C are intermediate solutions. These results show that, although
resulting in similar mean condition state, solution B is associated with a lower time interval between
major inspections, resulting in higher maintenance costs. From Table 8.6, it can be seen that small
time intervals are associated with a large number of applications of maintenance. In solution C, 7.78
maintenance actions are applied while, in solution B, 11.8 maintenance actions are applied. Also, it
can be observed that in solution C the number of applications of Maintenance D2 and D4 decreases
and the number of applications of Maintenance D5 increases.

The performance indicators associated with solutions C, C’ and C” in Figure 8.11 are compared in
Figure 8.14. These results show that although solutions C and C’ have similar mean condition states,
solution C’ is associated with a smaller time interval between major inspections and, consequently,
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Figure 8.13 – Comparison of the condition and cumulative cost profiles for solutions A, B, C and
D. Solid lines represent the variation of the condition and cumulative cost profiles over time and the
dashed lines the mean condition state – Maintenance D2, D4 and D5 – Pre-stressed concrete decks

Table 8.6 – Mean number of intervention for all solutions – Maintenance D2, D4 and D5 – Pre-
stressed concrete decks

Solution Maintenance D2 Maintenance D4 Maintenance D5
A 5.97 4.95 2.19
B 5.24 4.56 2.00
C 3.64 1.90 2.24
C’ 5.66 4.92 2.17
C” 3.59 3.69 1.67
D 2.75 1.16 1.97

a higher frequency of maintenance actions application (on average, 12.75 maintenance actions are
applied over time for solution C’) and a higher cumulative maintenance cost. On the other hand,
if solutions C and C” are compared, it is possible to verify that these two solutions have similar
cumulative maintenance cost, but solution C” is associated with worse mean condition state. The
time interval between major inspections, in solution C”, is lower when compared to solution C.
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Figure 8.14 – Comparison of the condition and cumulative cost profiles for solutions C, C’, and C”.
Solid lines represent the variation of the condition and cumulative cost profiles over time and the
dashed lines the mean condition state – Maintenance D2, D4 and D5 – Pre-stressed concrete decks

8.3.4 Comparison of different optimal maintenance strategies for pre-stressed con-
crete decks

In the present section, a multi-objective optimization algorithm based on genetic algorithm was used
to compute the optimal time intervals between major inspections, considering different combinations
of maintenance actions for pre-stressed concrete decks. In Figure 8.15, the Pareto fronts of these
maintenance strategies are compared.

For this bridge component, the use of one type of maintenance actions show some advantages when
compared with the other strategies. When the Pareto solutions associated with maintenance strategy 1
(Maintenance D5) and maintenance strategy 2 (Maintenance D5 and D4) are compared, differences in
the objective functions become apparent. For similar mean condition states, the maintenance strategy
that combines Maintenance D5 and D4 leads to higher maintenance costs than those that only include
Maintenance D5. In maintenance strategy 2 costs are approximately double.

In short, the application of Maintenance D4 (minor patching) together with Maintenance D5 (partial
or full-depth concrete repair) is not a very effective maintenance strategy, as mentioned in Section
5.6. Since the period of time that the deterioration process is suppressed in Maintenance D4 (Table
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Figure 8.15 – Comparison of the dominated solutions of the three maintenance strategies – Pre-
stressed concrete decks

5.18) is short, making this maintenance alone has little or no impact on the mean condition state of
the deck and has a significant impact on costs.

On the other hand, when maintenance strategy 1 and maintenance strategy 3 (Maintenance D5, D4 and
D2) are compared, maintenance strategy 3 shows worst mean condition states for similar maintenance
costs. By comparing Tables 8.1 and 8.6, it can be seen that the inclusion of Maintenance D2 allows
reducing the number of applications of Maintenance D5, reducing slightly the maintenance costs but
without great advantage in the mean condition state.

8.4 Bearings

For bearings, based on experts’ judgement, from the three maintenance works analysed in Section 5.6,
only Maintenance B4 affects the road traffic. According to the information gathered, in a replacement
of the bearings in a bridge, there is the closure of the more external lanes for 3 days (on average) to
avoid instabilities in the deck. In addition, it has been explained that during this period the limited
maximum speed is only casually reduced when the elevation of the deck is performed for the bearings
to be replaced. So, for this bridge component, the second optimization problem described in Section
8.2 is implemented.

Furthermore, the following data and assumptions are considered for this optimization problem: (i) the
deterioration of condition state under no maintenance follows a Weibull distribution with parameters
(αi,βi), with i = 1,2,3,4,5, shown in Table 5.21; (ii) the effects on condition state and costs of
application are presented in Table 5.19; and, (iii) the traffic data used in the traffic model are presented
in Table 8.7, corresponding to the average daily traffic flow in January 2014.

The present application example is applied to the road network described in Section 7.4. In order to be
able to evaluate the resilience index of the road network and to analyse which is the section that most
affects the performance of the network, six case studies were examined for each maintenance strategy.
It was considered that in each case studies only one bridge is under maintenance. The identification
of the six different case studies analysed is presented in Figure 8.16.

As mentioned in Section 7.6, although the road network is composed by 18 sections, sections (1)
Zambujal – (A) Node A9/A10, (A) Node A9/A10 – (1) Zambujal, (B) Node A1/A10 - (5) Benavente,
(5) Benavente – (B) Node A1/A10, (B) Node A1/A10 - (7) Carregado, and (7) Carregado – (B) Node
A1/A10 were not analysed. Once, in the road network in study, an alternative route solution for these
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Table 8.7 – Average daily traffic flow of the road network on January 2014

(1) Zam-
bujal

(2)
Alverca

(3)
V.F.Xira

(4)
PLLN

(5) Be-
navente

(6)
Arruda

(7) Car-
regado

(1) Zam-
bujal − 1 554 491 48 229 33 3 175

(2)
Alverca 1 764 − 7 538 324 627 1 161 19 523

(3)
V.F.Xira 626 9 857 − 83 107 18 2 909

(4)
PLLN 44 333 73 − 53 4 178

(5) Be-
navente 216 669 104 45 − 4 1 025

(6)
Arruda 35 1 293 13 5 5 − 206

(7) Car-
regado 2 929 20 282 2 746 192 1 081 241 −

(2)
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Figure 8.16 – Identification of the sections in the road network

sections is not presented. The calculations of the resilience index were performed for a 24-hour time
horizon, and the methodology used is described in Section 7.6. The results obtained are presented in
Table 8.8.

Table 8.8 – Results: total travel time, total travel distance, performance network, and resilience of the
road network for the situation in which all bridges are in service

Sections closed L
[km]

T T T
[min]

T T D
[km]

Γ

[–]
R

[–]
No restrictions − 582486 1139171 5.3407 1.0000

In each case study analysed, the overall performance of the network was determined imposing only
the constraints on a segment of the concerned sections, modelling the extension of the bridge under
maintenance. In Table 8.9, the numbers of restricted segments in each section are identified (see those
locations in Appendix B – Section B.1).

In order to model the traffic constraints provided by expert opinion, the following characteristics are
considered in each segment: only the more external lane is closed and the traffic behaviour considered
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Table 8.9 – Identification of the restricted segments in each section

Section Segment Section Segment
2 8 11 65
3 17 10 55
4 27 9 46
5 33 8 41

14 86 17 115
15 93 16 106

is of the type 2 (Section 7.5.2). That is, when there is a junction or a bottleneck in the network, the
drivers’ instinct is to reduce their speed slightly as a road safety attitude. Table 8.10 presents the
results obtained when each pair of sections is constrained. Through the traffic model, the values for
the total travel time, T T T , (column 3) and the total travel distance, T T D, (column 4) were obtained.
The overall performance of the network, Γ, (column 5) is computed using Equation 7.7. Finally,
the values of the resilience index, R, for a 24-hours time horizon (column 6) are determined using
Equations 7.5 and 7.6.

Table 8.10 – Results: total travel time, total travel distance, performance network, and resilience of
the road network for each of the studies situations

Sections closed L
[km]

T T T
[min]

T T D
[km]

Γ

[–]
R

[–]
2 and 11 3.40 582746 1139171 5.3393 0.9997
3 and 10 10.90 585675 1139171 5.3226 0.9966
4 and 9 3.90 584701 1139171 5.3281 0.9976
5 and 8 1.20 583255 1139171 5.3364 0.9992
14 and 17 3.00 582889 1139171 5.3385 0.9996
15 and 16 8.30 582928 1139171 5.3382 0.9995

Since the traffic flows of the road network are not very high and traffic constrains are not very sig-
nificant, the influence of Maintenance B4 on the performance of the network is reduced. Resilience
values range from 0 to 1, where 1 means that road traffic is unconstrained and 0 means that network
is out of service. However, from Table 8.10 it can be seen that the impact to users, when there is
application of Maintenance B4, is reduced.

Considering the differences between resilience values are minimal, in the following sections, so that
the results are more understandable for resilience, a logarithmic scale is used. Resilience, R, and
logarithmic resilience, RLog, follow the relation:

RLog =− log(1−R) (8.2)

Furthermore, the traffic analyses for each maintenance strategy were considered in a deterministic
way, in order to reduce the computational time of the optimization problem. The results of this
analysis will enable decision-makers to know, in an expeditious way, which are the most critical
segments of the road network and, in this way, prioritize maintenance actions so that the road network
becomes more reliable and that the socioeconomic consequences are minimized.

The condition, cumulative cost, and resilience profiles are computed using the Monte Carlo simulation
with 1 000 samples.
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8.4.1 Optimization of performance indicators through the application of Maintenance
B4

The set of non-dominated solutions obtained, for the situation where the replacement of the bearings
(Maintenance B4) is the only maintenance action considered, is shown in Figure 8.17, for the six
situations analysed. The projections of these results in bi-dimensional space are presented in Figure
8.18. These three figures relate the three objective functions (mean condition state, total maintenance
cost at time horizon and resilience).
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Figure 8.17 – Relationship between three objective functions (mean condition state, total maintenance
cost at time horizon and resilience) – Maintenance B4 – Bearings

From these figures, it can be seen that Sections 3 and 10 produce higher impact to users when Main-
tenance B4 is applied, since they are the sections with the highest traffic flows (see Figure 7.32 and
Table 8.7). In addition, through the relationships between the three objective functions, it can be seen
that better resilience values are associated with lower maintenance costs and higher average condition
states. These conclusions are visible for the six case studies, being most noticeable for Sections 3 and
10.

In Figure 8.19, the design variable, tinsp, is compared with the three objective functions. These results
show a linear relation between all objective functions. The results presented in this figure corroborate
the above observations. It is possible to verify that longer time intervals between major inspections
mean worse mean condition states, lower total maintenance costs, and better resilience indices. That
is, longer time intervals are associated with a smaller number of maintenance interventions, reducing
maintenance costs and traffic disruptions.

These observations are also visible in Figures 8.20 to 8.22 and Table 8.11. In Figures 8.18 and 8.19,
several optimal solutions are highlighted. More precisely, for each case study, three non-dominated
solutions are highlighted through three different symbols. The triangular, circular, and quadricular
symbols correspond, respectively, to optimal solutions with shorter, intermediate, and longer time
intervals between major inspections. In Figures 8.20 to 8.22, the condition, cumulative cost and
resilience profiles of the six case studies analysed for the three time intervals are compared, respec-
tively. And, in Table 8.11, the mean number of interventions for each optimal solution are presented.
The triangular solutions are associated with short time intervals between major inspections. This
means that the verification of the condition state of the bearings is carried out more frequently and,
consequently, Maintenance B4 is performed earlier, being more likely that more maintenance actions
are implemented over the years, thereby increasing the overall maintenance cost and decreasing the
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Figure 8.18 – Projections of the objective functions in bi-dimensional space – Maintenance B4 –
Bearings

resilience of the network. On the other hand, quadricular solutions are associated with longer time
intervals between major inspections. In this solution, the frequency of application of Maintenance B4
is lowest, resulting in fewer maintenance actions to be implemented over the years, decreasing the
overall maintenance cost and increasing the resilience of the network.
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Figure 8.19 – Comparison of the design variable (time interval between major inspections, tinsp) with
the three objective functions (mean condition state, total maintenance cost at the time horizon and
resilience) – Maintenance B4 – Bearings

In Table 8.12, the design variable, tinsp, and the values of the three objective functions (mean condition
state, total maintenance cost, and mean resilience) for all highlighted solutions are presented. These
results show, once again, the impact of the time interval between major inspections on the condition,
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Figure 8.20 – Comparison of the condition, cumulative cost and resilience profiles for solutions with
shorter time intervals between major inspections for the six situations analysed. Solid lines represent
the variation of the condition, cumulative cost and resilience profiles over time and the dashed lines
the mean condition state and resilience, respectively – Maintenance B4 – Bearings

cost, and resilience values.
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Figure 8.21 – Comparison of the condition, cumulative cost and resilience profiles for solutions with
intermediate time intervals between major inspections for the six situations analysed. Solid lines
represent the variation of the condition, cumulative cost and resilience profiles over time and the
dashed lines the mean condition state and resilience, respectively – Maintenance B4 – Bearings
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Figure 8.22 – Comparison of the condition, cumulative cost and resilience profiles for solutions with
longer time intervals between major inspections for the six situations analysed. Solid lines represent
the variation of the condition, cumulative cost and resilience profiles over time and the dashed lines
the mean condition state and resilience, respectively – Maintenance B4 – Bearings
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Table 8.11 – Mean number of intervention for all solutions – Maintenance B4 – Bearings

Sections Solution Maintenance B4
2 and 11 Triangular 3.02

Circular 2.76
Quadricular 2.36

3 and 10 Triangular 3.01
Circular 2.86
Quadricular 2.27

4 and 9 Triangular 3.01
Circular 2.77
Quadricular 2.55

5 and 8 Triangular 3.01
Circular 2.87
Quadricular 2.29

14 and 17 Triangular 2.98
Circular 2.62
Quadricular 2.34

15 and 16 Triangular 2.98
Circular 2.80
Quadricular 2.31

Table 8.12 – Comparison of the performance indicators for all solutions – Maintenance B4 – Bearings

Sections Solution Mean
condition state

Total
maintenance
cost [e/unit]

Mean
resilience

Time interval
between major

inspections
[years]

2 and 11 Triangular 2.04 264.61 16.82 2.03
Circular 2.25 218.12 16.92 9.90
Quadricular 2.47 163.84 17.07 19.49

3 and 10 Triangular 2.05 270.78 14.40 2.34
Circular 2.26 225.26 14.45 9.35
Quadricular 2.47 165.36 14.68 18.95

4 and 9 Triangular 2.04 274.40 14.75 2.01
Circular 2.23 223.57 14.83 9.30
Quadricular 2.45 167.22 14.91 18.61

5 and 8 Triangular 2.04 271.06 15.85 2.14
Circular 2.22 222.31 15.89 8.31
Quadricular 2.46 161.57 16.12 19.48

14 and 17 Triangular 2.04 272.45 16.55 2.05
Circular 2.23 209.41 16.68 9.55
Quadricular 2.44 160.06 16.79 19.93

15 and 16 Triangular 2.04 266.84 16.33 2.05
Circular 2.20 220.16 16.39 8.25
Quadricular 2.46 163.29 16.58 19.56
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8.4.2 Optimization of performance indicators through the application of Maintenances
B4 and B3

For the maintenance strategy that combines replacement (Maintenance B4) and total repair of the
bearings (Maintenance B3), the set of optimal solutions is shown in Figure 8.23, for the six case
studies. This figure relates the three objective functions (mean condition state, total maintenance cost
at time horizon and resilience). The projections of these results in bi-dimensional space are presented
in Figure 8.24.
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Figure 8.23 – Relationship between three objective functions (mean condition state, total maintenance
cost at time horizon and resilience) – Maintenance B4 and B3 – Bearings

The relationship between the non-dominated solutions of the three objective functions is not as linear
as in the maintenance strategy previously presented (Section 8.4.1). In Figure 8.24(a), that relates
the mean condition state and the total maintenance cost at time horizon, it is possible to divide the
feasible set of solutions into three regions. The first region is for mean condition states between
2.1 and 2.25. For this region, the total maintenance cost decreases with increasing mean condition
state. The second region is located around mean condition state 2.25. In this region, there are several
non-dominated solutions which have approximately the same mean condition state and different total
maintenance costs (amounts ranging between 160 and 210 e/unit). Finally, the third region is for
mean condition states between 2.25 and 2.4, and shows the same behaviour as the first region.

These behaviours are also visible in Figures 8.24(b) and 8.24(c). Figure 8.24(b) shows the relationship
between the mean condition state and the resilience. In this figure, it is possible to see that the
resilience of the network increases very slightly with the mean condition state 2.25–2.3. After that,
verifies the resilience values drop, remaining substantially constant with the increase of the mean
condition state. Lastly, in Figure 8.24(c), the total maintenance cost at time horizon and the resilience
are compared. In this figure, the behaviour of the optimal solutions can be also divided into three
regions. In the first region, there is a slight increase in the network resilience with decreasing of
the total maintenance costs. In the second region, there is an increase in total maintenance costs
with decreasing of the network resilience. Finally, in the third region there is a decrease in total
maintenance costs for similar values of resilience.

In Figure 8.25, the design variable, tinsp, and the objective functions are related. From these figures, it
is possible to understand better the behaviour of the performance indicators for different time intervals
between major inspections. It is possible to observe that: (i) small time intervals are associated with
lower mean condition states and high total maintenance costs; (ii) longer time intervals between major
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(b) Relationship between mean condition state and logarithmic resilience at time horizon
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Figure 8.24 – Projections of the objective functions in bi-dimensional space – Maintenance B4 and
B3 – Bearings

inspections are associated with high mean condition states and high total maintenance costs, being
the maintenance costs for longer time intervals of the same order of the maintenance costs for small
time intervals; (iii) the lowest maintenance costs occur for time intervals between major inspections
between 6 and 8 years; and (iv) small time intervals between major inspections are associated with



8.4. BEARINGS 189

better resilience indices.
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Figure 8.25 – Comparison of the design variable (time interval between major inspections, tinsp) with
the three objective functions (mean condition state, total maintenance cost at the time horizon and
resilience) – Maintenance B4 and B3 – Bearings

As before, from Figures 8.24 and 8.25 it can be observed that Sections 3 and 10 continue to be those
with greater impact on users when Maintenance B4 is applied. From the six case studies analysed,
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this pair of sections is the one that presents lower values of resilience.

In order to better understand the behaviour and evolution of performance indicators throughout the
entire domain, as well as the variation of the mean number of interventions for different time in-
tervals, five optimal solutions (A, B, C, D, and E) are highlighted in Figures 8.24 and 8.25. Since
the behaviour of the six case studies are similar, it was chosen to analyse in more detail the results
obtained for Sections 3 and 10. The design variables and objective functions associated with these
solutions are shown in Table 8.13, whereas Table 8.14 presents the mean number of interventions for
each solution.

Table 8.13 – Comparison of the performance indicators for all solutions – Maintenance B4 and B3 –
Bearings

Solution Mean
condition state

Total
maintenance
cost [e/unit]

Mean
resilience

Time interval
between major

inspections
[years]

A 2.16 192.64 15.20 2.19
B 2.27 168.93 15.23 5.76
C 2.28 186.55 14.99 9.94
D 2.28 199.09 14.84 14.56
E 2.34 190.56 14.76 18.62

Table 8.14 – Mean number of intervention for all solutions – Maintenance B4 and B3 – Bearings

Solution Maintenance B3 Maintenance B4
A 3.62 1.36
B 3.48 1.31
C 2.64 1.66
D 1.76 1.95
E 1.51 2.10

In Figure 8.26, the condition, cumulative cost and resilience profiles of the five highlighted solutions
are compared. Solution A is associated with shorter time intervals between major inspections, solu-
tion E is associated with longer time intervals between major inspections, and the remaining three
solutions (B, C, and D) are associated with intermediate time intervals between major inspections.

By comparing solution A with the other four solutions, it is possible to observe that solution A is the
one with the best mean condition state. However, it is not the solution with the worst maintenance
costs. This solution is also associated with better resilience indices. Shorter time intervals between
major inspections mean that the verification of the condition state of the bearings is carried out more
frequently, being more likely that there are more Maintenance B3 applications and thus reducing
the number of applications of Maintenance B4. As can be seen from Table 5.19, the total repair of
the bearings (Maintenance B3) is also a corrective maintenance, performed when deterioration levels
reach the CS4 and allows improving the condition state of the bearings to CS2.

On the other hand, solution E is the one with the worst mean condition state. Also, it can be seen that
the maintenance costs are similar to those of solution A. Besides, this solution is also associated with
worst resilience indices. Since it is associated with longer time intervals between major inspections,
the verification of the condition state of the bearings is carried out less frequently. The bearings are
more likely to have worse deterioration levels requiring Maintenance B4 more often. For this solution,
Maintenance B4 is applied, on average, 2.1 times, while for solution A it is applied, on average, 1.36
times.
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Figure 8.26 – Comparison of the condition, cumulative cost and resilience profiles for all solutions.
Solid lines represent the variation of the condition, cumulative cost and resilience profiles over time
and the dashed lines the mean condition state and resilience, respectively – Maintenance B4 and B3
– Bearings

For the intermediate solutions, the results show that, although resulting in a similar mean condi-
tion state, differences in costs and resilience indices exist, and solution B is the one that has lowest
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maintenance costs. Moreover, from Table 8.14, it is clear that with the increase in the time interval
between major inspections the average number of Maintenance B3 decreases and the average number
of Maintenance B4 increases, being the increase of the time interval between major inspections the
main responsible for the reduction of the network performance.

8.4.3 Optimization of performance indicators through the application of Maintenances
B4, B3 and B2

As for previous maintenance strategies, the set of optimal solutions obtained under combination of
replacement (Maintenance B4), total repair (Maintenance B3) and maintenance of the bearings’ com-
ponents (Maintenance B2) is presented in Figure 8.27, for the six case studies. The projections of
these results in bi-dimensional space are presented in Figure 8.28.
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Figure 8.27 – Relationship between three objective functions (mean condition state, total maintenance
cost at time horizon and resilience) – Maintenance B4, B3 and B2 – Bearings

Figure 8.28(a) relates the mean condition state and the total maintenance cost at time horizon. In this
figure, the feasible set of solutions is discontinuous. In general, it can be observed that maintenance
costs decrease with the increase in the mean condition cost of the bearings. However, around the
mean condition state 2.2–2.25 there is a drop in total maintenance costs.

The same discontinuity is also present in Figures 8.28(b) and 8.28(c). Figure 8.28(b) shows the
relationship between the mean condition state and the resilience. In this figure, it is possible to
see that the resilience of the network increases slightly with the mean condition state in the region
2.2–2.25. In this range, there is a decrease in the values of the resilience and the optimal solutions
present a less uniform behaviour. Lastly, in Figure 8.28(c), the total maintenance cost at time horizon
and the resilience are compared. The behaviour of the optimal solutions can be divided into two
regions. In first region there is a slightly increase in the network resilience with decreasing of the
total maintenance costs. In second region, the behaviour of the optimal solutions is less uniform.
However, around the total maintenance cost of 250 e/unit, a decrease in resilience is also observed.

From Figure 8.29, that relates the design variable, tinsp, with the three objective functions, it is possible
to observe that: (i) the behaviour of the performance indicators can be divided into three regions,
between years 7–9 and 12–14 there are no optimal solutions in the feasible space; (ii) the results
obtained for the three performance indicators exhibit a parabolic shape; (iii) small time intervals
between major inspections are associated with high total maintenance costs, lower mean condition
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Figure 8.28 – Projections of the objective functions in bi-dimensional space – Maintenance B4, B3
and B2 – Bearings

states and better resilience indices; (iv) the lowest maintenance costs occur for time intervals equal
to 16 years, but the mean condition states for this time interval are the worst; and (v) longer time
intervals between major inspections are associated with worst resilience indices.
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(c) Relationship between logarithmic resilience and time interval between major inspections

Figure 8.29 – Comparison of the design variable (time interval between major inspections, tinsp) with
the three objective functions (mean condition state, total maintenance cost at the time horizon and
resilience) – Maintenance B4, B3 and B2 – Bearings

In Figures 8.28 and 8.29, five optimal solutions (A, B, C, D, and E) are highlighted for Sections 3
and 10. This pair of sections is what has a greater impact to users when Maintenance B4 is applied.
In Figure 8.30 and Table 8.15, the design variables and objective functions associated with the five
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highlighted solutions are compared, and, in Table 8.16, the mean number of interventions for each
solution is presented.

Table 8.15 – Comparison of the performance indicators for all solutions – Maintenance B4, B3 and
B2 – Bearings

Solution Mean
condition state

Total
maintenance
cost [e/unit]

Mean
resilience

Time interval
between major

inspections
[years]

A 2.01 421.08 15.56 2.06
B 2.19 287.83 15.65 6.04
C 2.23 230.98 15.46 10.50
D 2.32 190.87 15.31 15.99
E 2.30 205.24 15.00 19.84

Table 8.16 – Mean number of intervention for all solutions – Maintenance B4, B3 and B2 – Bearings

Solution Maintenance B2 Maintenance B3 Maintenance B4
A 13.77 2.78 0.95
B 10.97 2.09 0.87
C 8.12 2.01 1.04
D 4.71 2.14 1.22
E 3.42 1.56 1.66

By comparing this five solutions, solution A is associated with shorter time intervals between major
inspections and, consequently, presents a lower mean condition state and a higher total maintenance
cost. However, it is not the solution that has the better resilience indices. Through Figure 8.30(c)
and Table 8.16, it is possible to see that solution B with time interval between major inspections of
6 years has a lower number of applications of Maintenance B4 and, consequently, a better network
performance.

In opposition, Solution E is associated with longer time intervals between major inspections and worst
resilience indices. However, it is not the solution that has the worst mean condition state. The worst
mean condition state, as well as the best maintenance costs, are associated with solution D.

8.4.4 Comparison of different optimal maintenance strategies for bearings

In the present section, a multi-objective optimization problem based on genetic algorithm was used
to compute the optimal time intervals between major inspections, considering different combinations
of maintenance actions for bearings. In Figure 8.31, the non-dominated solutions for the sections 3
and 10 are compared.

For this bridge component, the results show that the different maintenance strategies lead to different
outcomes. By comparing the three maintenance strategies, it is possible to observe that the three lead,
approximately, to the same condition states (mean condition state vary between 2 and 2.5), but the
maintenance strategy 3 (Maintenance B4, B3 and B2) lead to higher maintenance costs. However,
the combination of the three maintenance actions in maintenance strategy 3 reduces the number of
applications of Maintenance B4 and, consequently, improves the resilience of the network.

On the other hand, maintenance strategy 2 (Maintenances B4 and B3) is the one that presents lower
maintenance costs, leading to much lower mean condition states for the same maintenance costs. As
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(c) Resilience profiles

Figure 8.30 – Comparison of the condition, cumulative cost and resilience profiles for all solutions.
Solid lines represent the variation of the condition, cumulative cost and resilience profiles over time
and the dashed lines the mean condition state and resilience, respectively – Maintenance B4, B3 and
B2 – Bearings

mentioned before, the combination of Maintenances B4 and B3 allows reducing of the number of
applications of Maintenance B4 and increasing the resilience values of the network.
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Figure 8.31 – Comparison of the non-dominated solution of the three maintenance strategies – Bear-
ings

Finally, for this bridge component, the use of one type of maintenance does not have many advantages.
Although it has relatively low maintenance costs compared to maintenance strategy 3, it is the solution
that has the greatest impact on network resilience. However, it is a simple maintenance strategy and
can be advantageous for structures in remote locations or difficult access.
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8.5 Summary

An optimization framework based on genetic algorithm was used in this chapter as a decision-making
approach to optimize maintenance strategies for two bridge components, pre-stressed concrete deck
and bearings.

For each component analysed, three maintenance strategies were considered, as described in Chapter
5. The optimization problem is formulated as a tri-objective optimization, in order to optimize the
time intervals between major inspections. The objective functions are the maximization of the mean
condition state during the time horizon, the minimization of the total maintenance cost at time hori-
zon, and the minimization of the impact of maintenance on users during the time horizon through
the maximization of the resilience index of the network. However, since the maintenance strategies
analysed for the pre-stressed concrete deck do not affect the road traffic, for this bridge component,
the optimization problem was simplified for a bi-objective optimization problem. The probabilistic
performance indicators including the condition state, cumulative maintenance cost, and resilience of
the network are computed using the Monte Carlo simulation.

For pre-stressed concrete decks, the results obtained showed that the two preventive maintenance
actions (Maintenance D4 – minor patching and Maintenance D2 – spot painting of concrete elements)
are not very effective combined with Maintenance D5 – partial or full-depth concrete repair. The use
of only Maintenance D5 show advantages when compared with the other maintenance strategies.
However, in order to keep the bridge deck in a safe and serviceable condition during its lifetime, the
realization of preventive maintenance is of fundamental importance.

Regarding bearings, the results showed that maintenance strategy 3 (combination of the three main-
tenance actions) leads to better mean condition states and better resilience indices, but it is associated
with higher total maintenance costs.

However, it should be mentioned that the differences in the performance indicators between all main-
tenance strategies, for the two bridge components, are minimal. No single maintenance strategy is
better than any other in all respects. The choice of the best maintenance strategy can only be made by
the manager, considering all the parameters available, such as: location, available budget, constraints,
among others (Neves, 2005).



Chapter 9

Conclusions and Future Developments

9.1 Conclusions

In this thesis, an infrastructure management system is described. In this methodology, the assessment
of the future performance is based on inspection data (condition states). The proposed framework
was developed with the assumption of implementing a transversal management system to different
types of civil engineering infrastructures, while minimizing the impact of interventions, allowing the
maximization of the performance level and the functionality of the infrastructure without incurring in
disproportionate costs.

After a brief introduction where the problem of deterioration of the built heritage in developed coun-
tries and the need of maintenance and rehabilitation actions was contextualized, a detailed literature
review on infrastructure management systems is introduced. In the second chapter, the definition of
infrastructure management systems and the enumeration of its main components are made, includ-
ing an extensive literature review of the main management system developed over the years. It was
noted that the main research area of management systems are still bridges, but it is no longer a re-
stricted area. There is already a reasonable amount of research in other civil infrastructures, such as
buildings, pavements, wasterwater, among others. Furthermore, it was possible to observe that the
methodologies used by the different management systems and their basic components are similar for
all types of infrastructures and that the deterioration models are considered a critical component in a
management system. The first observation came to solidify the main premise of this work, that it is
possible to develop a management system transversal to all types of civil engineering infrastructures.

In a management system, a deterioration model has the function of simulating the deterioration pro-
cess of the assets and, in order to capture the variability of the degradation process, stochastic dete-
rioration models should be used to predict the future performance of the structures. The majority of
the management systems have adopted deterioration models based on Markov chains; however, there
are also a considerable number of studies based on reliability-based approaches and, more recently,
Petri nets also has been used to model the deterioration process. Markov chains are characterized
for their simplicity, the use of exponential distribution to describe the transition between condition
state, and the existence of analytical expressions for the probability distribution that facilitates the
computational work. However, exponential distributions are not very versatile, can result in a gross
approximation of the system characteristics, the model size becomes unmanageable when the problem
is too complex, and the effects of maintenance are not directly captured by the transition probabil-
ity matrix. In contrast with the Markov chains, the application of Petri nets to define degradation
models is a recent research field, but Petri nets have been used in many different applications areas.
This modelling technique shows several advantages: (i) provides a graphical and mathematical for-
malism. These two characteristics are of high importance as the system development process needs
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graphical representation to describe the problem in an intuitive way, as well as, the algorithmic tools;
(ii) abstraction is crucial for the effective design of large scale and complex systems; (iii) different
variants of Petri net models have been developed that are all related to the basic net formalism which
they are built upon. This allows them to meet the needs in different application domains on the one
hand, but, on the other hand, provides facilities for communication and the transfer of methods and
tools from one field to another. This flexibility allows the incorporation of many rules in the model
to accurately simulate complex situations, while keeping the model size within manageable limits.
Currently, besides the basic model, there are extensions such as timed, stochastic, high-level, object-
oriented Petri nets, meeting the specific need for (almost) every applications area; and (iv) with this
modelling technique, transition times are not required to be exponential distributed.

In the third chapter, all extensions and components of the Petri net implemented in this thesis are
discussed. The concepts of Petri nets described in this work are an extension of the original Petri
nets. These extensions correspond to models to which functioning rules have been added, in order to
enrich the initial model, thereby enabling a greater number of applications to be treated, while making
the model more concise and efficient.

In Chapter 4, a probabilistic Petri nets is developed to model the deterioration of civil engineering in-
frastructure under no maintenance, preventive and corrective maintenance. The probabilistic model is
divided into deterioration and maintenance model. The methodology used in the deterioration model
is based on the ESPN formalism proposed by Dugan et al. (1984), where the firing rate assigned
to each transition can be modelled by a different types of probabilistic distributions. The mainte-
nance model was built from the deterioration model, including inspection, maintenance and renewal
processes. The uncertainly related with the deterioration process and the effect of the maintenance
actions is considered through the use of probability distributions and Monte Carlo simulation.

In Chapter 5, the deterioration and maintenance model based on Petri net formalism described in
Chapter 4 is applied to the analysis of the life-cycle performance to two bridge components, pre-
stressed concrete deck and bearings, based on historic data provided by a Portuguese company –
Ascendi. In the first part of the chapter, the validation of the Petri net deterioration model is carried
out. The validation is accomplished taking into account the existing isomorphism between bounded
Petri net with exponentially distributed transition rates and a finite Markov process. The results
presented show that both models are equivalents and there is a good agreement between observed and
predicted data in each condition state, for both bridge components. Additionally, both for pre-stressed
concrete decks and for bearings, Petri nets show a better agreement with the historic data than Markov
chains.

After that, the Petri net deterioration model was applied to analyse the deterioration process over
time without consideration of maintenance actions. In this probabilistic analyse, in addition to the
Exponential distribution, four additional distributions were studied: Weibull, Gumbel, Normal, and
Lognormal. The results obtained show that the Exponential distribution does not describe adequately
the deterioration process, in particular, the transition between the more advanced deterioration states.
The poor fit of the Exponential distribution can be explained by two aspects: (a) the limitation of
being a one-parameter distribution that may contribute to the difficulty in modelling the deterioration
process; and (b) the rare or non-existent samples in the more advanced deterioration states that influ-
ence the performance of the optimization algorithm. Furthermore, the Lognormal distribution does
not describe adequately the transition between the more advanced deterioration states. The poor fit
of the Lognormal distribution is, mainly, related to the low number of elements in the database. The
Lognormal distribution shows unrealistic mean times in each condition state, which leads to believe
that this distribution requires more observations to estimate, properly, the parameters that best de-
scribe the process of deterioration. Finally, for both bridge elements, the Weibull distribution shows
a larger log-likelihood value and, consequently, a better fit to the historical data. The Gumbel and
Normal distributions show results very close to the results obtained by the Weibull distribution, in
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terms of predicted future condition profile and predicted probabilities, however, the log-likelihood
values and the mean relative errors are worse for these distributions.

To evaluate the performance of bridge components under maintenance, four and three maintenance
strategies were considered for pre-stressed concrete decks and bearings, respectively. For both bridge
components, the Weibull distribution was chosen as the appropriate distribution to sample the transi-
tions times in the deterioration process, and the triangular distribution was chosen to model inspec-
tions intervals. The choice of the Weibull distribution was made based on the results obtained in the
probabilistic analysis performed in this chapter, while the Triangular distribution was defined based
on experts’ judgement.

Through the analysis of the predicted future condition profiles over time, it is possible to observe that
any of the defined maintenance strategies, for both components, has a significant impact on the mean
condition level comparing with the profile without maintenance. For pre-stressed concrete decks,
maintenance strategy 4 (partial or full-depth concrete repair) shows better balance between perfor-
mance and cost. However, this maintenance strategy is only based on corrective maintenance, which
is frequently associated high user costs. However, when the 95-, and 99-percentiles of the cumulative
cost for the four maintenance strategies are compared, it can be observed that maintenance strat-
egy 3, that combines preventive and corrective maintenance, presents smaller costs than maintenance
strategy 1 and 2, and similar costs to maintenance strategy 4, and continues to present an acceptable
deterioration level.

Regarding bearings, the results presented show that maintenance strategy 2 (combination of replace-
ment and total repair of the bearings’ component) results in better relationship between performance
and cost. But, if the 95- or 99-percentiles are analysed, it becomes clear that the cumulative costs of
maintenance strategy 3 (combination of replacement, total repair and maintenance of the bearings’
component) are similar, and is likely that, in the long-term, maintenance strategy 3 is the one that
presents the best relation between performance and cost.

In Chapter 6, the Petri net model developed in Chapter 4 is applied to analyse the deterioration process
of ceramic claddings located in Lisbon (Portugal). In the first part of this chapter, the Petri net
model is used to predict the deterioration of ceramic claddings over time and to understand how the
different environmental exposures contribute impact the degradation. As for the bridge components,
five probability distributions (Exponential, Weibull, Gumbel, Lognormal and Normal) were analysed
in order to examine which distribution has a better fit to the historical date. The results obtained from
the probabilistic analysis show that the use of distributions with two parameters improves the value
of the log-likelihood. The log-likelihood values of the four distributions are quite similar; however,
the Weibull distributions shows a larger log-likelihood value and, consequently, a better fit to the
historical date.

Relatively to the environmental actions, the results presented show that the claddings close to the
coastal areas, exposed to damp and wind-rain actions, and orientated North show more tendency
to belong to the most unfavourable condition levels (approximately a probability of 70%). On the
other hand, claddings more than 5 km from the sea, are the most prone to remain in lower degradation
conditions. These results show that the division of the original sample by environmental characteristic
is important. The results demonstrate that each variable is strongly independent of the complete
sample, only the intermediate situations (intermediate distance from the sea and moderate wind-rain
action) show same dependency as the complete sample.

To evaluate the performance of ceramic claddings under maintenance actions, three maintenance
strategies were considered. As in case study of the bridges, the Weibull distribution was chosen as the
appropriate distribution to sample the transition times in the deterioration process and the Triangular
distribution was chosen to model inspection intervals.

Through the analysis of the predicted future condition profiles over time, it is possible to verify that
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any of the defined maintenance strategies has a significant impact on the mean condition level. Main-
tenance strategy 1 (major intervention) represents the strategy currently implemented by the owners.
The results presented show that more regular interventions in cladding, through the application of mi-
nor intervention and cleaning operations, allow improving the condition level, extending the estimated
service life. The combination of cleaning, minor and major interventions (maintenance strategy 3)
leads to increased costs compared with major intervention alone. However, the mean condition pro-
file of this two maintenance strategy is considerably different. Maintenance strategy 3 results in a
significant improvement in the mean condition index when compared to maintenance strategy 1.

From results obtained in Chapters 5 and 6, it is verified that the Weibull distribution is the one
that shows a better fit in the three components (pre-stressed concrete decks, bearings, and ceramic
claddings). However, the choice of the model for each component and/or structure requires a prob-
abilistic analysis, because the model will depend on its structural characteristics, age, load, environ-
mental conditions, and amount of information available.

In Chapter 7, a model to evaluate the impact of maintenance on users was developed. Through a
literature review it was found that resilience is one of the most used performance indicators to quantify
damage to networks. The definition of resilience introduces important aspects in the analysis of a
traffic network. Although the ability of bridge to withstand a disturbance depends almost exclusively
on its structural characteristics, the recovery process is strongly affected by the technical, economic
and political conditions of the community concerned in rehabilitating the bridge.

In this chapter, a methodology for the calculation of the resilience index was implemented. The road
network used in this case study is part of the Portuguese highway network. The results obtained show
that, in general, the road network presents a reasonable level of resilience. It can be concluded that
the sections present in highway A1 are the most critical in the road network, which has the greatest
socioeconomic consequences for the users in case of traffic disturbance. In this sense, maintenance
and/or rehabilitation actions should be planned in order to make this section more reliable and robust.

In Chapter 8, a multi-objective optimization procedure based on genetic algorithm was used to opti-
mize maintenance strategies for two bridge components, pre-stressed concrete deck and bearings. In
this work, the optimization problem is formulated as a tri-objective optimization. The multi-objective
algorithm is used to optimize the time intervals between major inspections. The objective functions
are the maximization of the mean condition state during the time horizon, the minimization of the
total maintenance cost at time horizon, and the minimization of the impact of maintenance on users
during the time horizon through the maximization of the resilience index of the network.

For the pre-stressed concrete deck, the results obtained showed that the two preventive maintenance
actions (Maintenance D4 – minor patching and Maintenance D2 – spot painting of concrete elements)
are not very effective when combined with Maintenance D5 – partial or full-depth concrete repair,
since the use of only of the Maintenance D5 show advantages when compared with the other mainte-
nance strategies. However, in order to keep the bridge deck in a safe and serviceable condition during
their lifetime, the realization of preventive maintenance is of fundamental importance. With regard
to bearings, the results showed that maintenance strategy 3 (combination of the three maintenance
actions) leads to better mean condition states and better resilience indices, but it is associated with
higher total maintenance costs.

In short, the proposed methodology is a useful tool for management authorities and decision-makers
to assess the degradation process and investigate the effects of different maintenance policies on
civil infrastructures, and can be employed to determine cost-effective maintenance strategies while
maintaining a desirable condition state and functionality.
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9.2 Future developments

The present dissertation is a further contribution to the development of an efficient management sys-
tem for civil engineering infrastructures. However, future research works continue to be required to
make these systems useful and reliable to infrastructure managers. Among these, the following, are
considered the most significant:

• Whatever the researchers’ efforts in developing better infrastructure management systems, its
efficiency is always uncertain due the limitation of visual inspections to reveal structural anoma-
lies. This limitation can lead to costly and inadequate maintenance actions to cover the uncer-
tainty resulting from visual inspections. In addition, visual inspections are a very subjective
evaluation procedure, where often two inspectors under the same conditions assess the structure
differently. Furthermore, the classification systems used are based on qualitative information.
So, it is needed to define new classification systems that incorporate more quantitative infor-
mation from visual inspections, so that subjectivity can be reduced in the process of assessing
the structural condition.

• Following the previous point, more research into quantifying the effects of maintenance works,
as well as the degradation process after each intervention, is also needed. Currently, there
is little information on the effects of maintenance actions on structures, and the information
available is based on expert opinion.

• Petri nets have the ability to model more complete and realistic maintenance models, through
the consideration of more rules. Therefore, future works should be focused on considering the
dependence between different elements.

• Finally, the macroscopic traffic model based on Petri nets, implemented in this work, shows
promising results. However, further research is needed to improve the traffic analysis.
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Appendix A

Definition of Places and Transitions

A.1 List of places

A full list of places included in the Petri net maintenance model (Figure 4.10) is provided in Table
A.1.

Table A.1 – Definition of places

Place Definition of the function
p1 System in a Very good condition
p2 System in a Good condition
p3 System in a Poor condition
p4 System in a Very poor condition
p5 No major inspection is being performed
p6 Major inspection is being performed
p7 Very good condition of the system is revealed
p8 Good condition of the system is revealed
p9 Poor condition of the system is revealed
p10 Very poor condition of the system is revealed
p11 System needs a preventive maintenance in the Very good condition
p12 System needs a preventive maintenance in the Good condition
p13 System needs a preventive maintenance in the Poor condition
p14 System needs a preventive maintenance in the Very poor condition
p15 System needs a corrective maintenance in the Very good condition
p16 System needs a corrective maintenance in the Good condition
p17 System needs a corrective maintenance in the Poor condition
p18 System needs a corrective maintenance in the Very poor condition
p19 No maintenance action is performed on the system
p20 Preventive maintenance is performed on the system
p21 Corrective maintenance is performed on the system
p22 System ready to return to the process of deterioration
p23 Indication that preventive maintenance improves the condition of the sys-

tem after the application of the maintenance action
p24 Indication that preventive maintenance suppresses the deterioration process

during a period of time after the application of the maintenance action
p25 Indication that preventive maintenance reduces the deterioration rate during

a period of time after the application of the maintenance action
p26 System after preventive maintenance is performed
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Place Definition of the function
p27 Indication that corrective maintenance improves the condition of the system

after the application of the maintenance action
p28 Indication that corrective maintenance suppresses the deterioration process

during a period of time after the application of the maintenance action
p29 Indication that corrective maintenance reduces the deterioration rate during

a period of time after the application of the maintenance action
p30 System after corrective maintenance is performed
p31 Indication that a preventive maintenance is available in the Very good con-

dition
p32 Indication that a preventive maintenance is available in the Good condition
p33 Indication that a preventive maintenance is available in the Poor condition
p34 Indication that a preventive maintenance is available in the Very poor con-

dition

A.2 List of transitions

A full list of transitions included in the Petri net maintenance model (Figure 4.10) is provided in Table
A.2.

Table A.2 – Definition of transitions

Transition Definition of the function
t1 It is a stochastic transition and models the transition between Very good

condition and Good condition, representing the time that the system spends
in Very good condition before moving to Good condition

t2 It is a stochastic transition and models the transition between Good con-
dition and Poor condition, representing the time that the system spends in
Good condition before moving to Poor condition

t3 It is a stochastic transition and models the transition between Poor condi-
tion and Very poor condition, representing the time that the system spends
in Poor condition before moving to Very poor condition

t4 It is an immediate transition and returns the token present in place p6 to
place p5 after the major inspection has been performed and the true condi-
tion of the system has been revealed

t5 It is a stochastic transition and manages the moments of realization of the
major inspections

t6 It is an immediate transition and removes the token from the deterioration
process, place p1, and reveals the true condition of the system - Very good
condition

t7 It is an immediate transition and removes the token from the deterioration
process, place p2, and reveals the true condition of the system - Good con-
dition

t8 It is an immediate transition and removes the token from the deterioration
process, place p3, and reveals the true condition of the system - Poor con-
dition

t9 It is an immediate transition and removes the token from the deterioration
process, place p4, and reveals the true condition of the system - Very poor
condition

t10 It is an immediate transition and its firing means that no maintenance is
taken when the system has a Very good condition
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Transition Definition of the function
t11 It is an immediate transition and its firing means that no maintenance is

taken when the system has a Good condition
t12 It is an immediate transition and its firing means that no maintenance is

taken when the system has a Poor condition
t13 It is an immediate transition and its firing means that no maintenance is

taken when the system has a Very poor condition
t14 It is an immediate transition and its firing means that a preventive mainte-

nance is taken when the system has a Very good condition
t15 It is an immediate transition and its firing means that a preventive mainte-

nance is taken when the system has a Good condition
t16 It is an immediate transition and its firing means that a preventive mainte-

nance is taken when the system has a Poor condition
t17 It is an immediate transition and its firing means that a preventive mainte-

nance is taken when the system has a Very poor condition
t18 It is an immediate transition and its firing means that a corrective mainte-

nance is taken when the system has a Very good condition
t19 It is an immediate transition and its firing means that a corrective mainte-

nance is taken when the system has a Good condition
t20 It is an immediate transition and its firing means that a corrective mainte-

nance is taken when the system has a Poor condition
t21 It is an immediate transition and its firing means that a corrective mainte-

nance is taken when the system has a Very poor condition
t22 It is an immediate transition and its firing means that the system no need

maintenance and is ready to return to the process of deterioration
t23 It is an immediate transition and its firing means that a preventive mainte-

nance was applied to the system and this is ready to return to the process of
deterioration

t24 It is an immediate transition and its firing means that a corrective mainte-
nance was applied to the system and this is ready to return to the process of
deterioration

t25 It is an immediate transition and returns the system to Very good condition
in the deterioration process

t26 It is an immediate transition and returns the system to Good condition in
the deterioration process

t27 It is an immediate transition and returns the system to Poor condition in the
deterioration process

t28 It is an immediate transition and returns the system to Very poor condition
in the deterioration process

t29 It is an immediate transition and its firing means that the preventive main-
tenance only improves the condition state of the system

t30 It is a immediate transition and its firing means that the preventive mainte-
nance only suppresses the deterioration process over a period of time

t31 It is an immediate transition and its firing means that the preventive mainte-
nance improves the condition state and suppresses the deterioration process
over a period of time

t32 It is an immediate transition and its firing means that the preventive main-
tenance only reduces the deterioration rate over a period of time

t33 It is an immediate transition and its firing means that the preventive main-
tenance improves the condition state and reduces the deterioration rate over
a period of time
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Transition Definition of the function
t34 It is an immediate transition and its firing means that the corrective mainte-

nance only improves the condition state of the system
t35 It is an immediate transition and its firing means that the corrective mainte-

nance improves the condition state and suppresses the deterioration process
over a period of time

t36 It is an immediate transition and its firing means that the corrective mainte-
nance improves the condition state and reduces the deterioration rate over
a period of time

t37 It is a deterministic transitions and its firing means that the preventive main-
tenance is available in Very good condition

t38 It is a deterministic transitions and its firing means that the preventive main-
tenance is available in Good condition

t39 It is a deterministic transitions and its firing means that the preventive main-
tenance is available in Poor condition

t40 It is a deterministic transitions and its firing means that the preventive main-
tenance is available in Very poor condition



Appendix B

Network Description

B.1 Petri net schemes

Figure B.1 shows the network analysed. The network is composed by seven input points and two
intersections between highways. The input points are identified by number from (1) to (7), while
the intersections are identified by the letters (A) and (B). All highway sections have traffic in both
directions.

(2)

(3)

(4)
(5)

(6)

(7)

(1)

(A) (1,2,3,4,5,6,7) - Numeration of the input points
(A,B) - Identification of intersection of roads

- Highway A1
- Highway A9
- Highway A10

(B)

Figure B.1 – Network analysed

Figures B.2 – B.19 present the Petri net schemes for the 18 sections that comprise the network anal-
ysed, and Figures B.20 – B.21 present the Petri net schemes for the two intersections between high-
ways. The Petri net scheme is composed by 132 segments of variable length, 246 places and 144
transitions.
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Figure B.2 – Petri net scheme of Section 1 of the network – Section (1) – (A)
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Figure B.3 – Petri net scheme of Section 2 of the network – Section (A) – (2)
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Figure B.4 – Petri net scheme of Section 3 of the network – Section (2) – (3)
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Figure B.5 – Petri net scheme of Section 4 of the network – Section (3) – (4)
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Figure B.6 – Petri net scheme of Section 5 of the network – Section (4) – (B)



B.1. PETRI NET SCHEMES 229

S
e
g
m

e
n
t 
3
5

L
=

 2
5
0
 m

B
e
tw

e
e
n
 r

a
m

p
s

S
e
g
m

e
n
t 
3
6

L
=

 9
0
0
 m

S
e
g
m

e
n
t 
1
3
2

D
e
s
ti
n
a
ti
o
n
 7

 -
 C

a
rr

e
g
a
d
o

P
6
8

P
6
9

P
7
0

P
7
1

P
7
2

P
1
5
9

P
1
6
0

T
4
1

T
4
2

T
9
4

S
e
g
m

e
n
t 
8
2

L
=

 5
0
0
 m

R
a
m

p

Figure B.7 – Petri net scheme of Section 6 of the network – Section (B) – (7)
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Figure B.8 – Petri net scheme of Section 7 of the network – Section (7) – (B)
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Figure B.9 – Petri net scheme of Section 8 of the network – Section (B) – (4)
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Figure B.10 – Petri net scheme of Section 9 of the network – Section (4) – (3)
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Figure B.11 – Petri net scheme of Section 10 of the network – Section (3) – (2)
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Figure B.12 – Petri net scheme of Section 11 of the network – Section (2) – (A)
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Figure B.13 – Petri net scheme of Section 12 of the network – Section (A) – (1)
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Figure B.14 – Petri net scheme of Section 13 of the network – Section (5) – (B)
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Figure B.15 – Petri net scheme of Section 14 of the network – Section (B) – (6)
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Figure B.16 – Petri net scheme of Section 15 of the network – Section (6) – (A)
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Figure B.17 – Petri net scheme of Section 16 of the network – Section (A) – (6)
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Figure B.18 – Petri net scheme of Section 17 of the network – Section (6) – (B)
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Figure B.19 – Petri net scheme of Section 18 of the network – Section (B) – (5)
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Figure B.20 – Petri net scheme of the intersection between A9 and A10 – Intersection (A)
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Figure B.21 – Petri net scheme of the intersection between A1 and A10 – Intersection (B)
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Figure B.22 – Scheme of the traffic flow circulation in the situation in which Sections 2 and 11 are
unavailable
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Figure B.23 – Scheme of the traffic flow circulation in the situation in which Sections 3 and 10 are
unavailable
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Figure B.24 – Scheme of the traffic flow circulation in the situation in which Sections 4 and 9 are
unavailable
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Figure B.25 – Scheme of the traffic flow circulation in the situation in which Sections 5 and 8 are
unavailable
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Figure B.26 – Scheme of the traffic flow circulation in the situation in which Sections 14 and 17 are
unavailable



248 APPENDIX B. NETWORK DESCRIPTION

(1) Zambujal

(2) Alverca

(3) V.F.Xira

(4) PLLN
(5) Benavente

(6) Arruda

(7) Carregado

(6)

(3)

(4)

(5)

(7)

(2,3,4,

5,6,7) (2)

(3,4,5,6,7)

(4,5,6,7)

(5,6,7)

(6)

(a) Input (1) Zambujal

(1) Zambujal

(2) Alverca

(3) V.F.Xira

(4) PLLN
(5) Benavente

(6) Arruda

(7) Carregado

(1)

(6) (4)

(1)

(7)

(5)

(3)

(3,4,5,6,7)

(4,5,6,7)

(5,6,7)

(6)

(b) Input (2) Alverca

(2) Alverca

(3) V.F.Xira

(4) PLLN
(5) Benavente

(6) Arruda

(7) Carregado

(1) Zambujal

(4)

(7)

(5)

(2)

(1)

(6)

(1,2)

(1)

(4,5,6,7)

(5,6,7)

(6)

(c) Input (3) V.F.Xira

(2) Alverca

(3) V.F.Xira

(4) PLLN
(5) Benavente

(6) Arruda

(7) Carregado

(1) Zambujal

(7)

(5)

(2)

(1)

(6)

(3)

(1)

(1,2,3)

(1,2)

(5,6,7)

(6)

(d) Input (4) PLLN

(2) Alverca

(3) V.F.Xira

(4) PLLN
(5) Benavente

(6) Arruda

(7) Carregado

(1) Zambujal

(4)

(7)

(2)

(1)

(6)

(3)

(1)

(1,2,3)

(1,2,3,4)

(1,2)

(6)

(e) Input (5) Benavente

(2) Alverca

(3) V.F.Xira

(4) PLLN
(5) Benavente

(6) Arruda

(7) Carregado

(1) Zambujal

(7)
(5)

(1)

(2)

(1)

(3)
(1,2)

(4)(1,2,3)

(1,2,3,4)

(1,2,3,

4,5,7)

(f) Input (6) Arruda

(2) Alverca

(3) V.F.Xira

(4) PLLN
(5) Benavente

(6) Arruda

(7) Carregado

(1) Zambujal

(4)

(5)

(2)

(1)

(6)

(3)

(1,2,3,4)

(1,2,3)

(1,2)

(1)

(6)

(g) Input (7) Carregado

Figure B.27 – Scheme of the traffic flow circulation in the situation in which Sections 15 and 16 are
unavailable


