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We report large-scale first-principles simulations of melting of four different phases of Li at pressures

ranging from 0 to 50 GPa. We find excellent agreement with existing experimental data at low pressures,

and confirm that above 10 GPa the melting line develops a negative slope, in parallel to what occurs for Na

at 30 GPa. Surprisingly, our results indicate that the melting temperature of the bcc phase is always higher

than that of fcc Li, suggesting the intriguing possibility of the existence of a narrow field of bcc stability

separating the fcc and liquid phases, as predicted by Alexander and McTague [Phys. Rev. Lett. 41, 702

(1978)].
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The alkali elements Li and Na have long been described
as simple metals, due to their prototypical atomic and
electronic structure. At ambient conditions they adopt the
bcc lattice arrangement, transforming into the fcc at higher
pressure (at�7:5 GPa and room temperature in the case of
Li, at 65 GPa in the case of Na), while their electronic
structure is nearly free electronlike. However, recent theo-
retical and experimental studies have shown that these
materials display unexpectedly complex behavior at high
pressures. Neaton and Ashcroft [1,2] reported ab initio
calculations predicting that pressure induces phase transi-
tions to less symmetric, lower coordinated structures, as-
sociated to electronic localization [3,4], a rather
counterintuitive prediction. Shortly after, Hanfland et al.
[5] reported an experimental study of Li at high pressures,
and although the actual sequence of high-pressure phases
found by these authors was different than that predicted
theoretically [1], they nevertheless confirmed the tendency
to adopt low symmetry phases at high pressures. Other
experimental efforts have shown that these high-pressure
structural transformations are accompanied by changes in
the electronic structure. Indeed, Struzhkin et al. [6] and
Shimizu and coworkers [7] have reported the observation
of superconductivity in Li at pressures above 20 GPa (at
ambient pressure Tc ¼ 0:4 mK [8]), with transition tem-
peratures varying with pressure, but ranging between 9 and
up to 20 K, one of the highest measured for any element.
Matsuoka and Shimizu [9] have reported a metal-to-
semiconductor transition in Li near 80 GPa of pressure.
Similar results have been reported for Na at 118 GPa,
where Na is found to transform to an orthorhombic phase
behaving as a poor metal [10]. At even higher pressures
(c.a. 200 GPa) Ma and coworkers [11] have reported the

observation of a sixfold coordinated hexagonal structure of
Na which happens to be transparent, implying an insulator
band gap in the electronic structure.
In an effort to further characterize the thermodynamic

behavior of alkali metals at high pressures, Gregoryanz
et al. [12] have measured the melting temperature of Na up
to pressures of 130 GPa. It was found that its melting curve
reaches a maximum at �31 GPa, and decreases at higher
pressures. The negative slope in the melting line persists up
to pressures of�118 GPa, conditions at which Na is found
to be in the liquid state at room temperature, and where a
number of highly complex crystalline phases are found in
the solid [13], one of which has been recently proved to be
incommensurate [14]. While a negative slope in the melt-
ing line is itself not unprecedented, and in fact is known to
occur in many systems (notably, water), it usually occurs
only over a narrow pressure range. A negative slope per-
sisting over more than 70 GPa, as occurs in Na, is quite
without precedent. To date, no experimental measurements
of the melting curve of Li at pressures beyond 8 GPa have
been reported, and given the unusual melting behavior of
Na, and the no less remarkable one of K, there is consid-
erable interest in the melting of Li at pressures higher than
8 GPa.
In this work we use first-principles molecular dynamics

(FPMD) simulations of Li at pressures ranging between 0
and 50 GPa, using this technique to determine the melting
temperature of four different crystalline phases found
within this pressure range.
There are several possibilities for calculating the melting

temperature of a given model material. One approach
consists of calculating the free energy of the solid and
liquid phases at fixed pressure as a function of the tem-
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perature; the temperature at which the free energies of both
phases are equal is the sought coexistence temperature.
This approach has been used successfully in numerous
applications [15–17]; it is conceptually simple, and besides
the coexistence conditions, it provides access to a wealth of
thermodynamic data, such as the enthalpy of fusion, en-
tropy, volume, etc. But the free energies are cumbersome to
calculate, and have to be evaluated with high precision,
especially in cases where the entropy difference between
solid and liquid is small (the free energies cross at a small
angle) to avoid large errors in the coexistence temperature.
A second approach, which is in fact the one used in this
work, consists of considering simultaneously solid and
liquid within the same simulation box. If the simulation
is performed at fixed temperature the thermodynamically
unstable phase disappears, while the stable one prevails,
and it is thus possible to bracket the coexistence tempera-
ture by repeating the same simulation at different tempera-
tures to within a small temperature interval. Alternatively,
one can manually adjust the enthalpy (by temperature
scaling) until both phases are observed to remain in coex-
istence for a sufficiently long time, without any appreciable
trend towards melting or solidification. This method,
though extensively used with empirical potentials, was
not used in combination with first-principles simulations
until very recently [18,19] due to the requirement of using
large supercells. A third method, which we call the direct
method, has been used occasionally. This consists of simu-
lating the solid phase at increasing temperatures, until
transition to the liquid is finally observed. This method
provides the so-called mechanical melting temperature,
which generally overestimates the equilibrium melting
temperature. It has been argued that this superheating
effect should be small in the light alkali metals Li and
Na [20,21], but further work is needed to establish the
reliability of this approach in these systems.

We performed FPMD simulations of Li systems in the
isobaric ensemble (constant number of particles, N,
constant-pressure, P, and constant enthalpy, H).
Simulations were performed using the Vienna ab initio
Simulation Package (VASP) [22]. We employed the pro-
jector augmented wave method [23] as implemented in
VASP [24], retaining only the 2 s electron in the valence,
and the exchange-correlation energy was described em-
ploying the functional due to Perdew, Burke and Ernzerhof
[25]. We used a plane-wave cutoff of 10.3 Ry, and the
Brillouin zone was sampled only with the � point. The
FPMD simulations employed an efficient charge density
extrapolation scheme [26] which speeds up the attainment
of self-consistency after the first few dynamical steps.
Isobaric ensemble trajectories for the ions and cell were
generated employing the constant-pressure formalism of
Souza and Martins [27] as implemented in [28], using a
time step of 3 fs. The simulation box was constrained to
remain in a tetragonal shape, with the two short sides
(parallel to the plane of the interface) being of equal length.
Coexistence simulations require large simulation cells in

order to have a sufficient number of atoms in each (solid or
liquid) phase. The number of atoms was 2048 atoms in
simulations involving the bcc or cI16 phases, 2016 atoms
in those involving the fcc phase, and 2058 atoms for those
involving the hR1 phase. The preparation of initial con-
figurations for these simulations was done employing a
simple adjusted embedded atom potential, fitted to repro-
duce the results obtained from small ab initio simulations
at the conditions of interest. Initial configurations contain-
ing approximately equal amounts of solid and liquid plus
an interface between them were straight forwardly gener-
ated with the empirical potential, and then fed to the
ab initio coexistence simulation.
By monitoring the behavior of the instantaneous tem-

perature during such simulations we were able to deter-
mine if the solid and liquid phase were in coexistence or
not. A tendency of the instantaneous temperature to grow
(decrease) during the course of the simulation is indicative
of a tendency of the whole system to solidify (melt). On the
other hand, the absence of any appreciable drift in the
instantaneous temperature is indicative of the proximity
to coexistence conditions. Thus, when a drift was found the
enthalpy was manually adjusted by rescaling the tempera-
ture of the simulation so as to drive the system towards
coexistence. In the absence of any detectable temperature
drift, and when both phases were found to coexist stably
for a minimum of 15 ps, they were assumed to be in
equilibrium at the average temperature and pressure con-
ditions of the simulation. We find that the standard devia-
tion of the temperature in such conditions (which we take
as an estimate of the error in our coexistence temperatures)
is smaller than 10 K; the standard deviation in the pressure
is smaller than 0.1 GPa. It is our experience, both in the
present work and from previous research [18], that the
stable coexistence of solid and liquid phases is extremely
sensitive to the temperature, and the small standard devia-
tion of the coexistence temperatures resulting from our
simulations corroborate this observation. The presence of
both solid and liquid phases within the simulation box can
be easily corroborated either by direct inspection or by
plotting the particle density calculated at a series of planes
parallel to the interface [see Fig. 1]. Crystal planes appear
as spikes of high density, whereas no such spikes are
present in the liquid region.
In this work we have considered the melting of four

different crystalline phases of Li, namely, the bcc, fcc, hR1,
and cI16 phases, which are the relevant phases from am-
bient pressure up to 50 GPa, the range of pressures that we
have spanned in this study. Phase hR1 (labeled here by its
Pearson symbol) is rhombohedral with space group R�3m.
Phase cI16 is cubic, with space group I �43d, and has 16
nonequivalent atoms in the unit cell.
Figure 2 displays the melting temperatures that resulted

from our simulations. Estimated errors in the calculated
melting temperatures are comparable to the symbol sizes.
Also shown are the experimental data Ludemann and
Kennedy [29] (in the range 0.5 to 8 GPa) and Boehler
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[30] (in the range 0 to 3 GPa) for the melting of the bcc
phase up to 8 GPa, the only existing experimental data on
melting of Lithium that we are aware of. As can be seen in
Fig. 2, over the range of pressures where experimental data
is available our calculated results are in rather good agree-
ment with the experimental melting temperatures. For
example, Boehler [30] reports a melting temperature at
0 GPa of 453 K, while we obtain 455 K. At 4 GPa
Ludemann and Kennedy [29] obtained a value of 516 K,
while we get 513 K, and at 8 GPa they report a value of
527 K, compared to our own value of 528 K. This rather
remarkably good agreement between the available experi-
mental data and our results for the bcc phase gives us
confidence in the reliability of the approach followed

here, both for the bcc structure and the remaining phases
considered in this study.
Since the bcc phase transforms to the fcc structure at

approximately 7.5 GPa [31–33] at 300 K, and the latter
phase remains stable up to 38 GPa [5], it is perhaps natural
to assume that within this range of pressures Li should melt
from the fcc phase. However, our results indicate that the
bcc structure has a higher melting temperature than the fcc
at all pressures up to 30 GPa, the highest pressure at which
we have considered these phases. The difference in melting
temperatures is not large (e.g., �5 K at 15 GPa, �10 K at
20 GPa), but nevertheless we systematically find a higher
melting temperature for the bcc phase than for the fcc. This
small difference is indicative of very similar free energy
values for both structures at temperatures close to melting.
This finding also unveils an intriguing possibility: that a
narrow stability field exists for the bcc phase between the
fcc phase and the liquid. It would be very interesting to
experimentally check this possibility, which seems all the
more likely in view of the work of Alexander and McTague
[34]. Using symmetry arguments and a mean-field descrip-
tion of the solid-liquid transition, these authors proved that,
within the range of applicability of mean-field theory, the
melting temperature of the bcc structure should be higher
than that of any other lattice arrangement, and, in particu-
lar, higher than that of the fcc structure. Their argument is
supported by the fact most metallic elements, lanthanides
and actinides adopt the bcc structure close to the melting
line.
Another remarkable observation to be extracted from the

results displayed in Fig. 2 is the fact that, within the range
of pressures spanned here, the maximum melting tempera-
ture is obtained in the region from 8 to 10 GPa, where the
bcc phase melts at �530 K, which is considerably lower
than the highest mechanical melting temperature obtained
by Tamblyn et al. [21] (680 K) in their direct method
simulations. At higher pressures both the bcc and fcc
phases melt at lower temperatures, i.e., the melting line
has a negative slope. In this respect Li behaves similarly to
Na, where it has been shown experimentally [12] that the
melting line of the bcc phase attains a maximum at
�31 GPa with a value close to 1000 K, and then decreases
reaching values close to room temperature at about
100 GPa. Several studies have attempted to uncover the
cause of the negative slope in the melting line of Na, some
arguing for the higher compressibility of the liquid as the
explanation [20,35], while others have drawn attention to a
softening of phonon modes with increasing pressure, re-
sulting in a relative destabilization of the solid phase [36–
38]. We note that these explanations are not mutually
exclusive, and it is likely that both contribute to the ob-
served negative slope in the melting line of sodium.
At 30 GPa the melting temperature of the hR1 phase is

some 35 K higher than that of the bcc phase (40 K higher
than that of fcc), which is indicative of the higher stability
of the rhombohedral phase. According to Hanfland et al.
[5], the hR1 phase appears at �38 GPa at 180 K, which is

FIG. 2 (color online). Calculated melting temperatures for the
bcc, fcc, hR1, and cI16 phases. Also plotted is the experimental
data of Ludemann and Kennedy [29] and Boehler [30]. The inset
shows a schematic diagram of the melting line up to 50 GPa, as
envisaged from our numerical results.

FIG. 1 (color online). Instantaneous configuration resulting
from a coexistence simulation of the fcc phase and liquid Li at
30 GPa. Crystal planes are clearly visible on the left side of the
image, and the interfaces between solid and liquid are discern-
ible at the center of the image and the left end. The inset shows
the particle density of the configuration shown in the main
image. Regularly spaced density peaks reveal the presence of
crystal planes on the left, whereas the small density oscillations
around a constant value are typical of the liquid phase, on the
right of the image.
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reasonably consistent with our finding of this phase being
the most stable one at 30 GPa and T ¼ 425 K. This phase
also presents a negative slope of the melting line, as its
melting temperature reduces to 325 K when the pressure is
raised to 40 GPa.

Finally, we have considered the melting of the cI16
phase at 40 and 50 GPa, known [5] to be the stable solid
phase in this pressure range. We find that this phase melts
at 302.5 K at 40 GPa, and at 272 K at 50 GPa, thus
continuing the trend towards lower melting temperatures
as the pressure is increased already found in the bcc, fcc,
and hR1 phases.

In summary, we have carried out large-scale first-
principles simulations of solid-liquid coexistence of differ-
ent Li crystal phases. From these simulations we have
obtained the melting temperature of these phases, covering
a range of pressures from 0 to 50 GPa. Our calculated
melting temperatures for the bcc phase agree very closely
with the available experimental data existing for this phase
[29,30], between 0 and 8 GPa. The highest melting tem-
perature in the range of pressures considered is observed
for the bcc phase, occurring at 10 GPa (533 K); at higher
pressures the melting lines of bcc and fcc phases develop a
negative slope, i.e., the melting temperature reduces with
pressure, in agreement with the earlier find of Tamblyn
et al. [21], and this trend is maintained by the hR1 and cI16
phases. This predicted behavior is similar to that found
experimentally in the case of Na [12]. We also find that up
to 30 GPa, the melting temperature of the bcc phase is
systematically higher than that of the fcc phase, in spite of
the fact that at low temperatures it is clearly established
that the latter phase is the stable one above �8 GPa. This
implies that, according to our calculations, there must exist
a narrow field of bcc stability separating the fcc and liquid
fields.
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Note added in proof.—Recently we became aware of the
work by Lazicki et al. [39], who extend the experimental
melting line of Li up to 15 GPa. These authors find a
maximum in the melting line at �10 GPa, and fail to
observe any signature of bcc-fcc transition along it up to
15 GPa. Like with the earlier experimental work [29,30],
our results are in rather good agreement with the data
reported in this recent study.
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