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ABSTRACT

In an e-commerce setting, a successful recommender system needs to incorporate the needs

of consumers based on previous purchases by users. Current recommender systems incorporate

different features and images of products to recommend products to consumers. Interestingly, the

price of an object is one of the biggest constraints that the user faces before making a purchase.

However, there is a research gap in our understanding of how to incorporate price into recom-

mender systems.

This thesis explores the price aspect of products and how to incorporate price into a relative

price-based recommendation. This work is different from modern approaches that observe the

price elasticity and price sensitivity of products and to understand consumer behavior. This thesis

will highlight how price as a comparable feature can be used to understand consumer interests and

how relative price can be used to help narrow down products a consumer will be interested in.

This thesis will initially observe the performance of classic models such as user recommender

and latent factor models such as Probabilistic Matrix Factorization. Than I will combine the cate-

gory of relationships based on an economic theory of substitutes and complements to improve the

accuracy of currently used models. This framework will address the issues of the long-tail problem

inherent in data distribution.

From testing with Amazon review data, it has been observed that my framework can levitate the

long-tail problem inherent in the dataset. Combined with previous works on price sensitivity, my

framework can be used to explain purchase strategies of consumers along with consumer interest.
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1. INTRODUCTION

1.1 Existing Recommender Systems

Recommender systems have assumed an important position as human interactions have moved

to the Internet. In particular, modern recommender systems are critical to many areas including

social media, video, news, and e-commerce. A recommender system is designed to help users

navigate a wide variety of content, typically by modeling the preferences of individual users. The

core recommendation task can then be broken down into (i) understanding the large amount of

available content (e.g., social media posts, videos, products); and (ii) delivering recent or unknown

contents to the user based on personal preferences [1, 2].

Traditional recommender systems typically rely on two strategies to tackle the recommender

problem. The first strategy – the content filtering approach – relies on building a content profile

of each item. For movies, a profile for each film may contain information about the genre, leading

actors, or director [2]. After collecting the profiles of users and items, the recommender system

connects users to contents with shared interests (e.g., recommending a movie based on having a

director of a previously liked movie). The second strategy – the collaborative filtering method –

relies on users’ past transactions, toward identifying items that were liked by similar users (e.g.,

recommending a movie liked by a group of other users who have rated other movies in common

with you). The collaborative filtering model can be divided into the neighborhood method and

the latent factorization model. The neighborhood model relies on analyzing relationships between

users and items based on dependence on similar users or items [3]. The latent factor model is a

matrix factorization-based method that creates latent feature vectors for users and items to capture

different rating factors [2].

Many traditional recommender systems rely heavily on explicit data such as rating data to

understand users’ preferences, whereas modern recommender systems try to incorporate implicit

data such as number of clicks to better understand user behaviors [4]. This is due to the fact that
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explicit ratings are sometimes unreliable, and many users do not participate in rating the contents

consumed. The general consensus is that successful modern recommender systems should consider

multiple features when providing intuitive predictions.

1.1.1 Recommendations in E-commerce Setting

Recommender systems in e-commerce are slightly different than those in domains like social

media, video, and news posts. While most recommender systems focus on personalized recom-

mendations [2], a recommender system in e-commerce needs to consider the price of each item.

For example, the above examples of social media and news posts do not require the user to pay

money to connect to friends or read a news article. The cost of purchasing a movie ticket is the

same regardless of the production cost of the movie. Users in the Netflix Challenge were paying

a subscription fee-based membership that allowed them to watch a movie regardless of how suc-

cessful the movie performed at the box office. In e-commerce, however, a user will not be able to

purchase an item if he or she cannot afford it. This means that while the preference of the user is

relevant, it may not be the determining factor that leads to a transaction.

While cost is a very important factor, there is a research gap in our understanding of how to

incorporate price into recommenders. Currently, there are two perspectives of on going research

in recommender systems in e-commerce using price. The first involves using the price sensitivity

method. This concept is well studied in the field of economics and involves observing the change

of demand in consumers when the price changes [5]. A visualization of price sensitivity is shown

in Figure 1.1. Businesses use this concept in making personalized promotions to persuade users to

consume products that are slightly out of budget [6]. The second method involves predicting the

willingness of a consumer to pay for a certain product [7]. This is based on the concept that people

have different perspectives toward putting value on the same objects. This concept is visualized in

Figure 1.1.
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(a) Visualization of Price Sensitivity (b) Visualization of Willingness to Pay

Figure 1.1: Price sensitivity and willingness to pay

Most work on price in this context has focused on experiments and surveys with a small group

of people. The most noteworthy work that was conducted on a large-scale dataset was proposed

based on the economic concept of three-stage purchase decision [8]. This framework studies the

stage of grocery category selection, and product choice along with the number of products pur-

chased by customers. The primary insight comes from the use of price sensitivity for the purpose

of understanding effective promotional strategies for customers. The framework concludes with

the economic insight that personalized promotional strategies should be provided for customers in

the product selection stage. While this economic insight is novel, grocery products have a tendency

to be cheap, and the model depends heavily on periodic purchases by the users.

1.1.2 Relative Price Recommender System

This thesis proposes a new framework for incorporating price into recommendation that differs

from previous studies. Instead of focusing on making personalized promotions, price can also be

used as an indicator of consumers’ interest. I hypothesize that consumers with specific interests

will be willing to spend more money on related products. However, considering the magnitude

of the money spent might not be an ideal method. Because different product categories have a

tendency to have different price ranges, it is difficult to conclude that a consumer is more interested

in electronic items or cars when a typical car will always be more expensive than electronics.

3



Figure 1.2: Visualization of relative price

Therefore, we need to consider the relative pricing of products within their associated categories

to understand if they are considered relatively expensive or not. An example of relative price can

be observed in Figure 1.2.

The proposed relative price can only be viable if the industry is well developed. A developed

industry should contain multiple companies that strategically position themselves to target specific

consumers [9]. This allows the user to have the necessary information to compare the different

products that the companies in the industry provide and purchase ones that best fit his or her needs.

A good example is the fashion industry.
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(a) Very expensive jeans by Palm Angels (b) Expensive jeans by Nudie Jeans

(c) Medium-priced jeans by Uniqlo (d) Cheap jeans by Walmart

Figure 1.3: Similar jeans with different price range

Figure 1.3 shows four different prices for jeans of a similar color. The quality and style of the

jeans are different and the prices span a wide range. This is an example of the limitations of using

visual images or relying on product relations when making recommendations [10, 11]. Without

going through the trouble of analyzing images or crawling missing product features [10, 11], we

can rely on the linear metric, price, to determine the preferences of users.

The challenge of utilizing relative price comes from the distribution of this relative price rat-

ing. Because cheaper products are purchased more often than expensive products, most users will

have a low relative price purchase made on many categories, making it more difficult for the rec-

ommender system to predict higher relatively priced categories. This phenomenon, known as the

5



long-tail problem, is inherently caused by the tendency of users to purchase cheaper products.

For this thesis, I will be using an Amazon dataset that contains product and their accompanying

reviews. I explore the use of relative price with the dataset with three baselines based on traditional

models and test how the long-tail problem affects the initial models. Then, to address the long-tail

problem, I propose a model that incorporates product relations when making recommendations.

This allows the model to take into account product categories that are related to the target category

when making a purchase. This has shown to be more effective in making predictions for higher

relative-priced purchases.

The overall contributions of this thesis are listed below:

• Propose a method that utilizes price as a comparable variable in making recommendations;

• Embed relative price into traditional recommender system;

• Implement product relations to attack the long-tail problem faced in using relative price;

• Explore relative price in meta-data of Amazon Electronics.

The rest of the thesis is structured as follow. In Section 2, I will go over the baseline models used to

compare the effects of long-tail distribution on traditional models. Section 3 presents the proposed

model that alleviates the long-tail problem. Section 4 will cover the dataset explanation, filtering,

and distribution observation. The experiment and results are discussed in Section 5, followed by

the conclusion and future work directions in Section 6.

6



2. BASELINE RECOMMENDATION MODELS

Most previous recommender systems have ignored price as a factor, making it difficult to iden-

tify a baseline to compare with. However, the nature of converting actual price into a relative price

makes it possible to treat relative price as if were a rating. This allows the collaborative filtering

model to be used to predict the preferences of users in e-commerce setting. In this section, I will go

over the three baselines that I have determined to test how traditional and modern models perform

when facing the long tail problem.

Before going to the details of the baselines, I will go over the definitions of relative price and

price level. The following is the definition of relative price:

rj =
pj −min(Cj)

max(Cj)−min(Cj)
(2.1)

where rj is the relative price of product j, pj . Cj is the category product j belongs to, pj ∈ Cj .

In this formula, the price of product,j , is divided by, the maximum priced in the category to get

the relative position of product j. The minimum price value is subtracted in the numerator and

denominator to bind the relative price to [0,1].

The following is the definition of price level:

bj = b rj
0.1
c (2.2)

where bj is the price level obtained from the relative price rj . In this formula, the relative price is

divided into 10 groups. This is necessary to visualize the performance of the models in which I

use relative price as the main measurement of users’ preference in a category.

2.1 Predict Most Popular Price Level

The first baseline is the naive approach of predicting the price level with the most frequent

purchase for individual categories. Because the overall distribution of the relative price is skewed

7



towards cheaper products, it is necessary to set up this baseline to see if traditional models can

outperform intuitive predictions.

The following is the equation for the first baseline:

b(Ci) = max
bk∈Ci

freq(bk) (2.3)

Here, b(Ci) represents the predicted price level of each category, Ci. bk ∈ Ci represents each price

level in each category, and freq(bk) represents the frequency of price level bk. This equation yields

the price level with the highest frequency for each category.

2.2 User Based Recommender System

The second baseline represents the classical memory based collaborative filtering method. User

based recommender system have been a popular approach for recommenders [12]. The algorithm

was modeled on the assumption that consumers with similar interests will consume similar content.

With a strong assumption that consumer preference will not change, past transactions can be used

to predict future consumption. The transactions of all pairs of consumers will be compared to

identify groups of similar products. This list of consumers will be used to make predictions for

current consumers.

2.2.1 Model

The first step of the user based recommender system is to calculate the similarity between

consumers and find k nearest neighbors. While there are different similarity measurements, I will

be using cosine similarity for the user based recommender system. Equation 2.4 is the cosine

similarity formula along with notations explained in Table 2.1.

sim(x, y) =

∑
s∈Cxy

rx,c ∗ ry,c√∑
c∈Cx

r2x,c ∗
√∑

c∈Cy
r2y,c

(2.4)

Equation 2.4 takes in the input of user’s relative price for different categories. The numerator

is the product of the relative price of a same category purchase and the denominator represents

8



Notation Description
rx,c Rating of consumer x on category c
ry,c Rating of consumer y on category c
Cxy Category that both consumers consumed

Table 2.1: Notation for user based recommender system

the values obtained from all the purchases users have maid. The output will represent how similar

these two users are based on similar category purchases and relative prices.

The second step is to calculate the predicted category rating based on the average of the relative

price by the neighbors. The equation is as follows:

rx,c =

∑
y∈Tx,c

sim(x, y) ∗ ry,c∑
y∈Tx,c

sim(x, y)
(2.5)

where rx,c is the predicted relative price of user x on category c. Tx,c represents the top k similar

users, neighbors, of user xwho made purchase for category c. Equation 2.5 represents the weighted

sum of neighbors’ ratings. The weight is multiplied by the ratings of the neighbors and divided by

the sum of all the weights of the neighbors’ to the target user. This way the ratings of the most

similar neighbors will be valued more than that of the neighbors with less value.

2.3 Probabilistic Matrix Factorization (PMF)

The third baseline is the probabilistic matrix factorization model. This model tries to perform

matrix decomposition as SVD but it has some advantages that make it more appealing. PMF

performs its calculations based on the non-zero elements of the matrix which allows better perfor-

mance in a sparse setting. It also has the advantage of computing in linear time [13].

2.3.1 Model

Figure2.1 represents the probabilistic graphical model of PMF (Table 2.2 explains the variables

in the model). The PMF model captures the interaction of user and category with a probabilistic

approach. PMF depends on the concept that if the given data has a Gaussian distribution prior
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Notation Description
b Number of consumers
c Number of categories
rij Rating of consumer i on category j
U ∈ rdb Latent consumer feature matrices with dimension d
V ∈ rdc Latent category feature matrices with dimension d
I ij Indicator function equal to 1 if consumer i made purchase for category j

Table 2.2: Notations for PMF

Figure 2.1: Graphical representation of PMF

with mean centered at zero, this problem can be treated like a matrix factorization problem trained

with L2-loss with regularization. The following equation is the conditional distribution of the

transactions of the relative price.

p(r|U, V, σ2) =
b∏

i=1

c∏
j=1

[N (rij|g(UT
i ∗ Vj), σ2)]Iij (2.6)

N (x|µ, σ2) is the probability density function of the Gaussian distribution with mean µ and

variance σ2. g(x) = 1
1+exp(−x) represents the logistic function binding the predicted ratings to

10



[0:1]. Zero-mean spherical Gaussian priors were placed on consumer and category feature vectors

as shown in equations 2.7:

p(U |σ2
U) =

b∏
i=1

N (Ui|0, σ2
UI)

p(V |σ2
V ) =

c∏
j=1

N (Vj|0, σ2
V I) (2.7)

Taking the log of the posterior distribution over both consumer and category features is shown

as follows:

lnp(U, V |r, σ2, σ2
V , σ

2
U) = − 1

2σ2

b∑
i=1

c∑
j=1

Iij(rij − g(UT
i Vj))

2 − 1

2σ2
U

b∑
i=1

UT
i Ui

− 1

2σ2
V

c∑
j=1

V T
j Vj −

1

2
((

b∑
i=1

c∑
j=1

Iij)lnσ
2 + bd ∗ lnσ2

U + cd ∗ lnσ2
V ) + C (2.8)

The log of the posterior distribution can be transformed into a equivalent objective function of

minimizing the sum of squared errors. The new objective function will contain quadratic regular-

ization terms.

L(r, U, V ) =
1

2

b∑
i=1

c∑
j=1

Iij(rij − g(UT
i Vj))

2 +
λU
2
‖U‖2F +

λV
2
‖V ‖2F (2.9)

‖‖2F represents the Frobenius norm. The above loss function was optimized by performing gradient

descent on the latent features of consumer and category.
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3. PROPOSED PRICE-SENSITIVE MODEL

In this section, I will explain my proposed model based on including category relations to PMF

to improve prediction. This method was first implemented to improve predictions by implementing

social information of target user in making prediction [14]. I channel this method but use category

relations that I define instead of users in making predictions. The following subsections will cover

the overall structure of the proposed model. I will explain category relations, how category rela-

tions are obtained, and go over the intuition behind it.

3.1 Model

Figure 3.1: Graphical representation of proposed model

Figure 3.1 is the graphical representation of the proposed model. The overall structure is similar

to that of the standard PMF from Figure 2.1. The main difference is that the proposed model

12



takes into account the interaction of categories, as observed in the right side of Figure 3.1. By

capturing the consumer’s interaction with categories related to the target category, the model can

better predict the relative model using the ensemble model of the PMF. In following subsection, I

will explain the portion of the model that explains category relations.

3.1.1 Category Interaction

The assumption of category interaction is that although the consumer has his/her own prefer-

ence for a targeted category, there is a good chance that it can be overshadowed by the consumer

having multiple purchases that are relatively cheap in multiple categories. The interaction of re-

lated categories can help mitigate the influence of constantly making cheap predictions.

Category Relations

In this section, I will use Amazon product connections to define two types of product relations.

The two different types of product relations are defined as follow:

Relations Amazon tags
Substitutes Also Viewed, Buy After Viewing
Complements Also Bought, Bought Together

Table 3.1: Product relations

The categorization of product relations is based on the relationship of competition and accom-

modation of products. Products in a substitute relationship have a tendency to be in competition

with each other whereas complements have a tendency to create synergy when used together.

These two types of relationships will create two different product networks, because the nature of

the relationships are different.

Suppose product pa represents all products in target category Va. Each product pa may have a

product relationship of either substitute or complement with another product pb. Let Ta be a set

that includes all pb within Va. Take the number of common products of the related products set,

13



Ta, and target category Vb and divide by the total number of products in target category Vb. This

relation can be expressed as the following equation:

SVa,Vb
=
|Ta

⋂
Vb|

|Vb|
(3.1)

The obtained category relationship will be used to compute the ratings of consumer i in cate-

gory j as follows:

R̄i,j =

∑
k∈Q(j)Ri,kSj,k

|Q(j)|
(3.2)

R̄i,j is the rating of consumer i in category j and Q(i) represents the categories that are related

to the target category category j. The obtained ratings can be interpreted as consumer preference

for related categories.

The conditional distribution of observed ratings is defined as follows:

p(R|S, U, V, σ2
R) =

b∏
i=1

c∏
j=1

[N (rij|SijU
T
i Vj, σ

2)]Iij (3.3)

N (x|µ, σ2) is the probability density function of the Gaussian distribution with mean µ and

variance σ2. In this model, I also place zero-mean spherical Gaussian priors on consumer and

category feature vectors like for PMF.

The log of the posterior distribution over the proposed model is shown as follows:

lnp(U, V |r, σ2, σ2
V , σ

2
U) = − 1

2σ2

b∑
i=1

c∑
j=1

Iij(rij − g(αUT
i Vj + (1− α)

∑
k∈Q(j)

Sj,kU
T
i Vk))2

− 1

2σ2
U

b∑
i=1

UT
i Ui −

1

2σ2
V

c∑
j=1

V T
j Vj −

1

2
((

b∑
i=1

c∑
j=1

Iij)lnσ
2 + bd ∗ lnσ2

U + cd ∗ lnσ2
V ) + C (3.4)
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The loss function is obtained that incorporates the category relations as an ensemble model:

L(r, S, U, V ) =
1

2

b∑
i=1

c∑
j=1

Iij(rij − g(α(UT
i Vj) + (1− α)

∑
k∈Q(j)

SjkU
T
i Vk))2 +

λU
2
‖U‖2F +

λV
2
‖V ‖2F

(3.5)
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4. AMAZON PRODUCT DATA ANALYSIS

This section will explain the dataset and data filtering performed for the experiments. This

section will be divided into two subsections. I will first introduce the dataset along with the data

filtering procedure. Then, I will go over the distribution of the data so that I can provide more

context for the challenges faced in my proposed approach. For experiments, I needed a dataset

that contains consumers who made purchases as diverse as those shown in Figure 1.3. I located a

dataset of electronic devices from Amazon that contained matching reviews [15].

4.1 Details of the Data

The electronics data from Amazon contains reviews crawled from Amazon along with prod-

uct descriptions. Because Amazon does not provide personal user data for research, I make the

assumption that people who leave comments on a product have made a purchase. It is important

to note that only users who have purchased a specific product can leave a review. The following

subsections will discuss the different features in the dataset.

4.1.1 Review Data

Features Description
reviewerID ID of the reviewer
asin ID of the product
reviewerName name of the reviewer
helpful helpfulness rating of the review
reviewText text of the review
overall rating of the product
summary summary of the review
unixReviewTime time of the review (unix time)
reviewTime time of the review (raw)

Table 4.1: Features in review data
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Figure 4.1: Sample review

Review data are used to link consumers with the products they have purchased. Table 4.1 shows

the features of a review, and Figure 4.1 illustrates what a typical review looks like. For the purpose

of this paper, I will only be using the reviewID, asin, and the unixReviewTime features. Features

such as helpful and rating will not be considered because I only need to understand whether a

consumer made a purchase.

4.1.2 Product Data

Features Description
asin ID of the product
title name of the product
price price in US dollars
imUrl url of the product image
related also bought, also viewed, bought together, buy after viewing
salesRank sales rank information
brand brand name
categories list of categories the product belongs to

Table 4.2: Features in product data

Product data are used to obtain the necessary features to group products into a subcategory.

Table 4.2 shows the features of a product, and Figure 4.2 illustrates what a typical product looks
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Figure 4.2: Sample product

like. For the purpose of the this paper, I will only be using the Amazon Standard Identification

Number (asin), price, related products, and categories features.

4.1.3 Data Filtering

The above two sections discussed features from the dataset. This section will go over logis-

tics and the need for performing preprocessing. Many reviews and product information tend to

be noisy, with products not having all features in Table 4.2. The following preprocessing was

implemented to reduce the noise within the data.
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Price

For the purpose of the thesis, I will only observe products with price features included. The

price feature was observed along with the associated product category to obtain the relative price.

It is important to note that the price was crawled in a single instance.

Time

The review data contain reviews from 1998. This is not ideal, considering that the prices of

products have a tendency to decrease. To reduce the effects of this phenomenon, I only observed

the most recent two years of review data that were available by dataset. Therefore, reviews from

2012 to 2014 were observed.

Diverse purchases by consumer

Last, I reduced sparsity by only observing consumers who have made diverse purchases. This

means that a consumer needed to have purchased a minimum of eight different categories to be

considered for my experiments. Table 4.3 shows the logistics after performing the filtering.

Before Filtering After Filtering
Number of Reviews 7,824,482 617,297
Number of Products 498,196 389,693

Number of Consumers 4,824,482 30,629
Number of Categories 772 772

Table 4.3: Logistics before and after filtering

4.2 Distribution

The purpose of this thesis is to see if price and relative price can be used to make recommenda-

tions. It is important to address the distribution of the products in terms of actual price and relative

price. Figure 4.3 shows the distribution the number of purchases based on actual price and relative

price.
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(a) Number of Purchases of Products to Actual Price (b) Number of Purchases of Products to Relative Price

Figure 4.3: Distribution based on actual price and relative price

The distribution for both actual price and relative price graph in Figure 4.3 is known as a long-

tail distribution. The majority of purchases occur for a select few product range which makes it

difficult for any recommender systems to make predictions for the tail range. Although different

approaches were used in movie recommenders, with popular movies had the majority of the views,

in this case, the movies were clustered in the tail section to increase the number of views [16]. My

problem is slightly different because the rating is skewed. Previous works are unhelpful in this

regard.

I have shown that the distribution of entire products is skewed towards cheap products, regard-

less of whether actual price or relative price is shown. However, the distribution of purchases for

each category might be different. Figure 4.4 shows sample distributions of two categories. The

product distribution graph shows the distribution of products by price. The x-axis represents indi-

vidual products. For both Point and Shoot Film and GPS Navigation categories, the distribution is

long-tail. The most expensive product is less observable than the cheaper products. The graphs of

the number of purchases of products show that different categories have different distributions of

purchases. For some categories, purchasing the cheapest product is shown to be less desirable for

consumers.
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(a) Product distribution for point and shoot film cam-

eras sorted by price

(b) Number of purchases of products for point and

shoot film cameras sorted by price

(c) Product distribution for GPS and navigation sorted

by price

(d) Number of purchases of products for GPS and nav-

igation sorted by price

Figure 4.4: Sample distribution of products for price and purchases by subcategory

21



5. EXPERIMENTS AND RESULTS

In the previous sections, I have discussed the different models used in this thesis. In the follow-

ing, I will go into detail for the experiments for each baseline and the proposed model and what

turned out to be the best performance. In the final subsection, I will go over the predictions made

for the best setup for each model and explore how they fare in comparison with each other.

5.1 Predict Most Popular Price Level

The baseline for predicting the most popular price level does not have a different setting like

the other baselines. The following figure is the confusion matrix for making the prediction of the

most frequent price level. Rows 0 to 3 show that the overall prediction for rows 0 to 3 is acceptable.

Consider that predicting 0 is not too far from predicting 3. However, this most frequent prediction

performs poorly in ranges above the lower price level allowing too many price level 0 predictions

for the higher price levels.

Figure 5.1: Confusion matrix for predicting the most popular price level

5.2 User Based Recommender System

In this section, the only parameters that are changed are the k factor that determines the number

of neighbors observed in making the predictions. Figure 5.2 shows the RMSE results for varying
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k values and Figure 5.3 shows the confusion matrix results for k=10 and k=100.

Figure 5.2: RMSE of user based recommender system with varying k

(a) User recommender when k=10 (b) User recommender when k=100

Figure 5.3: Confusion matrix for k=10 and k=100
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Figure 5.2 shows a sharp decrease in RMSE from k=1 to k=3 and a continuous trend of small

decreases in RMSE as k becomes greater. This may be caused by higher k values performing

better at the lower price levels. Having a larger k value allows improved performance in the lower

price level due to the generalization. Considering the skewed distribution, it is easier to improve

RMSE by predicting abundant low price level occurrences than by predicting scarce high price

level occurrences. Figure 5.3 shows this trend. The user recommender when k=100 shows a

higher performance at price levels under 5 whereas the user recommender when k=10 shows a

higher performance for upper price levels.

5.3 Probabilistic Matrix Factorization

PMF depends on multiple factors such as learning rate, lambda and others. I have experimented

with different features, and I concluded that the parameters in Table 5.1 performed the best for the

PMF model. The confusion matrix of PMF is presented in Figure 5.4.

Parameter Value

feat 12
learning rate 6
lambda 0.0001
epoch 200
batch number 200
batch size 1000

Table 5.1: PMF parameters Figure 5.4: Confusion matrix of PMF

While the high accuracy for price level 0 is notable, it is easily noticeable that the PMF may

predict price level of 1 for many of its prediction tasks. This may be due to the probabilistic

foundation of PMF. The distribution skewed towards the low price level has quite an influence on

false predictions for higher price levels.
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5.4 Proposed Model

The proposed model requires fine-tuning of parameters from PMF model and the α variable.

The α determines how much the user should influence the relative price, this is also known as

the target category interaction. For the proposed model, I tested the performance of the model by

varying the α variable value while keeping the other parameters constant as shown in Table 5.1.

Figure 5.5 shows the performance of varying alpha values along with the confusion matrix of the

best performing alpha.

(a) Performance of proposed model with substitute

relations with varying alpha

(b) Performance of proposed model with complement

relations with varying alpha

(c) Substitute relations with alpha at 0.75 (d) Complementary relations with alpha at 0.5

Figure 5.5: Confusion matrix of proposed model

25



5.5 Experimental Analysis

In this section, I compare the results obtained from the baselines. Two experiments were per-

formed to observe the performance and results of the baseline and proposed model. The first

experiment examined the performance of the models by dividing the test set by the price level.

This was done to examine how individual models perform in different price level predictions and

comparisons. The second experiment examined the performance of the models for a category with

purchases from a variety of price levels.

5.5.1 Price Level Observation

Figure 5.6: Performance of models at lower price levels
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In the following section, I examine individual model performance by dividing the test set by

its price level. The low price group was made up of purchases with price levels of zero to five,

and high price group as five to nine price levels. Figure 5.6 shows individual performance of

the models. Each sub-figure contains the performance of each model in RMSE, with low RMSE

meaning better performance. Each model performance is color-coded according to its original

model. For the lower price levels, the overall performance looks similar. While the naive baseline

of predicting the most frequent price level, the red bar, has its performance lead in price level 1 and

0, its performance worsens noticeably as the price level increases. The user recommender systems,

the yellow bar, performs well in all price levels with the least amount of impact as the price level

increases. PMF, the green bar, performs well, matching the performance of the user recommender

systems. The proposed model with substitute relations performed better than the proposed model

with complements relations.

Figure 5.7: Performance of models at higher price levels
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Figure 5.7 shows the performance of the models in the price level of five and above. The

naive baseline shows very poor performance for the high price levels. The user recommender

models fairly well in the higher price levels, outperforming the PMF and proposed model. The

user recommender with k=10 starts to outperform k=100 for the higher priced levels. This may

be because k=10 generalizes less than that of k=100 allowing k=10 to make more predictions

using smaller number of neighbors. The PMF and the proposed model suffered less than the naive

baseline but showed sub-par performance for the very high price levels. However, the proposed

models have been shown to outperform the PMF model for the higher price levels. Proposed model

with substitute relations has been shown to have good performance for the higher price levels, with

the proposed model with complement relations outperforming the proposed model with substitute

relations for price levels of eight and nine.

5.5.2 Specific Category Observation

In the previous section, I discussed the overall performance of the individual models. However,

it is unclear how each of models can be used to make recommendations for each category. In this

section, I observe the performance of each model for categories that have transactions spanning

low to high price levels. For the purpose of the experiment, I have chosen the category: Graphic

Card.

(a) Graphic card train set distribution (b) Graphic card test set distribution

Figure 5.8: Distribution of test and train set of graphic card
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Figure 5.8 shows the distribution of both test and train set. The graphic card category covers

all areas of the price level clustered in different price levels. It is interesting to note that there is a

good representation of high price levels of 8 existing in the test set.

First I will examine the prediction distribution of the user recommender in Figure 5.9. The

user recommender in general makes good predictions throughout all price levels. For k=10, it

is noticeable that it makes more predictions in high price levels of 8. The overall spread and

frequency matches the distribution of the test set. For k=100, predictions were made in the middle

price levels. This is due to the generalization that k=100 makes. Having to take into account more

neighbors allows the model to generalize relative prices more.

(a) User recommender k=10 prediction distribution (b) User recommender k=100 prediction distribution

Figure 5.9: Prediction distribution for user recommender for graphic card

Examine the prediction distribution for PMF and the proposed model. Figure 5.10 shows pre-

diction results for the PMF and the proposed model. For the PMF model, predictions made are

skewed towards lower price levels. Even though the test set shows a good representation in the

middle and high price levels, the PMF model was not successful in capturing them. For the pro-

posed models, we can observe predictions increasing toward the middle and high levels. For the

complement, it is surprising to see good representations in the higher price levels even more than

the user recommender had. Interestingly enough, the proposed model with complement relations

performed better in the higher price levels than that of the proposed models with substitute rela-
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(a) PMF prediction distribution (b) Proposed model with substitute relations predic-
tion distribution

(c) Proposed model with complement relations pre-
diction distribution

Figure 5.10: Prediction distribution for PMF-based models for graphic card

tions.

5.5.3 Overall Performance

Most Popular User Rec User Rec PMF Proposed Proposed
k=10 k=100 sub comp

RMSE 1.486 1.384 1.274 1.311 1.385 1.56
Low PL 0.91 1.17 1.02 1.0 1.18 1.39
High PL 5.95 3.90 3.96 4.36 3.86 3.78

Graphic Card x 2.09 1.61 2.49 2.55 2.71

Table 5.2: Overall RMSE

Table 5.2 shows the overall RMSE for the different models. The columns represent the indi-
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vidual models and the rows represent the different cases under consideration. The items in bold

represent the best-performing models for the particular cases divided into rows. The first row rep-

resents the RMSE value to observe all the test cases. For this particular case, user recommender

outperformed all the models. This is because user recommender had a generally better perfor-

mance in predicting low and high price levels. However, if the train set is divided into high and

low price levels, we see that for low price level predictions the naive baseline performed the best

and the proposed model using complement relations performed the best for the high price levels.

This suggests that including product relations can improve predictions for niche price levels.
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6. CONCLUSION

The purpose of this thesis was to investigate price as a potential feature in making recom-

mendations. Motivated by the fact that money is one of the greatest constraints for consumers

to consummate transactions, I have proposed an alternative way to approach this problem using

meta-data from Amazon. I propose a new concept of relative price to observe how expensive a

product is based on the price of products in the associated category. Using this implicit feature and

converting it to a rating form, I explored relative price as a suitable rating to understand consumer

purchase behavior using traditional recommender systems.

I observe that the long-tail distribution skewed towards the cheaper relative price, and the tra-

ditional models of PMF and user recommendations have performed reasonably well. The user

recommender models have surprisingly outperformed the matrix factorization-based PMF model.

After I performed the experiment, it was clear that the PMF model has suffered more from the

long-tail distribution than the user recommender model has. This shortcoming can be mitigated by

using the product relations network based on the economic theory of substitutes and complements.

The proposed model with substitute relations has been shown to perform well in predicting low

price levels, whereas the proposed model with complement relations has done well in the high

price levels.

6.1 Further Study

For further study, it is crucial to understand why substitutes and complement relations make

better predictions for different price levels. While the substitute-based models have performed

better for the overall prediction price levels, the complement-based models performed better in

the difficult challenge of predicting the high price levels. Further, there are other approaches

beyond the matrix factorization methods at the center of this thesis that can be augmented with

relative price information. How well do these alternative methods perform? There are also other

techniques – like clustering for grouping different categories by their price levels – that could give
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additional insights into the impact of relative price on recommendation.
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