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ABSTRACT

The goal for a distributed-scale solar-thermal co-generation (DSSTC) design is

a realistic solar-thermal heat and electrical generation system for residential, com-

mercial, and industrial applications. A holistic design approach is accomplished by

advancing and adapting knowledge from several fields of study. The research includes

solar irradiance modeling from the atmospheric science and engineering perspectives,

thermal-fluids design of heat engines and the search for working fluids, organic Rank-

ine cycle design, system design optimization. Previous works focus only on one or two

of these fields, while neglecting the design requirements of one or more of the others.

No work has shown that DSSTC can be cost effective despite functioning designs as

early as the late 19th Century. This work evaluates design requirements by synthesiz-

ing fundamentals in each field to build a complete analysis. Design methodology and

cost effectiveness are fundamentally advanced, while identifying key future research

needs. This is achieved by building a complete system simulation that accounts for

size, part-load and realistic solar variability, which naturally lead to advances in the

fundamental fields. Solar irradiance modeling for solar thermal collector is advanced

by evaluating the testing standard and demonstrating the benefit of angular distri-

bution sky radiance modeling. The search for working fluids is extended from the

heating, ventilation, and air-conditioning equipment field to organic Rankine cycle

heat engines. The cost of DSSTC is compared to Photovoltaic (PV) on an elec-

tricity generation and heat production basis. By properly accounting for both the

anisotropy of the sky and the collector, solar model prediction is improved. Adapting

the fluid search criteria finds few current fluid options that met both thermodynamic

as well as health, safety, and environmental requirements. There exists a possibility
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of finding new working fluids for higher temperature organic Rankine cycle appli-

cations. The fluid search process is incomplete and remains future work. System

simulation at four levels of detail are completed. Increasing detail lowers predicted

energy yield and reveals additional design problems of increasing complexity. DSSTC

comparison to PV shows that PV is more cost effective for electricity only production

and DSSTC is more cost effective for heat production in the 150–250◦C range, which

is the N–S XCPC marketed range. It remains unclear which system, if either, can be

cost effective for both electrical and thermal energy needs, although PV is making

progress by competing in space heating and domestic hot water thermal end uses.

Additional simulation is required to evaluate the possible benefit of using DSSTC in

a co-generation capacity.
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NOMENCLATURE

Abbreviations

ASHRAE American Society of Heating, Refrigerating, and Air-Conditioning En-

gineers

ASRC Atmospheric Sciences Research Center at the State University of New

York

ASM All-Sky Model by Igawa et al.

ATV All-terrain vehicle

AWM All-Weather Model by Perez et al.

CEO Chief Executive Officer

CDRS Computation of Diffuse Radiation on Slopes by Gueymard

CIE International Commission on Illumination (Commission Interna-

tionale de l’Eclairage)

COP Coefficient of performance, unitless

CVT Continuously variable transmission

DB Database

DHI Diffuse horizontal irradiance

DHIU Diffuse horizontal irradiance percent uncertainty

DHW Domestic hot water

DIPPR Design Institute for Physical Property Research

DNI Direct normal irradiance

DNIU Direct normal irradiance percent uncertainty

DSSTC Distributed-scale solar-thermal co-generation
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EPA Environmental Protection Agency

ETRN Extraterrestrial radiation normal to the sun

ETR Extraterrestrial radiation on a horizontal surface

EU European Union

FP Flat-plate STC

FOV Field of view

FOM Figure of merit

GHI Global horizontal irradiance

GHIU Global horizontal irradiance percent uncertainty

GIS Geographical Information System

GSI Global Sloped Irradiance see POAI

GTI Global Tilted Irradiance see POAI

GUM Generalized Uncertainty of Measurement (ISO standard)

GWP Global Warming Potential

HSE Health, safety, and environment

HVAC-R Heating, ventilation, air conditioning, and refrigeration industry

HX Heat exchanger

IAM Incident angle modifier

IASM Improved All-Sky Model by Igawa

IHX Internal heat exchanger

ISM Isotropic Sky Model

ISO Organization for Standardization

LCOE Lifecycle cost of energy or levelized cost of energy

LFOV Limited field of view

MBE Mean bias error
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MIDC Measurement and Instrumentation Data Center at NREL

M3DISM Modified 3D Isotropic Sky Model by Kamphuis

NASA National Aeronautics and Space Administration

NFPA National Fire Protection Association

NIST National Institute of Standards and Technology

NREL National Renewable Energy Laboratory

NSRDB National Solar Resource Database

ODP Ozone Depletion Potential

ORC Organic Rankine cycle

POA Plane of array

POAI Plane of array irradiance

PV Photovoltaic

PVC Photovoltaic collector

PVPMC Photovoltaic Performance Modeling Collaborative

R Refrigerant as in R-134a

RSME Root-squared-mean error

SHIP Solar heat for industrial process

SOF Surface orientation factor

SOFs South-facing surface orientation factor

SPA Solar Position Algorithm by NREL

SRCC Solar Rating and Certification Corporation

STC Solar-thermal collector

SUNY State University of New York at Albany

TMY Typical meteorological year

TMY2 Typical meteorological year Version 2 by NREL
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TMY3 Typical meteorological year Version 3 by NREL

US United States of America

USD United States Dollars

USNO United States Naval Observatory

UV Ultraviolet light

VCC Volumetric cooling capacity (see also Qvol)

VHC Volumetric heating capacity (see also Qvol)

VWC Volumetric work capacity (see also ψ)

XCPC External compound parabolic collector, by Roland Winston

3DISM 3D Isotropic Sky Model by Badescu

Latin Symbols

A Area, m3

C Solar collector concentration ratio (also known as suns i.e., C = 2 is

two suns), unitless

Cp Specific heat capacity at constant pressure, kJ/(kg·K) or J/(kg·K)

depending on context

C0
p Specific heat capacity at constant pressure given at 300 K, J/(kg·K)

Dh Hydraulic diameter for internal flow, m or mm

DT Diffuse irradiance contribution on a tilted surface, W/m2 or

kWh/(m2·day)

E∗ Optimal energy yield, MWh/(m2·yr) or kWh/(m2·yr)

Eshaft Shaft energy of a heat engine, MWh/(m2·yr), kWh/(m2·yr), or

Wh/(m2·yr)
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F12 View factor from heat transfer, unitless, or correction factor used in

the Perez models, unitless

F1 Perez 1990 model Circumsolar Brightening Coefficent, unitless

F2 Perez 1990 model Horizon Brightening Coefficent, unitless

F ′ Klucher Clearness index, unitless

G Irradiance: solar radiosity, or total irradiance, W/m2 or

kWh/(m2·day)

Geff Effective irradiance on a solar collector, W/m2, kWh/(m2·day), or

MWh/(m2·yr)

Gm Measured G at stagnation condition in a STC, W/m2 or

kWh/(m2·day)

Gs G at specified or reported stagnation condition in a STC, W/m2 or

kWh/(m2·day)

h Specific enthalpy, kJ/kg

h̄ Average convective heat transfer coefficient, W/(m2 K)

I Intensity, W/(m2·sr)

Id Diffuse Intensity, W/(m2·sr)

Ib,n DNI, W/m2 or kWh/(m2·day)

I0
b,n ETRN, W/m2 or kWh/(m2·day)

Id,h DHI, W/m2 or kWh/(m2·day)

It,h GHI, W/m2 or kWh/(m2·day)

I0
t,h Extraterrestrial global horizontal irradiance (ETR), W/m2 or

kWh/(m2·day)

IT Irradiance: solar radiosity, or total irradiance, W/m2 or

kWh/(m2·day)
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k Cloud ratio, unitless

k Thermal conductivity, W/(m K)

kt Atmospheric clearness index, unitless

K IAM function for STC, unitless

Kd Diffuse IAM function for STC, unitless

Kθ The standard functional form of the IAM function of STC, unitless

Kθb Beam IAM function of STC for collector, unitless

L length of the fluid flow path in a heat exchanger, m

lv Relative sky radiance, unitless

Lv Absolute sky radiance, W/(m2·sr)

m Relative Optical Air Mass, unitless

ṁ Mass flow rate, kg/s

Nu Nusselt number, unitless

P Pressure, Pa

Pc Critical Pressure, Pa

Pshaft Shaft power output of a heat engine, W

Qvol Volumetric capacity, kJ/m3

Q̇ Heat - the flow of thermal energy, kW_th

r radius, m

R Rotation Matrix, unitless

R Universal ideal gas constant, 8.31451 J/(mol·K)

Rd Diffuse transposition factor, unitless

Rd Irradiance weighted average diffuse transposition factor, unitless

Red Reynolds number based on internal flow, unitless

Rr Reflected transposition factor, unitless
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RT Reflected irradiance contribution on a tilted surface, W/m2 or

kWh/(m2·day)

s Entropy, J/(K·kg)

t Time, s

T Temperature, ◦F, ◦C, K

Tc Critical temperature, ◦F, ◦C, K

Tamb Ambient temperature, ◦F, ◦C, K

Tas Tamb at specified or reported stagnation condition in a STC, ◦C, K

TH High temperature, ◦F, ◦C, K

TL Low temperature, ◦F, ◦C, K

Tm Mean fluid temperature in a STC, ◦C, K

T ∗m Reduced mean fluid temperature in a STC, (K·m2)/W

T ∗m stag T ∗m at specified or reported stagnation condition in a STC, (K·m2)/W

Ts STC absorber tube surface temperature, ◦C, K

Tsm Measured Tm at stagnation conditions in a STC, ◦C, K

Tstag Tm at specified or reported stagnation condition in a STC, ◦C, K

Vpump Inlet chamber size of the pump, m3

Vexpander Inlet chamber size of the expander, m3

V̇ Volumetric flow, m3/s

Greek Symbols

αLR Angle of acceptance limit for a STC in the left/right direction, rad or

◦

αTB Angle of acceptance limit for a STC in the top/bottom direction, rad

or ◦
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β Solar collector mounting angle from horizontal (also tilt or slope), rad

or ◦

β∗ Optimal mounting angle, rad or ◦

γ Solar collector mounting angle (azimuth from south as defined in SPA

documentation), rad or ◦

γ∗ Optimal mounting angle in the azimuth direction, rad or ◦

Γ Solar azimuth angle (as defined in SPA documentation), rad or ◦

δ Solar declination angle at solar noon in the middle of a month, rad or

◦

∆ Perez 1990 / AWM Sky Brightness, unitless

∆T Temperature difference, ◦F, ◦C, K (time difference: Astronomical Al-

manac, s)

∆UT1 Observed irregular rotation rate of the earth, s

ε Perez 1990 / AWM Sky Clearness or the emissivity depending on

context, unitless

ζ Solar zenith angle, rad or ◦

ζse Zenith angle of a sky element, rad or ◦

η Efficiency as a ratio, unitless

ηCarnot Carnot’s efficiency for a cycle, unitless

ηcol Collector efficiency as a ratio, unitless

ηcycle Efficiency of a thermodynamic cycle, unitless

ηsys System efficiency, unitless

η2 Second law efficiency of a thermodynamic cycle, unitless

ηp Pump efficiency as a ratio, unitless

ηt Expander efficiency as a ratio, unitless
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η∗net Net efficiency as a ratio, unitless

θ Polar angle, reference: normal of a STC (unrotated, horizontal mount-

ing, and this also corresponds to the zenith angle of a sky element),

rad or ◦

θ′ Polar angle, reference: normal of a STC (single rotated), rad or ◦

θ′′ Polar angle, reference: normal of a STC (double rotated), rad or ◦

θs Polar angle, reference: normal of a STC for the location of the sun

(unrotated), rad or ◦

θ′′s Polar angle, reference: normal of a STC for the location of the sun

(double rotated), rad or ◦

θL Angle of incidence in the solar collector longitudinal direction, rad or

◦

θLR Angle of incidence in the solar collector left-right orientation (see Ta-

ble 9.2), rad or ◦

θT Angle of incidence in the solar collector transverse direction, rad or ◦

θTB Angle of incidence in the solar collector top-bottom orientation (see

Table 9.2), rad or ◦

θi Angle of incidence between the collector normal and the sun beam,

rad or ◦

θses Angle of incidence between a sky element and the sun beam, rad or ◦

θsecn Angle of incidence between a sky element and the collector normal,

rad or ◦

λ Wavelength, m

µ Dynamic viscosity, cP, kg/(m s), or Pa s

ν specific volume, m3/kg
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ρ Density, kg/m3 or albedo, unitless; depending on context

ρc Critical density, kg/m3

σ Slope of the saturated vapor entropy line or the Stefan-Boltzmann

constant depending on the context

Υ Expansion ratio based on specific volume or density, unitless

φ Azimuth angle in reference to the normal of a STC (unrotated), rad

or ◦

φ′ Azimuth angle in reference to the normal of a STC (single rotated),

rad or ◦

φ′′ Azimuth angle in reference to the normal of a STC (double rotated),

◦

φs Azimuth angle in reference to the normal of a STC for the location of

the sun (unrotated), rad or ◦

φ′′s Azimuth angle in reference to the normal of a STC for the location of

the sun (double rotated), rad or ◦

Φ Latitude, rad or ◦

ψ Volumetric work capacity, a measure of machine size, kJ/m3 or J/m3

Ω Solid angle of a sphere, sr
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PART I. CONTEXTUALIZING THE ENERGY PROBLEM
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1. INTRODUCTION

“The opportunities and demands of human activity have increased far

more rapidly than the exercise of human power, or the application of known

principles, or the appropriation of external forces; and man is crippled to-

day for lack of auxiliaries... Can we not employ something which will still

remain for to-morrow after we have used it to-day? As the flowing stream

gives its aid, so may not other natural movements be harnessed into our

service?” [3]

– Charles Henry Pope, 1903

Engineers solve social problems using technical solutions. In the industrialized

world, unprecedented energy use has lead to an extremely high quality of life. This

colossal amount of energy consumption also has negative impacts—such as environ-

mental degradation, energy insecurity, and price volatility. Energy efficiency and

renewable (sustainable) energy sources provide avenues to reduce environmental im-

pact, improve security, and stabilize the price of energy. One renewable energy

technology is Distributed-Scale (∼10 kW) Solar-Thermal Co-generation (DSSTC).

1.1 Energy technology comparison

1.1.1 Selected overview of Energy Resources

To better understand DSSTC and how it fits into the overall energy landscape,

this section briefly discusses some major types of sustainable energy technologies and

then highlights DSSTC.

Figure 1.1 shows the major types of energy resources.
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Figure 1.1: Types of energy resources.
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Figure 1.2: Renewable energy source indirectly received from the sun.

1.1.2 Selected types of renewable energy

The many diverse renewable energy technologies can be broadly categorized into

direct solar and indirect solar technologies. Examples of indirect solar technology

(Figure 1.2) are wind, ocean wave, ocean current, and biofuels. Examples of direct

solar technology (Figure 1.3) are photovoltaic solar panels and solar thermal collec-

tors. There are other types of renewable energy that do not fit into these two broad

categories, for example, tidal energy (motion driven by gravitational forces from

the Moon) and geothermal energy (heat derived from nuclear fission of radioactive

material).

Solar thermal collector designs have many forms (Figure 1.4). Typically, trough,

dish, and power-tower designs are used at large scale (500+ kW), employ solar

tracking (single or dual-axis), and have high concentration ratios of more than 5–10

suns to produce high temperatures for power generation. Flat-plate and evacuated-
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Direct Solar

Solar Photovoltaic Solar Thermal

Figure 1.3: Renewable energy source directly received from the sun.

Solar Thermal

Power Tower Dish Trough Evacuated Tube Flat Plate

Figure 1.4: Types of solar thermal collectors.

tube designs are typically used for heating single-phase fluids at lower temperatures

(e.g., pool heating, domestic hot water, and space heating) in non-tracking/non-

concentrating applications (Figure 1.5).

1.2 DSSTC

DSSTC is a seldom-studied area of power generation that operates at small tem-

perature differences (100–250 K) produced with solar thermal collectors. The gen-

erated heat can either be used to meet the thermal needs of a facility or converted

into electricity, that can be consumed on site, or sold to the grid. The current work

primarily focuses on developing the heat-to-electricity conversion equipment and—as

a tool—secondarily modeling heat production from solar thermal collectors.

1.3 Research overview

This research explores the technical details needed to evaluate if DSSTC can be

economically viable. This is accomplished through a multi-pronged research effort:

1. Improve the modeling methods being employed in the field to provide a better

understanding of the true design problem.
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2. Review thermal-fluid design of heat engines to enable improved performance.

3. Apply the latest technology to explore solutions to the design problems iden-

tified through the simulation of component-level system models.

4. Contextualize this new knowledge by comparing DSSTC performance to its

closest competitor: solar photovoltaic.

5. Propose a technology road map to guide future research in DSSTC.

In short, the journey will start broadly and go into key details with the objective

of making the most comprehensive simulation of DSSTC to date. This approach

produces key discoveries about the nature of the optimal DSSTC design. Finally,

returning to a broad overview, take stock of these new discoveries, and begin anew

by charting a revised course for DSSTC technology.
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2. ENERGY, SOCIETY, AND THE ENVIRONMENT

“The more often we see the things around us—even the beautiful and

wonderful things—the more they become invisible to us. That is why we

often take for granted the beauty of this world: the flowers, the trees, the

birds, the clouds—even those we love. Because we see things so often, we

see them less and less.”

– Joseph B. Wirthlin

Energy—the modern world loves the benefits, ignores the costs, and assumes a con-

tinuous supply. Society’s use of energy and its environmental impact are largely

ignored by most humans. The purpose of this chapter is to introduce the basics

of energy and resources from a policy perspective, then to use those principles to

motivate the current research effort.

Humanity’s use of fire has profoundly impacted the quality of human life: heat

at night and during cold months, the ability to cook food, dry/cure items such as

bricks, metal refinement and fabrication, etc. This has resulted in the progressive

use of trees, coal, whale oil, and petroleum to meet humanity’s energy needs. In

short, this consumption results in many benefits to humanity (some of which were

listed above) and also in costs. These costs include the loss of environmental services

that provide clean water, air, wild game, and fish. The methods of loss can range

from mine waste that poisons streams, rivers, and ground drinking water to coal-fired

power plant flue stack emissions polluting the surrounding air.

Given the single planet—Earth—on which humans live, it is in humanity’s best

interest to properly manage both the benefits derived from the use of natural re-

sources and the environmental costs. This is as natural and self-evident as the need
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for an individual or family to manage their own financial resources, maximizing the

benefit of purchases against the costs of those purchases within the limits of their

means. Unfortunately, humanity struggles to manage its natural resources and en-

vironment as do many individuals, families, cities, states, and countries struggle to

manage their finances.

Hope is not lost. As a society we have the understanding in how to manage well

and govern well. Those who have this knowledge have an obligation to share this

knowledge and help those who struggle with its application in practice. By working

together we will overcome our difficulties.

2.1 History of environmental policy

One family of societal problems is found in the question of how can we mitigate

the negative effects of anthropogenic activities on the environment? The history of

environmental policy is centered on a natural cycle of events that leads to environ-

mental policy. Scientific curiosity and subsequent assessment identify environmental

pollution that results in negative health effects on humans, animals, or plants. When

these effects and processes become well documented and scientifically understood,

a social and political debate ensues. When consensus is achieved, laws are enacted

to avert, stop, and/or encourage change to prevent and/or repair the environmen-

tal damage. We have seen this cycle take place in society many times. Typically,

the enacted polices ultimately limit or mitigate environmental damage from human

activity. The following process helps limit environmental damage:

1. Discover/identify environmental damage

2. Study of the damage and related processes by scientists

3. Educate the public to what is happening
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4. Create dialog between scientists, the public, and policy makers

5. Repeat Steps 2–4 until consensus is achieved and legislation is enacted to ad-

dress/mitigate the environmental damage to a socially acceptable level.

Of course, it is possible that once studied, some environmental damage does not

require regulation and attrition is an implicit natural part of the process.

Environmental policy development has occurred for many environmental issues.

One such example is the obvious need for sanitation in urban areas, which is met

through running water and sewage systems that collect and treat the waste water,

then releasing it back into the environment. Here are a few of the key environmental

issues in various stages of development:

• Leaded gasoline

• Urban air quality

• Acid rain

• Ozone depletion

• Climate change

In each of the above environmental issues, there are various stages of consensus

ranging from scientific acceptance (all listed) to nearly universal social acceptance

(leaded gasoline) to partial social acceptance (climate change). It is interesting to

note that in many of these cases, some parties in certain industries resisted change by

attempting to discredit the scientists studying the environment. First, they claimed

there was no issue to address, and then they claimed the problem was small compared

to the economic hardship of the solution. Finally, legislation was enacted to mitigate,
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limit or eliminate the pollution as required by the social consensus achieved at the

time.

2.2 Further information on selected cases

Examples from the 19th and 20th centuries include lead pollution from combus-

tion of leaded gasoline. The negative effects of leaded gasoline were first documented

by Clair Patterson [4]. F. Herbert Bormann [5] first documented flue stack emissions

causing acid rain and smog, which resulted in a variety of environmental damages

that harm humans, animals, and plants. Ozone depletion, first identified by a group

of British scientist in 1984 [6] later resulted in regulations requiring the refrigeration

and foam-blowing industries to search for and transition away from the compounds

that caused ozone depletion.

We can learn several things from past cycles of anthropogentically driven envi-

ronmental change. First, that human activity can and does negatively effect the

environment at the local, regional, and global scales. Secondly, that through the ap-

plication of the scientific method, these effects can be documented and understood,

even when the time scales are much longer than societal memory. Third, that soci-

ety can work effectively together to solve these environmental crises. Fourth, during

this process, scientists and engineers develop new understandings and technologies

that later society used to mitigate environmental damage. This perspective can be

applied to the current crisis of global climate change.

2.3 Climate change basics and potential solutions

Why is climate change a problem? Among the many issues that climate change

presents, the central issue is that rising annual average global temperature has re-

sulted in the partial melting of almost all glaciers in the world. The final impact

depends on how much temperature rise happens and in turn how much of the glaciers
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melt. Greenland and Antarctic ice caps are at risk of melting, which would result in

20 and 200 ft of sea level rise, respectively [7]. A large portion of the world popu-

lation lives in coastal areas at or near sea level. With these facts, one can conclude

there is a real risk that unchecked temperature rise will displace a large portion of

the world population.

What is the cause of the temperature rise? In short, humanity’s rise in quality of

life is built largely on harvesting stored energy (biomass) by burning trees and fossil

fuels, which releases carbon dioxide into the atmosphere. The rising atmospheric

carbon level was first documented by C. David Keeling in 1958 [8]. Increasing green-

house gas levels in the atmosphere increases heat trapping by the atmosphere, where

carbon dioxide is the main contributing greenhouse gas. This results in hotter tem-

peratures in the lower atmosphere and colder temperatures in the upper atmosphere.

There is a 95% confidence that the dominant drivers of climate change are human-

caused with the top two sources being fossil fuel combustion and change in land use

(deforestation) [9]. Figure 2.1 shows a simple box model of the carbon stocks and

flows of the atmosphere. To control the stock of carbon in the atmosphere, there are

only four general things that can be done: (1) decrease natural carbon emissions,

(2) decrease anthropogenic carbon emissions, (3) increase natural carbon uptake,

and (4) increase anthropogenic carbon uptake. The top–two human activities that

contribute to climate change follow:

1. Fossil fuel consumption – increases anthropogenic emissions

2. Deforestation – increases antrhopogenic emissions and decreases natural uptake

Pacala and Socolow [10] are the first researchers to note that simply cutting out

emissions from energy production will not be enough to return the earth to its natu-

ral climate. Reducing greenhouse gas emissions by displacing fossil fuel combustion
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is one of the goals of renewable energy technology and plays an important partial so-

lution to the anthroprogenic climate crisis. As a society, if the carbon concentration

in the atmosphere is to be controlled, a method to stablize the carbon stock in the

atmosphere by balancing emissions and uptake must be found. Many solutions are

being explored. Two powerful solutions are relevant to the current research effort.

First, energy efficiency seeks to reduce anthropogenic carbon emissions by reduc-

ing the amount of energy and other natural resources needed to produce a specific

human service. Second, renewable energy technologies seek to substantially reduce

anthropogenic carbon emissions by transiting to low-carbon energy technologies.

DSSTC is a renewable energy solution with the following benefits:

• Increases end-use energy efficiency

• Substantially reduces energy production emissions

• Increases energy security (can be locally or regionally produced and consumed)

• Improves electricity grid stability and reliability.

As will be described in the next chapter, it is not a question of whether or not

the technology works or has benefits. Rather, the question is whether or not DSSTC

is overall more resource efficient and if the technology can be advanced enough to

economically compete when compared against the next best alternative (opportunity

cost from economics). To date, no one has shown DSSTC to be the right choice for

any mainstream end-use cases. This work seeks to advance the technology in an

effort to increase our knowledge of DSSTC capabilities with the objective that one

day a full comparison on a resource and economic basis can be made.
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3. BACKGROUND: THE HISTORY OF MEDIUM- TO SMALL-SCALE

SOLAR THERMAL POWER GENERATION

“The United States used in peace time..., equal if it could be wholly trans-

formed, to a total of seven trillion horse power hours. All this is but trifling

compared to the enormous energy of the solar radiation falling each year

on the surface of this country. Altogether, if it were possible to convert this

solar energy completely, it would represent in power about seven thousand

trillion horsepower hours in its rays... It is not surprising, in view of this

astonishing comparison, that inventors have busied themselves in the effort

to discover a practical means to employ the enormous power and heat re-

sources contained in the sun rays... Yet if all the sunlight necessary for

plant growth and for generally diffused heating is reserved, there remains

available for power purposes, local heating, and lighting, many thousand

times as much solar power as we are using from all other sources combined.

Nothing quite satisfactory has been accomplished thus far with it, but the

story of the attempts to employ sun rays for power is full of interest.” [11]

– Charles Greeley Abbot, 1943

Harvesting the power of sunlight has a long history that dates back to ancient

times. The first modern use was a solar-powered furnace in the 1700’s by Frenchman

Antoine Lavoisier [12]. The first solar-powered heat engine was developed by Auguste

Mouchot in 1860 [13]. Mouchot was a French-Swiss mathematician at Lycee de Tours.

After receiving permission to work full time on the invention, Mouchot developed and

presented a refined version of the solar-powered heat engine at the Paris Exhibition in

1878, now known as the Third World’s Fair. That summer was particularly hot and
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Mouchot used the heat collected to drive a chilling process to produce ice, which was

served to the audience as Italian ice (shaved ice), making his exhibit quite popular.

In the 1880’s, the French Ministry of Public Works evaluated the heat engine and

found it to be a technical success and a practical failure. One reason for the failure

is because the cost of coal had dropped as a result of a new trade relationship

with England and improvements in pumping technology that improved coal mining

operations. Having lost government funding, Mouchot returned to academics.

During this same time period, Capitan John Ericsson was working on solar assess-

ment and utilization. As some readers may recognize, John Ericsson was a Swedish

American engineer who designed and built the Monitor ironside ship that turned the

tide of the Naval battles for the Union during the U.S. Civil War. Ericsson is also

famous for the Ericsson thermodynamic cycle. He used the profits from his designs

to self-fund his research into solar assessment and utilization until his death in 1889.

An American inventor with little formal education, Frank Shuman led a team who

designed a solar-thermal irrigation pumping system. The design included a refined

parabolic trough collector, although it was very similar to the one by Ericsson in 1876.

In 1908, Shuman founded a solar company and built the largest solar conversion

system in 1911, at Tocany, Pennsylvania. In 1912, he built an even more efficient

system for pumping water from the Nile river at Maadi, Egypt outside Cairo. Shuman

successfully faced many technical and business challenges and succeded, although the

North African Campaign of World War I quickly ended his solar thermal efforts when

the system was destroyed in Maadi [13]. In the end, the materials of the system were

recycled for the war effort.

No history of solar energy can be complete without a discussion of Charles Greeley

Abbot. He was the fifth director of the Smithsonian and an avid inventor and

researcher. Of his many accomplishments, not withstanding his contributions to
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solar assessment, he designed a solar cooker and solar refrigerator. Contrary to the

perception of many that Hottel was the first researcher to quantitatively analyze

solar thermal designs, Abbot was the first to apply his knowledge of solar resource

assessment to provide quantitative analyses for the performance of various solar

utilization devices. This is evidenced in Hottel 1941 [14] who cites Abbot 1934 [15]

and Abbot’s correction of Hottel’s use of his results in Abbot 1943 [11]. The point

is further made when one reviews Abbot 1911 [16] and 1929 [17]

Although there are many more scientists and inventors who have contributed to

solar-thermal system design (see [3, 11,15–24] for more information), this discussion

shows that contrary to the perception of many, solar-thermal technology is not new

and is technologically able to meet our energy needs. These examples also show

that the true design challenge is to configure and craft technologies together into a

cost-competitive alternative to traditional energy resources. This current research

effort seeks to advance solar-thermal technology with that goal in mind.
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4. SOLAR-THERMAL CO-GENERATION: THE NEED FOR IMPROVED

MODELING AT THE SMALL-TO-MEDIUM SCALE

“Good designing, avoiding costly and complicated construction and de-

vices likely to require frequent attention, combined with a fuller knowledge

of the properties of materials available, and cleverness in adopting means to

promote efficient results,—these if supported by a moderate outlay of money

for experimental work may perhaps soon make the utilization of solar energy

very extensive.” [16]

– Charles Greeley Abbot, 1911

In following the wise advice of the father of solar energy analysis, in this chapter,

the author outlines a plan to improve design methodology, with simplicity, and to

further our cleverness by adopting means to promote efficient results. With the

many advances in knowledge concerning solar energy analysis, much of it has not

been properly applied together on the problem of solar-thermal power generation at

the small-to-medium scale.

At the small-to-medium scale, the current state of solar-thermal power generation

modeling is to aggregate the irradiance on the collector in a year and to discount

the annual energy by the efficiency of collector and by the efficiency of an organic

Rankine cycle heat engine. Both the solar collector and the heat engine are assumed

to operate at fixed conditions. Then, the annual energy is discounted by an assumed

generator efficiency of 90–100%. In several ways, this methodology overestimates

the annual energy yield of the system. First, the assumed efficiency of electrical

equipment is typical of large-scale power generation equipment, which operates at

fixed speeds. In contrast, small-scale systems may not operate at fixed speed. Second,
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the assumed fixed operating conditions for both the collector and the ORC heat

engine significantly overpredict efficiency for both portions of the system. Third, the

assumed fixed operating conditions mask the underlying true design requirements.

These limitations can be overcome by analyzing the system efficiency at part-load

with hourly simulations. This approach will enable a more accurate estimate of

equipment performance and improve understanding of the true design problem.

Co-genreation is a term used to describe the process of producing heat, converting

some of the heat to electricity, and using some of the heat for thermal energy needs. In

traditional large scale fossil-fuel-power generation applications co-generation specifi-

cally refers to the process of producing electricity from heat and using the waste heat

from that process to meet thermal energy needs such as space heating, domestic hot

water, and cooling with absorption chillers. Water is typically the working fluid used

in traditional large scale power generation applications. Because of the high nor-

mal boiling point for water, water has large machine size when rejecting heat near

ambient temperatures. This also results in working fluid pressures below ambient

pressure in the condenser. Both of these effects result in savings by rejecting heat

at temperatures much higher than ambient. Co-generation allows traditional power

generation equipment that reject heat at temperatures much higher than ambient to

improve efficiency by using the waste heat for other activities.

4.1 DSSTC overview

Distributed-scale (∼10 kW) solar-thermal power generation is a little-known,

seldom-studied area of power generation that operates at small temperature dif-

ferences (100–250 K) produced with solar-thermal collectors. DSSTC can be applied

in residential, commercial, and industrial scales. This work focuses mainly on resi-

dential and commercial applications, but could be scaled up to include industrial ap-
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plications. Of U.S. energy consumption, residential and commercial sectors account

for ∼10% and ∼20%, respectively [25]. In reality, there is no DSSTC industry or

practical technology yet. Most related work is on organic Rankine cycles (ORC), but

is not directly relevant in either the scale, temperature difference, or both [26–29].

Specifically, given solar variability and variation in ambient temperature, the few

papers on DSSTC do not properly model part-load performance of components or

the system [30–33]. At best, these works are crude estimates of the upper limit of

performance for a given design. Furthermore, when one ignores the environmental

variability of solar irradiance and ambient temperature—and neglects part-load per-

formance—one can use a simple model of solar-thermal collector performance. For

example, the solar collector model could use a constant efficiency (e.g., 50%) and the

heat engine model would employ only typical operating condition. To predict annual

system performance, this simple approach discounts the total annual irradiance by

collector and engine efficiencies, which was done in a group project by Zach Norwood,

Nathan Kamphuis, and Dan Soltman [34]. In this context, Norwood made a more

complete study of expander performance [33]. This system configuration directly

inserts the solar-thermal collector in place of a boiler in an ORC heat engine (direct

system, see Figure 4.1(a)), and assumes the benefits of energy storage (variant of an

indirect configuration, see Figure 4.1(b)). To accommodate this approach, energy

storage needs to be modeled, part-load performance needs to be considered, or both.

Given the DSSTC literature, the central academic complaint is that no works

properly handle part-load performance under varying insolation and ambient tem-

perature with scale-appropriate assumptions. However, two notable works come close

to achieving the desired results: Delgado-Torres [30] and Twomey [31].
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Figure 4.1: Two canonical solar-thermal system configurations.

4.2 The Delgado-Torres contribution

Under fixed irradiance conditions, Delgado-Torres [30] discusses the use of a scroll

expander re-purposed from a scroll compressor and models performance of a solar-

thermal ORC system purpose-built for desalinization. The authors evaluate 12 re-

frigerants commonly considered as working fluids in ORC applications, both direct

and indirect configurations, and multiple low-temperature solar-thermal collectors.

In general, fluids can be categorized as wet or dry based on the expected fluid condi-

tion at the exit of an expander (see Figure 4.2(a)). The paper also correctly discusses

the slope of the saturated vapor entropy line (σ =
(
ds(ν)

dT

)
sat
) in the T-s diagram (see

Figure 4.2(b)). In the case of positive slope (dry fluid), an internal-heat exchanger

(IHX) (also known as a regenerator) is required (see Figure 4.3). The authors only

consider configurations that include an IHX. Delgado-Torres [30] correctly concludes

that the direct system configuration requires less collector area than the indirect

system, by eliminating losses in thermal grade during the heat exchange process be-

20



tween fluids. Stated in another way, the heat exchanger generates entropy. However,

Delgado-Torres [30] does not consider solar variability or part-load performance of

the system. He does not search for a new fluid; rather, he attempts to select the

best-performing fluids from the list of known, well-studied working fluids.
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Figure 4.2: Fluid categorization method.
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Figure 4.3: Direct system with IHX.
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4.3 The Twomey contribution

Twomey [31] considered a solar-thermal ORC with R-134a as the working fluid.

The indirect configuration was considered with thermal storage functioning as a heat

exchanger between the two working fluids. Twomey [31] only considers ORC heat

engines without a regenerator. Notably, he considers solar and ambient temperature

variability on a monthly basis for Brisbane, Australia. The solar model is a simple

sine function normalized to monthly insolation values and temperature is taken as the

average daily value for each month. Twomey uses a scroll expander model developed

by Lemort [35], which is experimentally validated, and accommodates variable speed

and pressure ratio. It is worth noting that the Lemort model is based on R-123

not R-134a. Twomey [31] has taken the beginning steps to meet the need to model

part-load performance over solar and thermal variability; however, his work does not

do so on a hourly basis with real-world insolation values and ambient temperatures.

Additionally, Twomey does not address the direct configuration that Delgado-Torres

identified as the most cost effective.

4.4 A note about methods used in the dissertation

The expressed goal of this work is to fill a knowledge gap in the field of solar-

thermal co-generation at the distributed scale. Much of the recent work in the field

has been to identify an expansion technology to efficiently convert the working fluid

energy to shaft power. Quickly during the literature review process, it was realized

that the central knowledge gap was not what collector, working fluid, or expansion

technology was best. Rather, the central issue was the lack of a system modeling

approach that simultaneously accounted for realistic solar variability, part-load per-

formance of components, and component interfaces. Additionally, what efficiency

assumptions must be size and application appropriate. In short, building a full
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system model and simulating it is needed. This is discussed further in Part I. By

completing the simulation and making the details readily available, this work will

form the foundation from which other works can improve the methods used and

extend the analysis to areas not yet completed.

A note on the methods of algorithm validation and verification. In Part II, at

several points interim results are checked against publicly available solar data from

NREL. Throughout the work, the algorithms are developed and then redeveloped

a second and third time. What is meant here is that normally algorithms are de-

veloped, checked and then used in published works. In this work, algorithms are

developed, left for six months to one year and then overhauled and rewritten. Later

this is performed again prior to the completion of this work. This means that each

algorithm was carefully reviewed at least three times prior to completing the work.

At each step in the process basic checks against experimental data or known results

were performed when possible. When possible checks against other algorithms was

performed. Additionally, results were checked for functional response and consistency

with simpler methods. For example, Chapter 12 uses an oversimplified simulation,

Chapter 19 uses the simple simulation and Chapter 20 uses the part-load simulation.

Each simulation reduces the annual energy yield by accounting for more physically

correct methods. Each simulation forms a basis for comparison to the earlier ones.

This revision process was designed to mimic the process of the development of a

field of study where many fields have started from a simple back of the envelope

calculation and overtime now encompass full texts. This means that one can use the

results of the various parts of the dissertation to compare against the other parts as

a form of verification. When possible, simple pencil and paper calculations are used

to check algorithm results at one data point or operating condition. Because much

of this work uses solar methods developed here to account for the anisotropy of both
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the sky and the collector not experimental data could be used to verify the methods

and doing so is left as future work. Part IV is independent of this issue because peak

irradiance is assumed rather than calculated from the methods in Part II.

A note on terminology used in decision theory and design optimization fields

of study. When possible, this work is written with the goal of clearly using this

terminology correctly. Because optimization and decision theory are specific fields,

most engineering works do not use the terminology or methods correctly. While this

work succeeded in the overall goal, there are several deviations from the correct use

of the terminology. For example, in Part III design space exploration is used to

identify the best mounting angle of the collector under various conditions and cases.

The term optimal is used and this is not pedantically correct. From an engineering

perspective 181 angles are considered from 0–90. This means the true optimal angle

is bound ±0.5◦of the stated optimal angle. In reality, for all practical purposes, this

accuracy more than exceeds practical engineering requirements.

4.5 Conclusion

Although the above works have advanced our knowledge and understanding con-

cerning DSSTC design and performance, they do not realistically simulate the de-

signs proposed. Specifically, the following improvements are required and are original

contributions of this author:

• Hourly simulation of both temperature and insolation

• Scale- and technology-appropriate efficiency assumptions

• Realistic performance predictions for configurations

– Part-load performance of equipment

– Component limitations
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– Component-to-component interface limits

The lack of realistic simulations misses performance constraints for the component

models. In turn, missing performance constraints causes the designer to miss key

design requirements for DSSTC and limits progress in this field. A simulation plat-

form is needed to correctly predict DSSTC performance. Simulating solar-thermal

electricity production is a key portion of the overall simulation and is discussed in the

remainder of this work (Figure 4.4). The studies that follow take the initial steps to

correct the shortcomings noted above by setting a new direction in DSSTC research.

DSSTC simulation

Thermal production Electrical production

Solar Collector ORC Electrical

Figure 4.4: Component models needed to perform the electrical portion of a DSSTC
simulation.
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PART II. DEVELOPMENT OF A CUSTOM SOLAR-THERMAL

SIMULATION
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5. SOLAR OVERVIEW

“A study of the literature on solar energy utilization has convinced me

of the existence of an unalterable tradition among speakers and writers on

the subject. One must always begin such a discussion by expressing the

earth’s reception of solar energy in units no one has thought before to use,

the more startling the better. In keeping with this tradition, I shall mention

a few old figures and add my own... energy at a rate sufficient each year to

melt a layer of ice 114 feet thick; on an acre at noon... Having made the

conventional beginning, let me add what many of you know; that figures such

as these are almost irrelevant to the problem of practical utilization of solar

energy. They have attracted uncounted crank inventors who have approached

the problem with little more mental equipment than a rosy optimism.” [14]

– Hoyt C. Hottel, 1941

Here the substantial task of learning and using the available/most accurate knowl-

edge about solar energy analysis to build a solar simulation is begun. This effort is

undertaken to specifically avoid the dangers of only bringing one’s “rosy optimism”

to bare on the problem.

A solar simulation with the desired characteristics (previously discussed in Sec-

tion 4.5) is needed, chiefly hourly meteorological data and part-load performance

models. To accomplish the desired level of detail, several options exist and must

be evaluated. Of the multiple off-the-shelf codes, none provide the adaptability of

in-house code. The in-house constructed code-based simulations can be optimized

to determine key design parameters based on current model sophistication and opti-

mization criteria. Chapters 6–9 describe the solar portion of the simulation tool and
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are the cornerstone upon which the remaining tools and research will be built. The

goal of Chapters 6–9 is to build a tool that in a given location will simulate typical

weather conditions and model solar-thermal collector (STC) performance from those

conditions (see Figure 5.1).

The desired simulation tool requires several sub-models from which the solar-

thermal model and simulation can be constructed:

• Meteorological model/data (Chapter 6)

• Solar position model (Chapter 6)

• Sky model (also known as transposition model) (Chapter 7)

• Collector selection and performance model (Chapter 8)

• Combined solar and collector simulation model (Chapter 9)

Within this part of the dissertation, Chapters 6–9 focus on discussing, selecting,

adapting the sub-models into a STC performance model that can be simulated over

the meteorological data. Where applicable, the sections in these chapters will follow

this format:

• Discussion of models available

• Model selection

• Pre-existing validation and limitations

• Model adaption

• Verification
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Figure 5.1: Parts of a solar collector performance model.
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A clear method for simulating performance is created so that the individual mod-

els composing the simulation can be upgraded as needed to improve simulation per-

formance for any particular need. Chapters 6–9 provide a brief background of solar

modeling in general and solar-thermal modeling in particular. The reader will be-

come acquainted with some of the prominent sources of information in the field. A

reader already knowledgeable in the field will find two unique aspects to the discus-

sion: (1) solar-thermal modeling from the anisotropy perspective and (2) applying

sky and collector anisotropy principles to the XCPC collector design for the first

time. Although this work is not the first to use angular distribution sky radiance

models, it is the first to apply them to the XCPC design.

In Part III, Chapters 10–12 use the simulation tool to study optimal mounting

angle for several use cases of the selected solar-thermal collector. More specifically,

these chapters explore the optimal mounting angle, as a function of latitude, for

several traditional use cases and DSSTC applications. The work will (1) explore

the history of optimal mounting angles, (2) describe the proper methodology for

determining the optimal mounting angle, (3) compare and contrast the differences

between optimizing irradiance G for a sloped surface, effective irradiance Geff , ther-

mal energy output Q, and (4) provide annual-net-energy data for each measure of

energy.
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6. SOLAR POSITION AND WEATHER DATA

“Now an informed pessimism is sometimes the healthiest mood in which

to approach an engineering problem; I want to use a little space in an en-

deavor to put you in that mood. [Given the price of energy, Hottel goes on

to estimate the cost per yard a collector system could be]... The result is one

so often encountered in engineering projects: indecisive. It may be possible

to build a plant for such an amount; much more exact knowledge of the per-

formance and costs is ncessary than was at hand in making the above rough

estimate. What I have particluarly wanted to emphasize by this preliminary

consideration is perfectly obvious to the engineer, namely, that solar power

is not there just for the taking! However, this preview has at least indicated

that solar power is not completely outside the realm of economic feasibility.

It is worthwhile, then, to examine in more detail the problem which has

commanded the attention of engineers for three-quarters of a century.” [14]

– Hoyt C. Hottel, 1941

Hottel’s words are as true today as they were when he wrote them roughly 80

years ago. He correctly points out that the activity of collecting solar energy has

costs associated. The need for a deeper understanding of solar collector performance

and cost remains today. This is particularly true for solar thermal collectors used

in power generation applications, especially at the distributed scale. Because capital

is required to collect solar energy, given the location and the energy demand, it is

important to consider that inefficiently designed equipment leads directly to the need

for larger capacity, which result in larger collector area and higher capital costs. This

means that it is of paramount importance to optimally design the collector and heat

31



engine system. This task can be accomplished through repeated simulations while

varying the design parameters for each simulation.

6.1 Introduction

Simulating solar collector performance has two key steps. First, one must quantify

how much light from the sky dome is incident on the collector given the current

sky conditions and the mounting of the collector (the subject of this chapter and

Chapter 7). Second, one must determine the thermal performance of the collector

given the incident light and the operating conditions (the subject of Chapter 8). All

this knowledge is then used to build the simulation (Chapter 9). To determine the

amount of light on a solar collector, meteorological information is needed such as

irradiance, temperature, and pressure (Section 6.2). The apparent location of the

sun (Section 6.3) based on observer location, time, and weather information is also

needed. The meteorological and solar position information are then supplied to a

sky model (also known as a transposition model) (Chapter 7) that determines the

amount of light incident on the solar collector of arbitrary mounting.

To discuss meteorological data and solar position, a common system of ideas

and terminology must be built. These ideas and terminology also overlap into solar

radiation measurement and sky modeling. In scientific terms, light is known as

radiosity (radiative heat transfer) and radiosity from the sun is known as radiance.

Radiance recieved on a surface is known as irradiance. In the field of physics, light

is treated as a particle or as a wave of energy. Light particles are called photons. (In

the field of lighting (illuminanting engineering), light is known explicitly as only the

portion of radiosity that is detected by the average human eye. [36])

Radiance is an intensity and varies with distance from the sun and is proportional

to 1/r2, where r is the distance. Many readers will be familiar with the concept of the
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23.4◦ tilt

Zenith

half angle

Figure 6.1: Eliptical orbit of the earth around the sun.

solar constant, which is the average solar radiance at the average sun-earth distance

and is 1367 W/m2. Although solar output varies with time because of sun spots and

other effects known in helio-physics, the effects are very small and outside the scope

of the current discussion. The orbit of the earth is not a perfect circle; in fact, it is

an elipse with the sun at one of the foci (Figure 6.1). The sun-earth distance changes

with time; therefore, radiance at the top of the atmosphere of earth in the direction

of the sun changes with time. Hence, the term solar constant is a misnomer. For the

northern hemisphere, the earth is closer to the sun in the winter and further in the

summer. See [37–40] for additional information on correcting the solar constant for

changing sun-earth distance.

At the top of the earth’s atmosphere, the extraterrestrial radiation normal to the

sun (ETRN) (solar constant corrected for sun-earth distance) and extraterrestrial

radiation on a horizontal surface (ETR) are shown in Figure 6.2. Because ETRN

and ETR are above the atmosphere, there are no scattering or absorption losses
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(a) ETRN: normal to the sun.

Zenith

θi

(b) ETR: on a horizontal surface.

Figure 6.2: Measures of extraterrestrial irradiance.

caused by the atmosphere. ETR is related to ETRN by discounting for the angle

of incidence (cos θi). The angle of incidence is the angle between the solar direction

and the normal of surface that is being considered. See Solar Energy —Vocabulary,

ISO 9488 [41] for more information on many of the terms used in solar energy.

Real sky radiance is complicated by atmospheric scattering of photons by the

particles that comprise the atmosphere. As photons travel through the atmosphere,

they may not experience scattering, may experience Rayleigh scattering (r < λ),

may experience Mie scattering (r ∼ λ), or experience multiple scattering events of

any combination (Figure 6.3). Here, r is the scattering particle radius and λ is the

wavelength of light. Atmospheric scattering is dominated by Rayleigh scattering,

which does not shift the wavelength of the scattered light. Photons that enter the

atmosphere arrive at many locations on the surface of the earth, some are even

reflected back into space. To model scattering properly, the real physical processes

are complex and require detailed measurements of the atmospheric conditions and

properties. This is the subject of atmospheric transmission modeling and is outside

the scope of the current discussion.

To avoid the complexities of atmospheric scattering, engineers use sky models
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Zenith

Figure 6.3: Real sky atmospheric scattering of light. From left to right: backscatter-
ing out of the atmosphere, scattering of light away from the collector, no scattering,
forward scattering, and multiple scattering.

(also known as transposition models) to predict the irradiance on an arbitrarily ori-

ented surface. Figure 6.4 shows a simple depiction of a conceptual distribution of

the radiance coming directly from the sun and the sky to a horizontally oriented sur-

face. The reader is encouraged to note the differences between Figures 6.3 and 6.4,

namely Figure 6.4 only includes the radiance incident to the location of the surface.

Figure 6.4 also notes the circumsolar brightening that happens because of scattering

near the solar direction. It also notes the horizonatal brightening that happens near

the horizon also because of scattering. See Robinson 1966 [42], for a more detailed

discussion of the sky model and atmospheric transmission model approaches.

For completeness, there is a third class of semi-empirical models that attempt to

bridge the gap between atmospheric transmission modeling and sky modeling. This

class attempts to lift some of the simplifying assumptions and yet still avoid the more

challenging complications of atmospheric transmission. When reading the literature,
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Zenith

Figure 6.4: Conceptual model of irradiance received at a point on earth.

one should take care to note which class of models is being discussed.

Sky models are known as both “sky models" and as “transposition models" orig-

inally, scientists wanted to model the radiance from the sky dome, hence the term

“sky model." Later, researchers in the field found it more meaningful to name this

class of models based on the mathematical function that the models provided, hence

the term “transposition model" (see Chapter 7). In this work, the more intuitive

name “sky model" is preferred and will be used hereafter.

Many engineers and scientists use sky models, including those working in solar

fields, building energy, and lighting. This results in many names for the same physical

quantity and results in much confusion because sometimes the meanings are slightly

different. Irradiance on an arbitrarily oriented surface is just such a quantity. Irra-

diance incident on a surface that is arbitrarily mounted with a slope (also known as

tilt) from horizontal and may include azimuthal rotation is defined as Plane of Array
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β

Figure 6.5: POAI: total irradiance on a sloped plane, including direct, diffuse, and
reflected components.

Irradiance (POAI, see Figure 6.5). POAI is defined to include the total irradiance

incident on the surface from any direction that is within the surface’s field of view

(FOV). In some of the literature, POAI is also known as Global Sloped Irradiance

(GSI) and Global Tilted Irradiance (GTI). POAI will be used hereafter in this work.

To avoid confusion and be general, the term Plane of Array (POA) was chosen by

several fields. This allows the discussion of radiance or luminance in many fields

to be generalized and not limited to solar collectors; however, the term POAI loses

some of the intuitiveness that the other terms provide.

The central problem is that it is not cost effective to measure POAI for every

location of interest and every slope at each location continuously or discretely with

more than a few locations and or slopes at each location. Given an arbitrary collector

mounting, sky models were created to address the issue of determining POAI from

the three measures of irradiance (discussed in the next paragraph). See Chapter 7
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Zenith

0.533◦

(a) Solar disk 0.266◦ half angle based on the
radius of the sun and the average sun-earth
distance.

11.4◦ Collimated beam

(b) DNI (5.7◦ half angle for TMY data).

Figure 6.6: Comparison of the solar disk verses the measurement of the sun beam
on the surface of the earth using a pyrheliometer.

for more discussion on the topic of sky models.

On the surface of the earth, there are three measures of irradiance: (1) direct

normal irradiance (DNI), also known as beam irradiance; (2) diffuse horizontal irra-

diance (DHI); and (3) global horizontal irradiance (GHI). DNI is the collimated beam

from the sun within 6◦ and includes some forward scattered light (Figure 6.6) and

is measured by a pyrheliometer. DHI is scattered in the atmosphere that is incident

on a horizontal surface (Figure 6.7(a)) and is measured by a shaded pyranometer.

Conceptually, DHI does not include any of the light included in DNI, although in

practice one must ensure that the pyrheliometer and pyranometer measuring these

quantities are matched correctly for this to be true (or include a correction factor for

this). GHI is the combined contributions of the DNI and the DHI (see Figure 6.7(b))

and is measured by an unshaded pyranometer.

An important problem related to the central problem of measuring the POAI is

that the common instruments (namely pyranometers) that measure DHI, GHI, and

POAI lose the direction information of the sky radiance. Sky models (Chapter 7)
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Shade disk or
shadow band

(a) DHI: Horizontal without the sun beam.
Measured with a shaded pyranometer.

(b) GHI: Horizontal with the sun beam.
Measured with an unshaded pyranometer.

Figure 6.7: Horizontal measures of irradiance on the surface of the earth using a
pyranometer.

are used to replace the lost direction information and use the DNI, DHI, and GHI

measures to approximate the POAI for an arbitrarily oriented surface for a given

location.

Within the sky model framework, one challenge is to properly account for con-

tinuously changing sky conditions. The result of this challenge is that sky models

are typically accurate in measuring annual energy and typically have higher stastical

error for any one measurement. Figure 6.8 depicts several canonical types of sky con-

ditions. There are many good sources for additional information on solar radiation

measurement including a 2015 NREL technical report [43], an evaluation by Guey-

mard and Myers 2009 [44], and a comprehensive book by Vignola et al. 2012 [45].

All of these sources of information are great starting points for readers interested in

solar radiance measurement. Lastly, Blanc et al. 2014 [46] has a great discussion on

various definitions for DNI, difficulties on ways to measure it, and how that affects

how much circumsolar sky radiance is or is not included in DNI.
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(a) Clear sky. (b) Clear sky irradiance distribution.

(c) Cloudy sky. (d) Cloudy sky irradiance distribution.

(e) Overcast sky. (f) Overcast sky irradiance distribution.

Figure 6.8: Photos of sky conditions and the corresponding irradiance distributions.
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6.2 Meteorological model

There are several sources for the needed meteorological data, including ones for

purchase and for free from government agencies or non-profits. Several other authors

have produced partial lists of sources [1, 47]. Some of these datasets offer nearly

continuous instantaneous data, and others offer averaged data for a one year, month,

day, hour, or minute period. Many of the related works discussed in Chapter 4

included annual or monthly meteorological data. Increasing the data resolution to

hourly averages will capture the large variance in irradiance, which is caused by the

diurnal and annual motions of the earth relative to the sun, and major effects from

changing atmospheric conditions. Although a greater resolution than hourly would

improve accuracy by better capturing cloud transient effects, sunrise, and sunset, it

would also substantially increase computational cost to model roughly half of the

8760 hours in a year (the ones that have daylight). To capture cloud transients, one

would need data at sub-minute levels, which would increase the computational load

by more than a factor of 3600.

6.2.1 Meteorological model selection

One data source stands out from the rest. The National Renewable Energy

Laboratory’s (NREL) Typical Meteorological Year 3 (TMY3) dataset [48] provides

the needed hourly insolation and meteorological data for 1020 locations in the United

States and its territories. This provides several advantages. The dataset is used

extensively and its methods have been well documented [48]. At each site, the data

are in the same format so that the computer algorithm can be designed to readily

read datasets for each site with a generalized method. The TMY3 dataset is the

current dataset produced by NREL, provides a large number of locations, and the

irradiance values are based on satellite measurements. NREL previously produced
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the TMY2 dataset [49], which is based on an earlier period, covers about one-quarter

the number of sites, and the irradiance values are typically measured by ground-based

instruments. This leads to the counter-intuitive result that the irradiance values

in the TMY2 dataset have less uncertainty (∼ 5 − 10+% for TMY2 vs. ∼ 10 −

20+% for TMY3). If researchers require a more detailed assessment, the uncertainty

values are given for each irradiance measurement in the two datasets. One issue

is that the systematic error and random error components are not separated. All

three TMY datasets are based on versions of the National Solar Radiation Data

Base (NSRDB). The NSRDB does have a recent updated dataset that shows higher

uncertainty [50] and is based on the latest modeling methods which provide 4-km

grided data. Although the uncertainty is higher, the methods used to quantify the

uncertainty are superior. The latest NSRDB dataset has one key short fall, namely

that albedo values are not provided. One may be able to find albedo data from NASA.

Processing large geo-spacial datasets to arrive at the very latest data is outside the

scope of the original research goals and is left as future work. The current work

uses both TMY2 and TMY3 datasets to provide continuity between research results

previously completed by others and the current work.

The TMY3 dataset is a powerful tool, but what exactly is it? NREL has taken the

meteorological data from 1020 USA weather stations during the period 1976–2005

for many sites including modeled irradiance based on satellite measurements. Then,

the data for a given location (e.g., Easterwood Field in College Station, Texas) for

a complete month (e.g., January 2005) is selected as most typical. In the TMY3

dataset, data for January 2005 becomes the data for January; therefore, the TMY3

dataset covers only one year, a “typical" year. This means real-world hourly averaged

meteorological data typical for that location is used for simulation purposes. Here,

“typical" is weighted more on irradiance values than other meteorological measures.
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TMY data is the keystone for all other calculations.

6.2.2 TMY3 data adaption

The TMY3 dataset has been validated by the NREL staff who produced it, al-

though it comes with certain cautions. The data may contain errors. One such

error was discovered during the course of this work; one or more locations in the

Caribbean have recorded temperature measurements that are not physically possi-

ble. For example, a one-hour time block with an average of –20◦C has an average of

16◦C in the next time block. This is clearly suspect because typical temperatures in

the Caribbean Islands are almost never below 0◦C, much less –20◦C.

Another data issue was discovered with albeto measurements. Some of the mea-

sured values were outside the acceptable range (0–1). These values are replaced

with the annual average of acceptable values. Many of the TMY3 measurements

are accompanied with uncertainty calculations. Although uncertainty analysis is not

typically utilized in solar energy prediction, the uncertainty values for irradiance

measurments are included. As previously discussed, another limitation is the data

are averaged on an hourly basis. If a more refined interval is needed, it would re-

quire significant effort to adapt TMY3 data to reconstruct the needed information.

Overall, the TMY3 dataset certainly meet the needs of the currently planned uses

of the solar simulation under construction.

The TMY3 dataset contains two general types of data: scalar and vector. Scalar

data (e.g., latitude, longitude, and elevation) applies to the overall site. Vector data

(e.g., time and irradiance) contain an entry for each hourly time block in the typical

year. The TMY3 dataset has a large number of parameters available in vector form,

not all of which are needed in the STC model. As a result, vector information (e.g.,

illuminance and percentage of ground cover by snow) are removed. Also, information
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Table 6.1: TMY3 scalar data

Name Description (Unit)
Time Zone Hours from Greenwich, negative west
Latitude (◦)
Longitude (◦)
Elevation (m)

Calculated data
Avg. pres. Station pressure (mbar)
Avg. temp. Dry-bulb temperature (◦C)

Non-TMY3 data – collector mounting specifications
Slope From horizontal, default set equal to latitude (◦)
Azm_Rotation Azimuth rotation, default zero (◦)

(e.g., annual average temperature and pressure) are needed; therefore, they are pre-

calculated from the corresponding vector data and stored with the other scalar data.

The TMY3 data are provided in a csv-delimited file. To load the csv files for each of

the 1020 sites, custom code was written to process the data and store two arrays in a

readily loadable .mat MatLab format for use by the simulation. One array stores all

the scalar information in a vector and the second array stores all the vector informa-

tion as columns. Tables 6.1 and 6.2 display the scalar and vector information used

in the simulation respectively. Additionally, Table 6.1 has placeholder information

specifying the collector mounting. This information has the default values indicated

in the table and are intended to be set by the simulation at the beginning of, or

during, code execution.

Table 6.2 contains columns of information at each hour block throughout one

typical meteorological year (TMY). Not all hour time blocks of information are useful

because there is no significant irradiance at night. Hour time blocks (data points)

with the value of zero for all three measures of irradiance are removed from the

dataset, which eliminates almost half of the 8760 hours in a year. Pre-dawn and

post-sunset times do register irradiance. Later in this chapter, solar position is
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Table 6.2: TMY3 vector data

Name Description (Units)
Time data

Year Year of the date of the data record
Month Month of the date of the data record
Day Day of the date of the data record
Hour Hour of the Local Standard Time (LST) (no time change)

Irradiance data

ETR Extraterrestrial global horizontal irradiance received during
the one hour time period (W/m2)

GHI Global horizontal irradiance received during the one hour time
period (W/m2)

DNI Direct normal irradiance received during the one hour time
period (W/m2)

DHI Diffuse horizontal irradiance received during the one hour
time period (W/m2)

Thermodynamic and optical data
Dry-bulb temp. Dry-bulb temperature at the time of the data record (◦C)
Station pres. Station pressure at the time of the data record (mbar)

Albedo The ratio of reflected solar irradiance to global horizontal ir-
radiance (unitless)

ETRN Extraterrestrial Normal irradiance received during the one
hour time period (W/m2)

GHIU Global horizontal irradiance percent uncertainty (%)
DNIU Direct normal irradiance percent uncertainty (%)
DHIU Diffuse horizontal irradiance percent uncertainty (%)
zenith Topocentric zenith angle calculated from SPA (◦)

azimuth_astro Topocentric azimuth angle calculated from SPA (westward
from south) (◦)
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discussed. Data points where the solar position is very near the horizon are also

removed (solar zenith angles greater than 90◦).

6.2.3 TMY2 data adaption

With a few exceptions, the TMY2 dataset is very similar to the TMY3 dataset.

The main difference is that the foreground albedo was not provided and that the

irradiance data is typically from ground-based measurements rather than the SUNY

satellite model. To overcome the lack of albedo measurements, a small investigation

was performed. First, the literature advocates the use of a fixed assumed value for

use with TMY2. Albedo can be in the range of 0.1–0.4, typically 0.2. With snow

cover, a value of 0.8 is typically used. A value of 0.2 for albedo is used in this work.

See Christensen and Barker 2001 [51] for a more detailed discussion. Second, the

NREL-provided format for TMY2 is different than TMY3. To account for the format

differences, both TMY2 and TMY3 use the same in-house data format as listed in

Section 6.2.2.

6.3 Solar position model

To determine the position of the sun and its relative position with respect to

collector mounting, there are many sources [39, 52–54]. The central idea is that

given the time and location on earth, one can predict the apparent location of the

sun relative to that position. This involves converting from terrestrial time to solar

time, which requires converting the standard date and time into Julian date and

accounting for leap seconds and the observed rotation of the earth. Although these

processes are complex, the sources cited above are some of many on how to perform

these calculations and algorithms to perform them. The focus here will be to discuss

the selection and adaption processes.
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6.3.1 Solar position model selection

For a given time, location on earth, and information contained in either TMY

dataset, NREL’s Solar Position Algorithm (SPA) [39] provides solar location. The

SPA has been validated by its creators. The SPA is almost accurate enough to

continuously position heliostats for power-tower systems; therefore, it is accurate

enough to be used in an hourly data application for a stationary mounted collector.

Using the solar position for hourly data means that the solar position will only be

calculated in the middle of each hour block. As with either TMY dataset, the SPA

has been validated and tested by the creators at NREL and can be reviewed in the

SPA user’s manual. The algorithm has also been used extensively by NREL and the

public. Validation and source code availability are the main reasons why the SPA

was chosen over the other models [52–54].

6.3.2 Solar position model adaption

The SPA algorithm was repackaged for direct use by the in-house code. The

SPA has as an input, the time difference between the earth rotation time and the

terrestrial time (∆T ), which is based only on observation [55]. A second astronomical

input is the observed irregular rotation rate of the earth (−1 s < ∆UT1 < 1 s) is

always less than 1.0 s. For current purposes, the TMY2/TMY3 datasets cover the

years 1961–2005, Equation 6.1 shows the interrelationship between the various time

values, and the US Naval Observatory provides the leap second information while

the Paris Observatory provides the ∆UT1 information,

∆T =TT − UT1 (6.1)

∆T =32.184 + (TAI − UTC)︸ ︷︷ ︸
Leap seconds

− (UT1− UTC)︸ ︷︷ ︸
∆UT1

(6.2)
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where TT is terrestrial time, TAI is atomic time, and UTC is uniform time. (Note

that the main role of the Paris Observatory is to provide highly accurate measurement

data about the irregular rotation rate of the earth (∆UT1) and the role of the USNO

is to project this irregular rotation rate into the future.) Although this explanation is

oversimplifed, Appendix A provides the shell script used to download the necessary

data and code used to calculate the solar position. Included in the code are plots

of data used to verify consistency in the calculations and data filling from historical

annual data to current corrections that are nearly continuous. The work to provide

∆UT1 data in Appendix A is original work of this author to adapt knowledge in

the Astronomy field and make it readily available in the solar field. Additionally,

atmospheric refraction is also fixed to the typical value of 0.5667. This measure

affects the prediction of sunrise and sunset as the light is bent around the perceived

horizon line. Note: The word “horizon" is used with caution because it has no

physical meaning in the context of sunrise and sunset.

The last remaining issue is how to determine a representative solar position. A

given data point represents a period of time; therefore, the sun has more than one

position during that time period. Blanc and Wald 2016 [56] provide an excellent dis-

cussion of the six known methods for determining a single representative sun position

for a given time period. Here, a simple and robust method is chosen: simply calcu-

late the sun position at the middle of the hour. Table 6.3 contains a full listing and

description of the inputs as adapted for use with the in-house function spa_tmym.c,

which provides an interface between the in-house code and the NREL code. These

codes are also provided in Appendix A. The solar position algorithm requires several

inputs and can return intermediate and final outputs. Table 6.4 lists the values that

spa_tmym.c provides.
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Table 6.3: SPA input data

Variable name Description (Units) Source
Date data

year 4-digit year TMY
month 2-digit month TMY
day 2-digit day TMY3

SPA: Terrestrial Time (TT), TMY: Local Standard Time (LST)
hour Hour TMY value −1
minute Minute Fixed to 30
second Second Fixed to 0

Other time information

delta_ut1 Fractional second difference between UTC
and UT (s) calculated

delta_t Difference between earth rotation time and
terrestrial time (s) calculated

timezone Hours from Greenwich (h) TMY
Location information

latitude (◦) TMY
longitude (◦) TMY
elevation (m) TMY

Thermodynamic and optical data
temperature Annual average temperature (◦C) TMY
pressure Annual average pressure (mbar) TMY
atmos_refract Atmospheric refraction (◦) Fixed to 0.5667

Collector mounting information
slope Slope of the collector from horizontal (◦) Adjustable
azm_rotation Azimuth rotation of the collector (◦) Adjustable

Table 6.4: SPA output data

Variable name Description (Units)
Angle information

incidence Surface incidence angle (◦)
zenith Topocentric zenith angle (◦)
azimuth_astro Topocentric azimuth angle (westward from south) (◦)
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6.3.3 SPA verification

In addition to the creator’s validation, this author used a prepackaged basecase to

ensure the orginal C code was compiled correctly on the local machine. Furthermore,

a check was done of the final adapted code, which was discused in the previous section.

This check was accomplished by downloading zenith and azimuth angle data from

Measurement and Instrumentation Data Center (MIDC) at the NREL website [47].

It is important to note that the MIDC data was originally calculated using the SPA;

thus perfect agreement is expected. Using hourly data during the first attempt at

verification, the algorithm used 47 s and 0.0 s for ∆T and ∆UT1, respectively, which

resulted in differences up to 2.5 and 3.0◦ for zenith and azimuth angles, respectively.

Further investigation found that the NREL-provided solar zenith and azimuth angles

were determined for hourly data at the end of the hour. It is important to note that

at the time of writing NREL, only provides solar position data for the BMS location.

To correct the discrepancy in the two methods, the following steps were employed:

(1) Minutely data were downloaded for solar position values. (2) Astronomical values

(∆T and ∆UT1) were calculated using the method outlined in Section 6.3.2. (3) The

mid-point value was confirmed to be a reasonable representation of the time block

(Blanc and Wald 2016 [56]. (4) The comparison was performed again.

Figure 6.9 shows the solar position results with substantially reduced differences

between the two methods. The two methods differ because of differences in ∆T and

∆UT1; the MIDC data are less precise (see Figure 6.10). The jump in ∆UT1 shows

that a leap second was entered several weeks after it actually took place. It is also

important to note that the small differences in solar position have no discernible

effect on the annual energy yield results presented later in Chapter 7.

It is recommended that NREL staff update the astronomical data used to deter-
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(b) Azimuth angle test.

Figure 6.9: Solar Position Algorithm angle testing: 2015 NREL MIDC data.

mine solar position. Furthermore, they should update methods for determining the

effective solar position to the middle of the time period or one of the other more

advanced methods described in Blanc and Wald 2016. This verification has shown

that the current methods exceed the required accuracy for determining solar position

for use in an hourly or minutely simulation. The methods also exceed the accuracy

of data provided by NREL.

6.4 Conclusions

In this chapter, basic terminology was defined and explained relating to irradiance

measurement. The TMY2 and TMY3 datasets by NREL were chosen for use in the

solar simulation. Integrating the latest NSRDB dataset was left as future work be-

cause of the lack of albedo data. The SPA by NREL was chosen to determine the solar

position, and the in-house calculation of solar position was verified. This verification

is the original work of this author and required adapting astronomical knowledge and

applying it correctly. This was completed to determine ∆UT1 accurately; therefore,

determine the solar position accurately. The next chapter determines the irradiance
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Figure 6.10: Astronomical data comparison.

on a tilted surface of arbitrary orientation given (1) orientation, (2) solar position,

and (3) meteorological data.
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7. SKY MODELS

“At sea level the sky light is a still more considerable portion of the total

radiation, but as yet not very exactly measured... Owing to the great extent

of the sky, it is not possible, when recieving rays simultaneously from its

whole extent, to have them all fall at right angles to the absorbing surface.

Hence the sky light is at a disadvantage with respect to sunlight, unless we

observe the brightness from every part of the sky by itself and then sum

up the results... The percentages [ratio of indirect to direct] depend on the

clearness of the sky, increasing with the haziness. If both sun and sky rays

are supposed to shine on a horizontal surface, the ratio varies of course

greatly from hour to hour.” [57]

– Charles G. Abbot, 1911

This chapter discusses how to account for energy that comes directly from the

sun, indirectly from the sky, and indirectly reflected from the ground. The end goal

is to predict the amount of solar energy incident on a surface of arbitrary orientation

and limited field of view (LFOV). Abbot clearly noted the importance of “sky rays”

when determining the total energy from the sun. It is difficult to measure the whole

sky; therefore, it is necessary to treat elements of the sky individually. After 105

years of solar radiation measurements, scientists, atmospheric scientists, and solar

energy engineers are still struggling to adequately measure the distribution of solar

energy across the sky, and to accurately predict the total amount on an arbitrarily

tilted surface.
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7.1 The general sky model

A sky model provides the interface between the meteorological/solar position

models and the collector performance model. Muneer et al. 2004 [58] is an excel-

lent book covering many of the models and methods employed in this chapter. As

shown in Figure 7.1, sky models partition the irradiance recieved on a surface into

parts: direct, diffuse (from the sky), and reflected (diffuse reflected from the ground).

They can be treated mathematically to calculate the total irradiance (POAI or IT )

on a Plane of Array (POA) given the mounting angle β and azimuth rotation γ.

Total irradiance incident on the collector is a key datum needed to determine the

overall solar-thermal collector performance. For example, direct irradiance affects

collector performance very differently than does sky radiance, which is caused by

light scattering in the atmosphere. (See Chapter 6 for a review of these terms and

concepts.) Reflected irradiance from the surface of the earth onto a tilted panel must

be treated differently than either direct or diffuse irradiance. Note that some sources

refer generally to both the diffuse and reflected components as diffuse irradiance.

This ambiguity can be a point of confusion. Here the two sources of diffuse light will

be referred to separately as defined above.

The generalized sky model is shown in Equation 7.1,

IT = Ib,n cos θi︸ ︷︷ ︸
Direct

+ Id,hRd︸ ︷︷ ︸
Diffuse

+ ρIt,hRr︸ ︷︷ ︸
Reflected

(7.1)

where IT (POAI), Ib,n (DNI), Id,h (DHI), and It,h (GHI) are the total, direct normal,

diffuse horizontal, and global horizontal irradiances on the aperture, respectively, θi

is the angle of incidence between the solar direction and the collector normal, and ρ

is the reflectance (albedo) of the foreground [53], where POAI, DNI, DHI, and GHI
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Figure 7.1: Three primary components of a sky model.
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are acronyms that are not suitable for use as variables in equations. An excellent

book on modeling solar radiation on the surface of the earth was edited by Badescu

with contributions from over 30 leaders in various parts of the field [59]. Here the

focus is on one key aspect, sky modeling.

Guaymard [1] discusses the generalized terms Rd and Rr, which are the diffuse and

reflected transposition factors, respectively. Generally speaking, the transposition

factors can be measured or modeled. The direct transposition factor (cos θi) is purely

a geometric factor and does not change with sky model. Ib,n, Id,h, and It,h are related

by the Closure Equation 7.2,

It,h = Ib,n cos ζ + Id,h (7.2)

where ζ is the solar zenith angle, which is the angle between the zenith direction and

the solar direction at the location of interest.

The direct correction factor is purely geometrical, and is universally used when

assuming the sun is a point source. The solar point source assumption is almost

always used with the notable acception of models for high-concentration-ratio collec-

tors. The overwhelming majority of sky models use the reflected correction factor Rr

from the Isotropic Sky Model (ISM). This is because knowledge about the foreground

reflectance is typically measured or assumed to be isotropic. Glass, smooth metal,

and ice are examples of things that do not reflect isotropically, yet are difficult to

account for in a general method that is not taylored to a specific site. This means

that for the majority of sky models, the diffuse correction factor Rd is the only dif-

ference [44]. Creators of sky models make different assumptions about how to model

the sky radiance from which the diffuse correction factor Rd is determined. Some of

these models are discussed in Section 7.2.
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The basic models all avoid directly using the angular distribution of sky radi-

ance to determine the diffuse transposition factor Rd; therefore, the computationally

expensive process of repeated numerical integration is also avoided. Advanced sky

models use the angular distribution of sky radiance directly and require numerical

integration after determining the sky condition. There will be more discussion on

the details of this in Section 7.3.

7.2 Selected history of basic sky models

Basic sky models range from very simple to complex algorithms. In this section,

several models will be discussed to show this progression during the history of sky

model development. The discussion is not meant to be a list of the best performing

models or to be comprehensive. There is much literature evaluating basic sky models,

how to properly compare them, and select them for specific uses. Some of this

literature will be referenced in the selection of models to consider for the simulation

under construction.

Although the main goal of this section is to give the reader a historical back-

ground, it also contains several original contributions to the body of knowledge:

• Review of the history of sky modeling.

• Rediscovery of the oldest known derivation of the Isotropic Sky Model (ISM).

• Explanation of the various geometries used to derive the ISM.

• Investigation into various boundary conditions for integrating portions of the

sky to resolve ongoing confusion in the literature and field.

For now, the discussion will begin with the first and simplest basic sky model,

the Isotropic Sky Model (ISM). All known references to this model fail to provide a
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clear first author. Unlike some results that are claimed by many authors, the ISM

has no known credible claim of first authorship.

7.2.1 Isotropic Sky Model (ISM) 1942?

The simplest [60] sky model is the Isotropic Sky Model (ISM) shown in Equa-

tion 7.3,

IT = Ib,n cos θi︸ ︷︷ ︸
Beam

+ Id,h

(
1 + cos β

2

)
︸ ︷︷ ︸

Diffuse

+ ρIt,h

(
1− cos β

2

)
︸ ︷︷ ︸

Reflected

(7.3)

where β is the mounting angle of the collector measured from horizontal. Note that

several authors derived the ISM correction factors as

Rd = cos2

(
β

2

)
(7.4)

Rr =

[
1− cos2

(
β

2

)]
= sin2

(
β

2

)
(7.5)

Although these forms have fallen out of use in recent years, they reinforce the fact

that together Rd and Rr form the whole hemisphere field of view (FOV) of the

receiving surface. The more common form (Equation 7.3) can be quickly obtained

using the power reduction trigonometric identities on Equations 7.4 and 7.5.

Isotropy means that a physical quantity is constant in any direction. In the case

of sky radiance, this means that the radiosity is constant (or uniform) in all directions

in the sky (after accounting for the angle of incidence). The Isotropic Sky Model

is known to approach the true sky conditions for the most overcast conditions and

underestimates total irradiance during clear-sky conditions. Even the most overcast

and clear-sky conditions are isotropic in azimuthal direction and anisotropic in the

polar direction defined from zenith. Partly to cloudy sky conditions are anisotropic

in both directions and are dynamic.

58



Researchers misquote and misunderstand several key aspects of the ISM: (1) the

origin of the model is often miss attributed [61–65], (2) there is confusion surrounding

the geometrical basis for the results of the ISM, (3) tied to the issue of geometry,

there is confusion among authors about the appropriate boundary conditions for

integrating the sky that is within the view of the surface in question, (4) even in the

most overcast sky conditions, sky radiance is known to be non-uniform, yet many

authors discuss the uniform overcast sky. For these reasons, a careful review of

the history and the various methods of derivation have been sought. This original

work, by this author, in researching the history has several goals: (1) to instruct and

help bring the field into a clear understanding of the work that has already been

completed, (2) to serve as a significant reinterpretation of the fragmented knowledge

found in the field, (3) to provide a single location for a continuous discussion related

to sky modeling. Ultimately, the goal is to facilitate those who come after to quickly

learn the field and build upon the roadway of knowledge.

Lambert 1760 was the first to discuss uniform light from the sky [66–68]. Lam-

bert’s work was in the context of luminance from the sky. Luminance is radiance

perceived by the human eye; therfore, luminance is a limited portion of the full

electro-magnetic spectrum discounted by the optical response of the average human

eye. At the time, Lambert discussed the apparent brightness as perceived by the

human eye. His work was based on observations of brightness, which he noted is

subjective to each observer. Lambert made many contributions to our understand-

ing of photometry, light measurement, and pyrometry, heat and power measurement.

Lambert’s work is noted as the first to provide theoretical mathematical analyses in

both fields. He also predicted a logical progression that photometry would develop

first and then pyrometry upon those results. For some this may be counter-intuitive

from a modern perspective given that radiance is the full electro-magnetic spectrum
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and luminance is a portion of it observable to the human eye. The reason Lambert’s

developemental perspective makes sense is that the human eye was the first instru-

ment used for brightness measurement from which Lambert built a mathematical

and theoretical understanding. Later, this understanding was then used to build

measurement instruments. These methods and techniques could then be adapted

for pyrometry. From Lamberts works, we can attribute several aspects key to the

understanding of the origin of the ISM:

• cosine law of incidence/emission

• uniform surface (isotropic)

• uniform sky assumption for calculation of day-lighting through a window.

From this historical context, it can be readily seen that Lambert provided all of the

mathematical theory and necessary framework to derive the ISM, yet no one (to

this author’s knowledge) has found evidence that he completed such a derivation.

One perspective, shared by DiLaura is that the necessary instruments to make ac-

curate measurements of luminance were not developed sufficiently until around the

1920s. This idea that instruments were not developed sufficiently to make accu-

rate measurements can be extended to the radiance field and is supported by the

fact that C. G. Abbot (also known as C. G. Abbott) helped develop the silver disk

pyrheliometer [69,70], advanced the design of the bolometer created by Langley [71],

and created the pyranometer [72, 73]. Abbot was one of the first scientists to mea-

sure the solar constant with reasonable accuracy and precision [74]. Abbot was one

of the central figures in a debate as to whether or not the measurements of the

solar constant had accurately accounted for atmospheric effects. He attempted to

understand the reasons for the variablity in the measurements after accounting for
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atmospheric effects as best they could at the time. He was even part of a team

that designed an automonus pyrheliometer that was mounted to a group of weather

balloons and successfully measured the solar constant above 24/25ths of the atmo-

sphere. Much of this work occurred from around 1900 to 1925 [71]. Later in his life,

Abbot became interested in solar energy utilization [75]. Lastly, the work of Abbot

et al. on measurement instruments resulted in the ability to measure DNI (pry-

heliometer), DHI (shaded pryanometer), and GHI (unshaded pyranometer). These

instruments are the precursors of the modern pyrheliometer and pyranometer. Ab-

bot’s pyranometer came into existence about 30 years before the appearance of the

first known-documented derivation of the ISM in the context of illuminance by Moon

and Spencer 1942 [76]. It is important to note that Abbot and his collegues were not

the only researchers working on pryheliometer and pryanometer instruments. The

exact origins and history of these instruments is outside the scope of this research

effort.

The developemental perspective presented above are consistent with the notion

that results in the radiance field are preceeded by the analogus results in the lumi-

nance field. In the context of luminance, Moon and Spencer [76–80] are known for

providing one of the first mathematical-based analysis of day-lighting. Moon and

Spencer 1942 described the anisotropic overcast sky with a non-uniform function.

Near the beginning of the work, the authors state “Despite the extensive literature

on day-lighting, however, all previous work has been based on the assumption of a

sky of uniform helios. But, skies are never uniform”. The main focus of their paper

was to provide a non-uniform sky assumption for day-lighting of a room through

a window by the diffuse sky and a then new graphical method of solution, which

was simpler (and faster) than working with the full derivation directly. In their ap-
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pendix, a derivation was provided for outdoor illumination (unobstructed sky) on a

tilted surface. This was performed with both the uniform assumption and a then new

non-uniform assumption for the overcast sky. Of interest is that these derivations

are based on 3D vector analysis and that is unique from other efforts to derive the

ISM. The results of the Moon and Spencer 1942 derivations are two sets of Rd and

Rr correction factors. The ones for the uniform sky assumption correspond exactly

to the ISM. From this murky history, it is clear that this derivation is the first doc-

umented result for the ISM (known to this author) even though it is given in the

context of luminance rather than radiance, and is 182 years after Lambert’s seminal

work.

Returning to the context of radiance, Lambert’s predicted order of developement

is obsereved (that pyrometry is developed after photometry) and Dilaura’s perspec-

tive that measurement capablity was developed prior to formal mathematical analysis

is also observed. From about the 1880s to about the 1960s, analysis of solar collector

performance was limited to comparisons of typical irradiance to measured output.

Works in the solar energy field used fixed values at specific times of the day based on

clear-sky assumptions and previous measurements [18,71,81]. Here, the importance

of the Ackermann 1915 paper can not be overstated. During this time period, irra-

diance measurement started out as daily horizontal totals for a select few locations

with typically clear sky and by the 1940s had progressed to hourly values for a given

orientation (normal, horizontal, vertical, tilted), where normal to the sun remained

most typical.

Hottel and Woertz’s 1942 paper is believed by many to be the first analysis

of solar-thermal collector performance based on an equation to determine incident

irradiance and other heat transfer processes; however, this is simply not the case for

a general collector type. It may be true for flat-plate solar-thermal collector. Hottel’s
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works are notable in the field of solar energy with a specific focus on heat transfer

[14,82–84]. He also published extensively on heat transfer in general and specifically

in boilers. Some authors [61] cite Hottel and Woertz 1942 as the originators of the

ISM, yet when the Hottel and Woertz 1942 work was reviewed, it used Rd = 1 and

Rr = 0 for a tilted flat-plate solar-thermal collector. In Hottel and Woertz’s 1942

work, the ISM was not derived, was not provided, and was not used. Hottel did

much to advance solar energy analysis, particularly in home heating; however, he

was not the first to analyze solar energy.

In reality, Abbot [57] discusses a more in depth perspective of sky radiance (known

at the time as sky light) in comparison to direct (beam) radiance. It is clear that

several things were understood at that time:

• Sky radiance is an important consideration in determining total energy incident

on a surface.

• To determine the sky radiance contribution, one must understand its angular

distribution and integrate it over the field of view of the surface.

• Approximating the angular distribution of sky radiance is very challenging.

This is evidenced by the quote and citation at the beginning of this chapter. Mea-

surement of the angular distribution of sky radiance is an ongoing topic of research

and has not yet been measured with accuracy and precision; however, quantifica-

tion of the long-term average distribution for particular sky conditions has been

accomplished. Abbot briefly notes that the sky radiance is important to consider in

less-than-ideal sky conditions. Although he gives results from combining direct and

diffuse radiance, he does not provide the equation with which they are combined.

Hottel 1941 does provide such an equation [14].
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The simpliest known method to derive the ISM uses a view factor result from

Hottel’s 1967 book Radiative Heat Transfer [85] and is found in Appendix B. This

derivation is based on a portion of an infinitely long half cylinder. Of interest is

that Hottel and Moon were both professors at Massachusetts Institute of Technology

working in related fields, yet Hottel’s work does not seem to reflect the knowledge

Moon had concerning the sky and its luminance distribution.

In the same way that knowledge was segmented between two fields of study,

knowledge appears to be segmented between cultures as well. In a 1952 journal

article in Russian, Аizenshtat gives the oldest known statement of the ISM in the

sky radiance context [86]. Note that this is about 40 years after Abbot et al. invented

the pyranometer. Аizenshtat 1952 states that the result is well known and can be

easily derived, yet does not provide the derivation or cite a source. In 1953, Russians,

Kondratyev and Podolskaya [87] cite Аizenshtat 1952 and provided the oldest known

(in the radiance context) derivation of the ISM using a 3D spherical coordinate based

integration of a lune of a sphere (see Figure 7.2). To determine the polar angle as a

function of azimuth angle at the boundary, spherical trigonometry is employed. This

process is somewhat involved to both determine the boundary condition and then

integrate to obtain the result. Kondratyev does not go on to provide the full solution

as presented in modern terms (Equation 7.1); however, it is clear that Kondratyev

knew the result. In Kondratyev’s 1954 book in Russian [88], he provides the full

solution to the problem on pages 406-409. In 1956, Kondratyev published a book on

radiation in the atmosphere and expanded it in a 1965 English translation [89, 90].

Kondtratyev and Manolova 1958 evaluate the accuracy of the ISM using experimental

data [91]. The work described above is the central basis for the well-known journal

article in English, Kondratyev and Manolova 1960 [92]. In the article, they presented

some of the results and a brief summary of the knowledge from works on the topic
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(sky out of view)
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Figure 7.2: Depiction of the sky hemisphere seperated into two parts by a POA
(blue shaded lune is the viewable part and the gray shaded lune is the part obscured
by the POA). Each band corresponds to 10◦of tilt in the POA.

of solar radiation by Kondratyev et al.

Returning to the topic of mis-citations, authors also cite Liu and Jordan 1960,

1961, and 1963 [93–95] as the creators of the ISM despite the fact that the 1960 paper

does not contain the derivation or the result. The 1961 paper presents the assump-

tions, a conceptual setup, and the solution without citation. The 1963 paper presents

the results without derivation or citation. In more recent times, the importance of

the uniform sky assumption, derivation of the ISM in the Moon and Spencer 1942

appendix, and the Kondratyev works appear to be overlooked. This is surprising

because the well-known book on the topic of solar radiation by Robinson 1966 [42]

cites Hottel and Woertz 1942 (Feburary), Moon and Spencer 1942 (December), and

Kondratyev and Manolova 1960. Robinson 1966 also calls the correction factor Rd

for the ISM a law, something that illuminating engineers do not, as it is well known

that the sky luminance/radiance has anisotopy in all sky conditions. Because of his

untimely death, Robinson 1966 was actually finished by his peers. Chapter 4 con-

tains the cited portion and is known to have been written by W. Schuepp. Schuepp
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was a contemperary of Linke. The well-known Temps and Coulson 1977 [96] paper

on their clear-sky model also cites Kondratyev and Manolova 1960. Hay and Davies

1978 [97] present a more detailed derivation of the ISM in 3D spherical coordinates

citing Kondratyev 1969 [98]. These citations show that the western world was very

much aware of the Kondratyev works in particular. There is at least one exception

to the trend of neglecting the Kondratyev work and it is by Yang 2016 [99].

Confusion continues into the 2000s. In 2002, Badescu [62] presented a 2D deriva-

tion of the ISM based on integrating a portion of a semi-circle (Appendix C). Badescu

claimed that Liu and Jordan 1963 was one of the first isotropic models and is a 2D

model. Badescu goes on to repeat the methods in 3D to form a new version of

the ISM, which is given in Equation 7.6. (The full 3D derivation is given in Ap-

pendix D.) The derivation is accomplished by integrating portions of a hemisphere.

Basescu then went on to verify the 3D result using the Brunger 1993 model for the

angular distribution of irradiance. In a 2016 conference paper [65], Xie and Sengupta

from NREL numerically validated the original ISM. Xie and Sengupta 2016 found

that Badescu’s validation work did not match their own. Xie and Sengupta 2016 do

not explain the reason for the conflicting results.

IT = Ib,n cos θi︸ ︷︷ ︸
Beam

+ Id,h

(
3 + cos 2β

4

)
︸ ︷︷ ︸

Diffuse

+ ρIt,h

(
1− cos 2β

4

)
︸ ︷︷ ︸

Reflected

(7.6)

In this paragraph, the current author presents his own original explanation using

an almucantar, a circle drawn on the surface of a sphere parallel to the horizon

(Figure 7.3(a)). This meaning is adapted slightly to drop the reference to the horizon

and retain the idea that the circle is defined by a constant polar angle for any given

coordinate system. The problem with Badescu’s method was that a much simpler

boundary condition was used where he assumed a constant polar angle for a given
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Zenith

Almucantar

(a) Almucantar defined in the unrotated cor-
rdinates.

Sky within view

Modeled ground view

Normal

(b) Hemispherical FOV of the POA defined
by the Badescu boundary conditions.

Figure 7.3: Almucantar and resulting Hemispherical FOV using the Badescu 2002
boundary conditions.

range of azimuth angles (i.e, along a segment of an almucantar in the rotated frame

defined by the normal of the POA). As depicted in Figure 7.3(b), there is a direct

conflict to the shape of a lune of a sphere (planar slice along a great circle), which was

used by Kondratyev and Podolskaya 1953 as well as Hay and Davies in 1978. The

horizon makes a planar slice of the 2π sr field of view of the Plane of Array (POA),

and is the reason why the boundary conditions for a planar slice (lune of a sphere)

is preferred to an almucantar (constant polar angle). Extending this discussion from

simple POA to solar collector (or any device with optics) leads to two very important

questions: (1) What shape does the view take? (2) How much does each element of

the view count toward the energy transference process? To a limited extent, these

questions are addressed for solar collectors and in particular STC from a modeling

perspective in Section 7.3, Chapter 8, and Chapter 9. This is an active research

topic.

To numerically integrate, Xie and Sengupta picked a unique coordinate system
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and method for determining the boundary condition. This author’s derivation of Xie

and Sengupta’s method and a plot confirming Xie and Sengupta’s result is found

in Appendix E. Notably, the Xie and Sengupta 2016 boundary condition is much

simpler than the one used by Kondratyev and Podolskaya 1953 as well as Hay and

Davies in 1978. A reveiw of the literature shows that Xie and Sengupta 2016 were

not the first to use this method [100–102]. Furthermore, the starting equation (Xie

and Sengupta 2016 Equation 2b or Equation E.1 of Appendix E in this work) was

known at least as far back as Gordov 1938 [103], who is cited by Аizenshtat 1952.

Similarly, Lambert 1760 [104] gives the same mathematical result for the case of a

star in twilight. Investigating the history and origin of the starting equation and the

method of defining the boundary condition is left to a science historian. To further

make the point that the origin of the ISM is misquoted, Xie and Sengupta 2016 cite

Liu and Jordan 1961 as the source for the ISM; furthermore, they also claim that

Liu and Jordan 1961 analytically solved the 3D integration. There is little-to-no

evidence of an actual derivation in Liu and Jordan 1960, 1961, or 1963.

From this history, one can conclude several important things about the origin of

the ISM: (1) Аizenshtat 1952 (gives) and Kondratyev and Podolskaya 1953 (derives)

the ISM in the context of solar energy (irradiance). (2) Moon and Spencer 1942

is the oldest known work to have produced the result in any context. (3) Lambert

1760 was the first to formalize the mathematical construct and framework needed to

create the ISM. (4) Abbot et al. did much to advance measurement instruments for

sky radiance that drove the need for such a model. It is left to a science historian to

further research the true origins and history of the ISM in detail. From this history,

one can also conclude several important things about the nature of the ISM and

integrating the sky as a hemisphere: (1) The isotropic sky can be properly modeled
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as a 3D hemisphere (Spencer and Moon 1942, Kondratyev and Podolskaya 1953, Hay

and Davies 1978), 2D half circle (Badescu 2002), or an infinitely long half cylinder

(Hottel 1967). This is true because one can cut a hemisphere into a given number of

lunes of equal size and each one will carry the same ratio to the whole as an arc from

a half circle cut into the same number of equal pieces will. Furthermore, it does not

matter the thickness of the 2D pie-shaped pieces. (2) When modeling the sky in 3D,

one must take care to properly define the solid angle view of the collector to integrate

over. Failing to do this properly will induce errors in the calculation of the amount

of sky radiance that the collector can receive (irradiance). Furthermore, those errors

will not be apparent if the same integration method is used in the validation process.

Finally, integrating to determine the portion of sky radiance seen by a collector

prior to determining the solar conditions is called a post-integration method because

the sky conditions are determined after the integration was completed. The ISM is

a post-integration method. Later, a pre-integration family of methods is discussed.

7.2.2 Temps and Coulson 1977: Clear-sky Model

Now that the seminal sky model and assumptions have been introduced, it should

not surprise the reader that there is a plethora of sky models in the literature that

attempt to accommodate the anisotropic nature of the sky. In 1977, Temps and

Coulson [96] noted that the diffuse sky has anisotropy, especially during clear-sky

conditions, which was known to Kondratyev about 30 years earlier and to illumination

engineers many years prior to that. Under the ISM, a collector can be tilted the same

amount toward or away from the equator and the Rd contribution is the same. The

reality is that the sky is anisotropic and the Rd contribution varies in the two cases

above. Based on data gathered, Temps and Coulson noted that the anisotropy is

because of brightening of several regions of the sky that include circumsolar and
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horizontal brightening, effects that were also understood many years earlier. Temps

and Coulson were not the only researchers to recognize this [52,53]. They introduced

two correction factors for the diffuse term, which attempt to properly capture the

contributions of horizontal brightening and circumsolar effects. The Temps and

Coulson Model works reasonably well for clear-sky conditions, is known to be less

accurate for overcast conditions, is also a post-integration method. The Temps and

Coulson model is given by Equations 7.7 with F ′ = 1.

7.2.3 Klucher Model 1979

In 1979, Klucher [105] proposed a modification to the Temps and Coulson Model

based on his observation that the ISM worked well for overcast conditions, and the

Temps and Coulson Model worked well for clear-sky conditions. The Klucher model

is given by Equations 7.7,

IT = Ib,n cos θi︸ ︷︷ ︸
Beam

+ Id,h

(
1 + cos β

2

)
CFk︸ ︷︷ ︸

Diffuse

+ ρIt,h

(
1− cos β

2

)
︸ ︷︷ ︸

Reflected

(7.7a)

CFk =

[
1 + F ′ sin3

(
β

2

)] [
1 + F ′ cos2 θi sin

3 ζ
]

(7.7b)

F ′ = 1−
(
Id,h
It,h

)2

(7.7c)

where F ′ is the clearness index, and ζ is the solar zenith angle. Klucher introduced

the idea that a shift in sky conditions required a shift in weighting between the two

terms for diffuse used by Temps and Coulson. Loutzenhiser [61] provides a concise

introduction to several sky models and evaluates them. The Klucher model is also a

post-integration method.
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7.2.4 Computation of Diffuse Radiation on Slopes (CDRS) Model 1987

In 1987, Gueymard published the CDRS model [106, 107], which is based on a

three-dimensional analysis of anisotropic diffuse sky conditions. CDRS is also known

as the Gueymard model. CDRS uses a unique approach for determining the diffuse

transposition factor (Rd). CDRS is one of the leading models that performs well in

most conditions. As with many sky models, the ISM reflected transposition factor

is used.

One of the problems of sky models is the lack of universal application. Although

some models are most accurate for certain sky conditions (clear, overcast, or turbid),

a particular mounting (tilt equal to latitude, vertical, or horizontal), or a select type

of tracking (fixed, single-axis, or dual-axis), the CDRS Model is one of the most

accurate for a wide range of conditions and applications. Furthermore, Gueymard

provides the source code for the CDRS model to anyone who requests it because the

algorithm is difficult to implement [108]. The CDRS model is also a post-integration

method.

7.2.5 Perez 1990 model for irradiance on a tilted surface

During the late 1980s, Perez et al. published several sky radiance models [36,

109–111]. This progressive work yielded the popular Perez 1990 model [36, 112,113]

for sky irradiance on a tilted surface. Similarly, Yang 2016 [99] referenced Perez 1990

as Perez3. (See Appendix F for model equations and a discussion of the Yang 2016

implementation of the model.) Perez 1990 is built upon measurements at 10 sites

in the USA and three sites in Europe. The model has been validated to perform

well at other sites that were not part of the training set. This work includes several

variations in application: sky luminance angular distribution, diffuse illuminance on

a tilted surface, irradiance on a tilted surface, and direct, global, and diffuse daylight
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Table 7.1: Selected models from Gueymard evaluation for overall sky conditions [1]

Sky model MBE % RSME %
Tilt = Lat. Two-Axis Tilt = Lat. Two-Axis

Isotropic [76] –5.1 –8.1 7.8 9.6
Klucher [105] –1.4 –6.0 4.6 7.5
Gueymard [106,108] –0.8 –1.0 4.3 4.2
Perez 1990 [36] –2.7 –2.3 6.7 5.8

illuminance. More importantly, the work discussed how various fields interrelate and

unify; therefore, only one model is needed for several applications. Perez et al. even

evaluates the discrepancy in using the sky luminance angular distribution model to

determine sky radiance angular distribution. Again, more will be discussed about

angular distribution models in Section 7.3.

7.2.6 Comparison of Isotropic, Klucher, Gueymard, and Perez 1990 sky models

Gueymard [1] evaluated many of the leading sky models with data taken at

NREL’s Golden, Colorado, facility (typically sunny). Table 7.1 summarizes the

mean-bias error (MBE) and root-squared-mean error (RSME) for overall sky condi-

tions with mounting angle equal to latitude and two-axis tracking for four models.

Gueymard concludes that his model and the Perez model work best overall.

One can conclude that for sites with clear skies for most of the year, the Gueymard

1987 model may be preferred. Another consideration is the quality of data used as

inputs for the models. Gueymard 2008 pointed out that some models handle poor-

quality data better than other models. Specifically, the DNI, DHI, and GHI can all

be measured with ground-based instruments. For a variety of experimental reasons,

these three measures do not always hold for the Closure Equation 7.2. The closer the

three measures are in self agreement to the Closure Equation, the better the data.
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7.2.7 Basic sky model review and selection

There are many evaluations and verifications of sky models varying from veri-

fication at one location of one model to a more comprehensive list of models cre-

ated todate. A few of the best evaluations have already been referenced in this

work [1,61,99,114]. Some evaluations are of little use because they are riddled with

errors, whereas others like Demain 2013, provide a good basis for proposing a new

model [115]. The sky modeling field is rich with many review papers. A few models

repeatedly are shown to work reasonably well for a wide range of uses and locations.

The most popular of these is the Perez 1990 tilted surface model.

It is important to point out some limitations of sky models:

1. The goal of any sky model is not to have low error for any one given data point;

rather, it is to be correct on average, say over a month or better still a year.

This is because the three measures of irradiance (DNI, GHI, and DHI) result

in the loss of much of the direction information about the irradiance that is

required to reduce the error. In addition to this loss of direction information,

radiometry has limited accuracy (2.5% for the best of laboratory conditions

and 5–10% in the field) for a variety of measurement challenges.

2. Sky models are typically tested with five mountings (tilt = latitude of the

location, vertical pointed in the four cardinal directions). This limits our un-

derstanding of model performance outside these mountings. One reprieve from

this is that models typically perform the worst for vertical surfaces because

only half the sky is seen.

3. Some models such as Perez 1990 have been shown to perform well on an an-

nual basis at many site locations despite the variations in frequency of sky
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conditions. To aid in understanding the limits of the above statement, Xie and

Sengupta 2016 [65] provide a counter example using short-term data. Average

correctness applies best to an annual basis and fails for periods of only a few

days. What is the minimum period one must use will likely depend on the

location, model and quality of irradiance data. This topic is an active area

of research and it is left as future work to further explore. The excellent per-

formance of the Perez model is because his method of sky classification works

well. This means that as long as a sufficient number of sky samples are col-

lected for each sky type and the corresponding data used to determine the

model coefficients, the error induced by the variability is minimized.

4. Uncertainty of the measured inputs propagates through a sky model in a com-

plex manner; thus determining model uncertainty is challenging because model

performance typically varies from location to location. The variance in perfor-

mance is caused by the variability in the frequency of various sky conditions

found during a year at the two sites. This means that uncertainty assessed at

one location is unlikely to be the same as that assessed at another location.

One method employed is to use empirically derived coefficients for each loca-

tion of interest to improve model performance. Sometimes uncertainty is given

for a particular model based on some form of sky type classification.

5. No one model is known to work best for all locations, all sky conditions, and

all possible applications. Some models are known to not work well for vertical

surfaces, which is important in building energy applications. Another model

may perform well for tilted surfaces that track the sun, which is important to

many large-scale solar energy applications. It has also been shown that some

models handle poor-quality irradiance data (DNI, DHI, and GHI) better than
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others. One of the data quality checks is to determine if the Closure Equation

(Equation 7.2 holds for the three measured irradiances (DNI, DHI, and GHI).

There are more concerns in selecting a sky model for POAI determination, yet

the above points summarizes many of the key issues. From this list, and the reviews,

it is obvious that the Perez 1990 model is one of several great first choices for use

with the TMY data. Table 7.2 summarizes the sky models discussed.

7.3 Advanced sky modeling

Now that a general overview of sky model basics has been completed, a de-

tailed discussion is in order. Starting with the fundamental geometry of irradi-

ance—radiosity from the sky to a surface—Equations 12.13–12.14 of Fundamentals of

Heat and Mass Transfer [116] are given in Equation 7.8

It,h =

∫∫
I(θ, φ) cos θdΩ =

2π∫
0

π/2∫
0

I(θ, φ) cos θ sin θdθdφ (7.8)

where θ is the polar angle, φ is the azimuth angle, the receiving surface is horizontal,

and the intensity (I) includes all sources of emission in the sky dome (see Figure 7.4).

Given the diffuse component only, the previously discussed sky models were con-

cerned with producing overall correction factors Rd to relate the diffuse horizontal

irradiance Id,h to that on a tilted surface Id,hRd. The original method was to per-

form the integration and then apply the resulting Rd correction factor to all possible

sky conditions (post-integration). The main reason for this method was the lack of

computing power that results in the need for simplicity. In the past, oversimplifying

the problem avoided several issues: the lack of knowledge about the distribution of

the diffuse sky, limitations preventing detailed measurements (given a direction, the
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Figure 7.4: Geometry of the sky dome.
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spectral intensity) of the diffuse sky, and the massive amount of calculations entailed.

Unfortunately, simplification also resulted in limiting accuracy. It is now possible to

consider the angular distribution of the sky radiance over the entire sky dome and

then perform the integration after the sky condition is determined (e.g., a researcher

should consider their current problem and computing resources before selecting a

method that uses the simplified (post-integration) or the advanced approach (pre-

integration)). Using the pre-integration approach requires that the functional form

of the diffuse sky (sky radiance) intensity (Id (W/(m2·sr))) to be determined for

every possible sky condition over the entire sky dome. In practice, sky radiance dis-

tribution Id models have high RMSE for any given direction within one data point;

however, the leading models do afford higher accuracy (low MBE say over a years

worth of data). The reason is that the angular distribution models do not include

cloud location information when classifying the sky condition. For any given data

point, the cloud may or may not be in a specific direction. This results in high

RMSE (i.e., the model is wrong in the moment for a given direction). The angular

distribution models are more sophisticated; therefore, the quality distribution mod-

els tend to have low MBE overall (on a year of data). When designing a model,

the goal is not to always be right, but to be right on average as much as possible.

This characteristic applies to all sky models and is amplified for angular distribution

models.

The sky modeling community has made large advances in improving the ability to

accurately approximate irradiance over the three-dimensional surface of the sky dome

from three common measures of irradiance (direct normal (DNI), diffuse horizontal

(DHI), and global horizontal (GHI)). Up to this point in the discussion of sky models,

the goal was to determine the total amount of irradiance incident on a flat surface

given the current solar conditions and the mounting of the surface. The discussion
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has not been concerned with the other surface properties, namely the anisotropy

some surfaces have when absorbing (accepting) irradiance. Another advantage of

the pre-integration method is that it allows for the proper use of collector Incident

Angle Modifier (IAM). IAM account for the optical properties of the collector (both

STC and photovoltaic collector) that impact performance. An IAM is unique to

each collector design although some researchers use generic IAM for a general type

of collector design, for example flat-plate STC. Section 8.4 provides more information

about STC IAM and the current methods for determining—and using—diffuse IAM.

To improve the accuracy of solar collector modeling, a key step is to account for

anisotropy of both the sky dome and solar collector. Another important step is to

improve the accuracy of the irradiance data used as inputs, which is outside the

scope of the current discussion.

7.3.1 History of sky radiance/luminance angular distribution models

Again, Lambert’s developmental perspective is up held in that luminance angular

distribution models preceded radiance models. There is a rich selection of luminance

distribution models in the literature, which includes models and their evaluations;

however, the current focus is on radiance distribution models. The literature is

sparse, and even sparser concerning evaluations of said models. One surprising result

is that many of the luminance distribution models can be used for radiance and vice

versa. This is because both physical quantities have very similar distributions over

the sky dome. Even with this redeeming fact, the literature on the subject of sky

radiance distribution is very limited [36,101,117–125].

7.3.2 ASRC-CIE Model 1990

One of the first anisotropic models for the diffuse intensity Id (W/(m2·sr)) is the

Perez 1990 Model commonly known as the ASRC-CIE model [36, 117], which was
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updated in 1992. Perez et al. 1990 is the first work (known to this author) to suggest

using the luminance distribution to determine the radiance distribution. Perez et al.

1992 updated the model and verified it against several luminance models.

7.3.3 All-Weather Model (AWM) 1993

The next model of interest is given in Perez et al. 1993 [126, 127] All-Weather

Model (AWM). The AWM is an updated work based on past accomplishments and is

recommended by Perez as the model of choice (from the Perez works) for sky radiance

angular distributions. The AWM classifies the sky conditions by sky clearness and

the sky brightness and must be numerically integrated. The All-Weather Model is

also a pre-integration method. See Appendix G for more information on the AWM

including clarification of its formulation used in this work.

7.3.4 Brunger Model 1993

The Brunger model was also produced in 1993 [121, 128] and came from a series

of previous works [118–120]. Many researchers cite Brunger and Hooper 1993 and

use the model for evaluating other methods, yet the coefficients given in the works

do not cover all possible sky conditions. The sky models are known to be sensitive

to the choice in coefficients, which result in difficulties in extrapolation in an effort

to obtain the missing coefficients. Perez et al. 1992 provides luminance coefficients

for the Brunger model that cover a greater range of sky conditions. See Appendix H

for more information on the Brunger model including the lack of coefficients.

7.3.5 All-Sky Model (ASM) 2004

Another angular distribution model is the All-Sky Model (ASM) given in Igawa et

al. 2004 [123]. The authors of the ASM provide luminance and radiance coefficients.

The ASM is based on a different method of quantifying sky conditions than the AWM.
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The most notable difference is that the ASM is based on continuously adjusting the

coefficients in the model, whereas the AWM uses the same eight bins as the ASRC-

CIE Model; therefore, the AWM has some amount of discretization error and the

ASM has interpolation and extrapolation errors (see Fig. 12 of Igawa et al. 2004).

7.3.6 Improved All-Sky Model (IASM) 2014

In Igawa 2014 [125], the ASM model is improved (IASM) and updated with a

greater number of measurements from more locations in Japan. The IASM uses

the same overall methodology as the ASM with a few adjustments to correlations

and additional data. These improvements result in both new sets of radiance and

luminance coefficients. What is surprising about the AWM, ASM, and IASM is that

the AWM was developed with luminance data and performed almost as well as the

IASM and better than the ASM during radiance testing on the datasets used to

calibrate the IASM. The IASM lacks external evaluation at the time of writing.

7.3.7 Angular distribution model review and selection

In Garcia et al. 2011 [124], a comparison of four angular distribution models

(ASRC-CIE, AWM, Brunger 1993, and ASM) was performed from data collected at

four diverse locations. The data were completely independent of the data used in

the calibration of any of the models. Not only was the goal of the work to compare

four models, it was also to compare several variations on how the calculations were

performed with the models. One of the methods is to normalize the sky scan data

by measured horizontal irradiance for use as the standard combined with the inte-

gral method of calculation (more on this clarification in Appendix G). Garcia et al.

2011 showed that this combination yielded the best results; furthermore, the model

that performed best under this variation was the AWM. There has not yet been an

evaluation of the IASM using data independent of the training set. It is for these
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reasons that the AWM is selected as the angular distribution model of choice for the

solar simulation under construction. Table 7.3 summarizes the advanced sky models

discussed.

7.4 Verification of the proper use of TMY data and the SPA with ISM, Perez 1990

Model, and AWM

Given the previously completed sky model verification work by other authors,

a verification of the simplifed simulation, the combined parts (TMY, SPA, and sky

model) of the simulation to determine POAI is now possible. The goal of the test

is to compare the overall performance of the simplified simulation against reported

data. Following the methods in this chapter and details outlined in the appendices

referenced herein, a simple calculation will determine POAI. This avoids the issues

of collector anisotropy and captures the differences caused by using the simplified

simulation. Using these differences to determine model error is outside the scope of

this work because for this application, no known method has been found to univer-

sally determine the error for a sky model that would apply to all locations, climates,

weather types, and surface orientations. Model uncertainty assessment is left as

possible future work.

NREL provides measured meteorological data for Golden, CO [129], and data for

2015 were used. Using the procedure for a posteriori quality control step described

in Yang 2016 [40, 99], the data are reduced. Performing the required calculation for

each sky model being considered on the reduced data provides results to analyze,

namely POAI measured vs POAI modeled (more on this in Chapter 9). In any

numerical integration, a key issue is discretization error (i.e., Did the mesh size choice

induce unnecessary errors or was computational cost and accuracy balanced?). In

the numerical method a 4:1 ratio of elements was chosen in the azimuth and polar
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(b) Annual energy yield versus integration
time.

Figure 7.5: AWM numerical integration: mesh size convergence.

directions because this ratio naturally exists for a hemisphere (360◦:90◦). This ratio

reduces the mesh size dimensions to one. For more information on how the numerical

integration is performed for the simplest case of the ISM, the reader is referred to

Appendix I. Figure 7.5 shows the convergence plot for one year of data at College

Station, Texas. Note that a mesh size of 50 (in the polar direction) is more than

adequate for this particular site. The simulation results for the AWM on the Golden,

Colorado, measured data used a mesh number of 90 as an added level of safety.

Following the work of Gueymard and Myers [130], Section 5.2 of said work pro-

vides definitions for the mean bias difference (MBD) and root-means-squared dif-

ference (RSMD) values. To calculate percent difference, the mean solar irradiance

is used as the normalization factor. For the specific case being considered herein,

that is the annual mean irradiance of the reduced data. Using the above data and

methods gives results for the ISM, the Perez 1990 model, and the AWM, which are

found in Table 7.4.

In addition to these traditional measures of performance, percent difference of the
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Table 7.4: Sky model verification using the ISM, Perez 1990, and AWM: 2015
NREL Golden, CO, data

Sky model (Tilt = Lat.) MBD % RSMD %
ISM [76] –4.3936 7.2423
Perez 1990 [36] –0.1085 3.8257
AWM [126] 0.0469 4.1335

hourly data are plotted and histograms are provided for each model to reinforce the

idea that the goal is to be correct on a yearly energy yield basis, which is measured by

the MBD. Results for each model and are found in Figures 7.6, 7.7, and 7.8. Although

all three models perform reasonably well, there is competing performance between

the Perez 1990 model and the AWM concerning the MBD and RMSD. The AWM has

the lowest MBD, and the Perez 1990 model has the narrowest RMSD for the specific

dataset being considered. This means that for locations in the northern hemisphere

in the mid-latitudes at high elevation with typically clear skies, similar performance

would be expected. Quantitatively, the lack of knowledge limits our ability to assess

model performance when changing locations of interest. For many of the popular

sky models, enough evaluations have been performed at varying locations that there

is a good qualitative understanding of performance.

7.5 Future improvements of sky modeling

In several locations in this chapter, potential improvements have been noted.

The goal of this section is to provide a list of potential future work by gathering

them into one location and adding a few new ones. Begining with new potential

improvements, all sky models discussed herein assume that DNI is a point source.

The field of modeling irradiance for high-concentration solar collectors is one notable

exception (see [46] for more information). High-concentration collectors typically

have an extremely narrow FOV that encompasses the sun and for some designs
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Figure 7.6: POAI: Comparison of NREL measured data at Golden, CO, to the
ISM calculated result.
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Figure 7.7: POAI: Comparison of NREL measured data at Golden, CO, to the
Perez 1990 Model calculated result.
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Figure 7.8: POAI: Comparison of NREL measured data at Golden, CO, to the
AWM calculated result.

a narrow circumsolar region. Because high-concentration-ratio collectors are only

effective in clear-sky conditions, the models determining solar shape (sun shape) and

or the circumsolar region around the sun are made for clear-sky conditions only.

One future work would be to improve upon the point source assumption for DNI

by creating an angular distribution model for DNI similar to the AWM or the ASM

ideology for sky radiance.

A second future improvement would be to refine sky radiance angular distribution

models to explicitly provide zero sky radiance in the direction covered by DNI as

current methods distribute some sky radiance into the region around the sun that

are explicitly excluded through shading of the pyranometer.

A third future improvement would be to explore the accuracy of various models

under varying periods of time. For example, given the period of time each data

point covers (i.e., secondly, minutely, hourly, etc.) determine the model bias error as

a function of the period of summation (i.e., weekly, monthly, semi-annualy, annually).

The following list summarizes future improvements noted in this chapter and
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corresponding appendices:

1. Perform historical research:

(a) on the origin of the ISM.

(b) on solar radiation measurement.

2. Improve model uncertainty assessment.

3. Create an improved angular distribution model of DNI in an all-weather or

all-sky sense.

4. Prevent sky radiance angular distribution overlap with DNI.

5. Explore the relationship between period of summation and model performance.

7.6 Conclusion

In this chapter, sky modeling was discussed from a post- and pre-integration

perspective including the effect on computational cost. This is an original work of

this author. The importance of sky radiance anisotropy is highlighted and the impact

on model accuracy because of the loss of direction information in both measurement

and modeling methods. The Perez 1990 and All-Weather Model (AWM) were chosen

in the post- and pre-integration areas, respectively, for the solar-thermal simulation

under construction. Both models were verified using 2015 data from NREL and is

the original work of this author. During the discussion of the history of sky modeling,

several key contributions were made:

• Review of the history of sky modeling, with new contextualization.

• Rediscovery of the oldest known derivation of the Isotropic Sky Model (ISM).
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• Explanation of the various geometries used to derive the ISM.

• Investigation into various boundary conditions for integrating portions of the

sky, which resolves ongoing confusion in the literature and field.

• Clear mathematical statement for using angular distribution models to deter-

mine Rd given in Appendix G.

From this review and reinterpretation of the knowledge about sky modeling, it can be

seen that the field is continuing to develop and improve. Additionally, the field is also

approaching the limit of how accurate a model can be given the loss in directional

information because of measurement limitations. Using weather data, solar position,

and a sky model will allow the determination of POAI for an arbitrarily oriented

surface. This is the first step in calculating solar collector performance and the topic

of the next chapter.
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8. TRANSITIONAL SOLAR-THERMAL COLLECTORS: MODELING,

PERFORMANCE, AND SELECTION

“These three types [stationary, single-, and dual- axis-tracking collector]

are all very intersting on account of the balance of advantages between high

efficieny and low cost which they present... [Abbot notes Carnot’s Law,

temperature limits of metals, and that overall efficiency is composed of both

collector and heat engine efficiency.] With these points in mind, it will be

appreciated that on account of their high concentration of solar rays, and

the resulting high temperatures, the conical reflectors [dual-axis tracking],

especially if parabolic, like that of Pifre, give maximum theoretical possib-

lities of engine efficiency. On the other hand, the hot-box principle of de

Saussure [stationary], as used by Willse and Boyle, must necessarily give

very low engine efficinecy. The cylindrical-mirror type [single-axis tracking]

stands between them in this respect. On the other hand, the cheapness of

installation and operation of the heat collectors of the three types runs in

the opposite order... The problem of collecting solar heat for power purposes

is indeed a very pretty one. It involves knowledge of optics, of mechanism,

of the properties of radiation, and of heat engineering. Financial success

probably awaits the solver, for with our present outlook it seems likely that

within a generation or two power demands will lead to the sun as the most

availbable source of supply.” [15]

– Charles Greeley Abbot, 1934

Abbot aptly points out the trade-offs in the design choice of collector type. Select-

ing which collector type to use in a design continues to be hotly debated by engineers
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in the solar field. Properly selecting the type and design of the solar collectors for a

particular application is paramount. Given the current level of understanding, one

is forced to make assumptions about which collector type is best for a particular

DSTTC application. The next step in building a solar simulation is to properly

model collector performance, within the limits of current engineering understanding.

Then, a collector can be selected that will perform as effectively as currently possible

for the given task.

Previously, Section 1.1.2 described common types of solar-thermal collectors. The

main benefit of stationary solar-thermal collectors is that they are much less ex-

pensive than the more-sophisticated single- and dual-axis tracking collectors. This

benefit is counteracted because stationary collectors have a much lower maximum

operating temperature and lower energy yields. To properly quantify the best pos-

sible DSSTC performance, a new class of collector is introduced and discussed in

reference to current solar-thermal testing standards. Several STC —including some

from this new class—will be evaluated and the “best” collector selected for use in the

simulation. During the discussion of STC testing standards, several limitations will

be noted.

8.1 Transitional solar-thermal collectors

There is a growing number of collectors that seek to fill the gap in operating tem-

peratures between the low-temperature flat-plate and evacuated-tube non-tracking

collectors, and the large-scale tracking high-temperature collectors. This group can

be called the transitional class of solar-thermal collectors. The transitional class in-

cludes Fresnel designs that use the Fresnel effect from optics to avoid or minimize

tracking, smaller trough versions that provide single-axis tracking, and stationary

collectors that use adjustable mirrors to reflect light on the receiver tube. There are
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also stationary collectors with no moving parts in the transitional class. Many col-

lectors in the transitional group are being developed by start-up companies. Some

of these start-up companies have failed, whereas others are newly formed and do

not have performance data established. Others simply do not currently offer their

product for sale. It is notable that the adjustable-mirror designs seek to challenge

the conventional wisdom that tracking and concentration are for large-scale facilities,

whereas non-tracking, non-concentrating collectors are for low-to-medium-grade heat

applications in residential, commercial, and industrial sectors.

One transitional collector, Roland Winston’s XCPC design [131–139], stands

apart from the others because it uses no tracking and very low-concentration ratios

(< 2 suns) to challenge the conventional wisdom that stationary low-concentration

collectors are unable to produce industrial-grade heat. Figure 8.1 compares one of

the XCPC versions to the low-temperature collector types. Over many iterations,

Dr. Winston and his team at University of California-Merced have refined the XCPC

design. The XCPC is stationary with no moving parts, works efficiently at lower to

medium temperature difference of 150–250◦C, and captures both direct and indirect

solar radiation well with low concentration levels [134]. The XCPC design can be

used to drive an absorption chiller to provide residential-scale space cooling [134].

The current work seeks to explore the benefits of integrating a transitional collector

with a heat engine to provide DSSTC capabilities; therefore, a transitional collector

must be selected from among the available options. By reviewing the STC perfor-

mance standards, quantifying the performance differences between the collectors will

enable a sound decision to be made.
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8.2 Steady-state performance model for STC

The American certification standard by the Solar Rating & Certification Cor-

poration (SRCC) [140] and the European certification standard by Solar Keymark

[141] are both based on the International Organization for Standardization: ISO

9806:2013 [142] and other standards relevant to STC performance [143–145]. STC

performance is typically modeled by Equations 8.1,

η = η0 − a1T
∗
m − a2GT

∗
m

2 (8.1a)

T ∗m =
Tm − Tamb

G
(8.1b)

where η is the collector efficiency, η0 is the maximum efficiency, a1 and a2 are con-

stants, and G is the total irradiance. The coefficients η0, a1, a2 are determined by

regressing experimental data. Application of Equation 8.1a is limited in scope and

applies to steady-state conditions neglecting the anisotropy of the collector, wind

conditons, and other more subtle heat transfer physics. It is important to note that

it is quite common to find collector performance curves displayed in a variety of

ways to varying degrees of transparency. Figures 8.2–8.4 show three common ways

to present collector performance properly. The additional information in the upper-

right-hand corner of each plot removes ambiguity. Unfortunately, it is all-to-common

to find ambiguous collector performance curves.

It can be readily seen from Figure 8.5 that the stagnation point—the point where

the efficiency is zero and the temperature difference is maximum—is actually a stag-

nation curve. Although the stagnation curve can be crudely represented by a vertical

line, it is not explicitly vertical or straight. It can also be seen that the performance

curve is actually a performance surface. For a given irradiance level, the performance
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surface is sliced and a cross-sectional view of the surface is presented as a curve.

The standard also provides two methods for determining the stagnation point.

The first method assumes the stagnation curve is a vertical straight line (constant

T ∗m) as shown in Equations 8.2,

(T ∗m)Stag_Measured = (T ∗m)Stag_Specified (8.2a)(
Tm − Tamb

G

)
Stag_Measured

=

(
Tm − Tamb

G

)
Stag_Spedified

(8.2b)(
Tsm − Tamb

Gm

)
=

(
Tstag − Tas

Gs

)
(8.2c)

Tstag = Tas +Gs

(
Tsm − Tamb

Gm

)
(8.2d)

where Tstag is the calculated stagnation temperature. The standard requires the

measured irradiance Gm to be within 10% of the reported stagnation irradiance Gs

because the founding assumption that the stagnation curve is a vertical line is not

true, as shown in Figure 8.5(b).

The second method from ISO 9806:2013 uses Equations 8.1 to extrapolate a stag-

nation value to reported conditions. This is accomplished by setting Equation 8.1a

to zero and solving for Tm as demonstrated in Equations 8.3,

η = η0 − a1T
∗
m − a2GT

∗
m

2 (8.3a)

0 = η0 − a1T
∗
m − a2GT

∗
m

2, (8.3b)

T ∗m =
−a1 +

√
a1

2 + 4a2Gη0

2a2G
(8.3c)

Tstag = Tas +
−a1 +

√
a1

2 + 4a2Gsη0

2a2

(8.3d)

where the T ∗m data used to determine the constants η0, a1 and a2 are encouraged to
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(a) Performance as a function of irradiance and temperature differ-
ence.

(b) Performance as a function of irradiance and reduced tempera-
ture difference.

Figure 8.5: XCPC collector performance as a surface.
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cover areas near stagnation; however, the standard requires that at least one data

point must be above T ∗m stag

2
. This is ambiguous because Figure 8.5(b) shows that

stagnation is not a single point, rather a curve of points. The typical irradiance

condition is 1000 W/m2 for reporting stagnation, and the standard allows for other

values when reporting the stagnation condition.

Because not all collectors are intended to be used over large areas of the per-

formance surface, the test standard 9806:2013 allows two options for determining a

stagnation point; therefore, the test data may not yield model equation constants

(see Equation 8.1) that are valid over the whole performance surface. The typically

referenced certification annex includes only a summary of test results and provides

limited information to determine the valid regions of the performance surface for a

particular application. As a consequence, the full test report should be consulted

for additional information about the data used to determine the performance surface

(i.e., the coefficients η0, a1, and a2), which ensures valid application of the model

performance equation. Full test reports are not published by the certifying organi-

zations and collector manufactures have the discretion to share this information or

withhold it.

In this section, the primary equation that describes STC performance was pre-

sented with a short discussion about the basic limitations, primarily the lack of

clarity as to the limits of the collector efficiency equations. Despite the limitations,

the model equation is an effective tool to gain information needed to discriminate

between various STC for a particular application. An efficiency comparison of this

nature should not be the sole means by which a collector is chosen because other

aspects should be considered such as cost, expected life, ease of installation, etc.
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8.3 Comparison and selection of a transitional solar thermal collector

After reviewing Solar Keymark [141] and SRCC [140] certifications and stan-

dards, academic publications, and news releases from start-up companies, only a few

collectors have published performance information in the transitional class. The few

collectors identified are compared to the XCPC. Of these collectors, one has gone

out of business, and one does not offer collectors for sale. It is also worth noting

that Arctic Solar, the company marketing the XCPC, is offering, for the first time,

the XCPC design for sale in 2015 and is in the process of being certified under the

SRCC [146]. Please note that the XCPC sold by Artic Solar is not the exact same

design as delineated in Kim et al. 2013 [132], although the performance curves are

similar. Table 8.1 compares the few collectors that were found with performance

information that could compete in the transitional class. Appendix J discusses the

various methods used to determine the performance coefficients in detail.

Winston et al. 2011 [131] performs a similar comparison with an earlier verison

of the XCPC. In Winston et al. 2011, Figure 4 and the accompanying discussion

did not provide a detailed account of what performance equation values were used or

how they were obtained for each collector. There are several differences in the two

evaluation methods and in the results. The main difference is that Winston assumed

insolation of 800W/m2 with 20% diffuse light versus the assumed value of 1000W/m2

and no diffuse light that the current work assumes. These differences between the

evaluations of the collectors highlight how misleading it is to view only a slice of the

performance surface. The Winston choice illuminates the ability of the XCPC design

to effectively harvest diffuse light. Appendix J is included to facilitate transparency

and allows interested readers to make their own assumptions and evaluations. The

goal of the appendix is to outline the methodology used to determine performance
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Table 8.1: STC Comparison

MFG Name Type Tracking Ref.

Viessmann Vitosol 300-
T SP3A

Evacuated
tube Stationary [141]

TIGI HC.1 Unique hon-
eycomb Stationary [141]

Artic Solar XCPC Transitional Stationary [132]

Chromasun MCT
Adjustable
Fresnel
reflectors

Single axis [147]

Sopogy SopoNova Trough Single axis [148]

from literature information, which can, at times, be incomplete. ‘Better’ initial

information tends to yield more accurate results.

There are in fact two XCPC designs discussed in Kim et al. 2013. The N–S

XCPC has the absorber tubes orientated in the north–south direction, and the E–W

XCPC has the absorber tubes orientated in the east–west direction, which allows for

a higher concentration ratio. Both designs have the same functional shape to the

reflector. Each has unique choices of reflector height and opening to maximize the

ability to collect irradiance for each configuration. Figure 8.6 shows the XCPC per-

formance curves against the other collectors from Table 8.1. Clearly, the SopoNova

performs with the highest efficiency, but has a geometric concentration ratio of∼8.59.

This means that only beam and circumsolar irradiance should be considered when

determining the energy yield because much of the diffuse light is not ‘seen’ by the

collector, which means a much lower portion of the POAI can be received within the

LFOV. The SopoNova design operates in a single-axis tracking mode. It is notable

that the SopoNova design seeks to challenge the idea that tracking collectors must

be large to be cost effective. The Chromasun MCT uses adjustable Fresnel reflec-
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tors within a sealed collector case that track on a single axis. The MCT collector

design also challenges conventional thinking about tracking and scale. The track-

ing reflectors are driven by motors powered by PV cells mounted within the STC.

Despite the extra equipment, the MCT does not perform as well as either XCPC

design. Like the SopoNova, the MCT is a concentrating collector. The MCT has a

reported concentration ratio of 20, which means that most of the diffuse light is un-

harvestable. The Vitosol 300-T evacuated-tube design was included because it was

the ‘best’ collector from the Delgado-Torres work discussed in Chapter 4. The HC.1

honeycomb flat-plate design, while performing the lowest here, could be considered

one of the better performing glazed flat-plate collectors on the market. Next are the

XCPC designs, which collect diffuse irradiance well without tracking or any moving

parts, making the XCPC inexpensive to manufacture and easy to maintain. These

qualities mainly result from the unique reflector/absorber shape, which is illustrated

in Figure 8.7. It has excellent thermal performance, low cost, and low maintenance.

All these qualities make the XCPC designs the best choices for this study. From Fig-

ure 8.6, one may wish to conclude that the E–W XCPC is the better option. At this

juncture, concluding which XCPC design is ‘better’ is premature as will be seen in

Section 9.5, where the N–S XCPC is found to have slightly higher annual irradiation

received because of the lower concentration ratio. The above limited evaluation is not

intended to be an endorsement of any product. The products presented here are for

educational purposes only and individual manufacturers should be contacted directly

for product information, including thermal performance information. In subsequent

chapters—for the purposes of this study—a detailed model of the XCPC designs are

developed and used to discover more about optimal DSSTC design.
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Absorber

Reflector

Figure 8.7: Illistration of the unique XCPC shape.

8.4 Full performance model for STC

Now that the steady-state performance model has been reviewed and used to

select the XCPC designs for detailed modeling, the full transient performance model

will be introduced and discussed. The main focus will be on the heat gain from

irradiance terms rather than the heat loss terms. The irradiance contributions in

Equation B.1 from ISO 9806:2013 are displayed in Equations 8.4 and 8.5. Neglecting

the wind-speed-dependent and transient terms leads to Equation 8.6

Q̇

A
= η0,bKb(θL, θT )Gb + η0,bKθdGd − c6uG− a1(Tm − Tamb)− a2(Tm − Tamb)2

− c3u(Tm − Tamb) + c4(EL − σT 4
amb)− c5

dTm
dt

(8.4)

Kθ = 1− b0(
1

cos θ
− 1) (8.5)
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Q̇

A
= η0,bKb(θL, θT )Gb + η0,bKθdGd − a1(Tm − Tamb)− a2(Tm − Tamb)2 (8.6)

where θ is the angle of incidence between the collector normal and the solar position.

The subscripts L and T denote the longitudinal and transverse directions of the col-

lector with respect to the absorber tubes of the collector; hence, θL is the component

of the angle of incidence in the longitudinal direction.

Note that by assuming: (1) Kθd = Kb(θL, θT ), (2) Geff = K(θL, θT )G (3) η0,b =

η0, and (4) Q̇ = ηGeffA, one can recover Equation 8.1, although this shows that it

is the effective irradiance (Geff ) rather than the irradiance (G or POAI) on a tilted

surface that is to be used (see Equation 8.7),

Q̇

A
= η0,bKb(θL, θT )Gb + η0,bKθdGd − a1(Tm − Tamb)− a2(Tm − Tamb)2 (8.7a)

Q̇

A
= η0 (Geff )− a1(Tm − Tamb)− a2(Tm − Tamb)2 (8.7b)

Q̇
A

Geff

= η0 − a1T
∗
m − a2GeffT

∗
m

2 (8.7c)

η = η0 − a1T
∗
m − a2GeffT

∗
m

2 (8.7d)

T ∗m =
Tm − Tamb
Geff

(8.7e)

where K represents the optical performance regardless of the type of irradiance

including the cosine effect. This results in defining Geff as the effective irradiance

after optics, whereas G is the irradiance on a POA. When defining K in this way,

it would require STC testing facilities to measure the angular distribution of the

sky radiance using an all-sky camera, which is expensive and not currently possible

in a highly accurate way or to make laboratory measurements using a large-area

collimated beam to measure differences in performance at different angles. The best

available method is to use an all-sky camera and normalize the results by measured
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DHI.

Accounting for both directions in the IAM, K(θL, θT ) is only required if the

collector responds differently in those directions. Kθ (Equation 8.5) denotes the

Incident Angle Modifier (IAM) function for both the beam and diffuse components

of the irradiance G. IfKθ is required for both direction, thenK(θL, θT ) is the product

of the individual Kθ. The method used in the standard assumes superposition holds

and that K is separable into the two directions. In some collectors, particularly those

with concentration such as the XCPC, this does not always hold well enough to be

an acceptable approximation (see Jiang and Winston 2014 [133]). The diffuse IAM

Kd requires an effective incident angle, which is the equivalent (psuedo) direction of

the diffuse light. Theunissen determined the effective incident angle of various diffuse

components [52,149]. More recently, Strobach [150] determined a more general form

for the effective incident angle of diffuse light that can be matched with several

types of photovolataic collectors. For flate-plate collectors, b0 defines the function

K. For evacuated tube and concentrating collectors, another functional form may

be required. ASHRAE 93 [144] provides more detail on the IAM functional form.

Additionally there are other other works [151–154] on the topic. The optical efficiency

η0,b is η0 from Equation 8.1a. After accounting for the area projection weakening of

the irradiance (cosine effect), tests have shown that collector efficiency varies with the

angle of incidence. The IAM is a correction introduced to account for this secondary

anisotropy of the collector, which is in addition to the primary source of anisotropy,

the cosine effect. Although the IAM for the beam is a reasonable physical model, the

simple fact is that the above method for determining the usable amount of diffuse

light is not based in a descriptive physical model, rather it is a correction factor.

Equation 8.6 combines some aspects of a solar sky model into the solar collector
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performance equations by splitting the irradiance into separate contributions (diffuse

and beam) and then quantifies the anisotropy of a particular STC by characterizing

the coefficients that define K. Remember that simple sky models reduce the sky

dome by aggregating irradiance and direction information into a few measures of

irradiance; therefore, much of the anisotropy information of the sky dome is lost.

Combining the loss of anisotropy information of the sky dome with the anisotropy

of the collector results in an overall model that performs less than ideally. Pike [155]

found the combined error of the sky model and the collector performance model for

several collectors. Pike did not delineate or discuss the two errors in the detailed

frame work of anisotropy concerning the sky and collector. Hess and Hanby 2014 [100]

also pointed out the discrepency between modeled and actual results for STC. Hess

and Hanby 2014 introduce the idea to use a radiance angular distribution model

to better account for the diffuse sky anisotropy and collector anisotropy. Hess and

Hanby 2014 used the Brunger 1993 Model. Performance modeling of the XCPC

design would benefit from a more detailed angular distribution model.

It is interesting to note that the E–W XCPC optical efficiency η0 given in Table

5 of Kim et al. 2013 have two different values corresponding to two different types

of insolation conditions. Equation 8.4 provides for two ways the optical efficiency

could be adjusted: (1) IAM corrections and (2) an adjustment because of wind

speed. ISO 9806:2013 does not provide for an adjustment based on irradiance level

or ratio between direct and diffuse. Kim et al. 2013 [132] does not discuss if either

corrections in the standard were considered; however, Kim et al. 2013 does admit

that diffuse light was present in the value meant to be determined solely from Direct

Normal Irradiance (DNI). This means that Kim et al. 2013 has documented an

additional limitation in the standard model or not properly measured the optical

efficiency at least for the higher irradiance level. The higher optical efficiency values
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are neglected in modeling the E–WXCPC. This matter should be further investigated

experimentally.

Another limitation of STC performance is that ISO 9806:2013 references ASHRAE

93-2010 (RA2014) [144] for detailed collector testing procedures. ASHRAE 93 ref-

erences ASHRAE 109-1986 (RA2003) and was subsequently withdrawn in 2008.

ASHRAE Standard 109 discusses STC with two-phase boiling heat transfer of the

heat transfer fluid moving through the collector. Standard 109 does not discuss col-

lectors with heat transfer fluid in the two-phase flow regime (pumped flow through

the collector). The original paper by Spears [156] introduced the standard and noted

that there were no known collectors under research or use that employed two-phase

flow. To the author’s knowledge, this has not changed in the last 23 years; however,

there is one exception to the previous statement. In 1982, Murphy and May [157]

looked at a direct configuration large-scale trough system with flow boiling. A flash

valve was used to decrease the amount of liquid water that would need to be re-

moved prior to the expander. There are some indications that large-scale trough

manufacturers are now considering a direct configuration similar to what Murphy

and May proposed and investigated. Delgado-Torres [30] models the boiling of the

heat transfer fluid in the STC with no discussion about the lack of data to support

the model. Assuming that the collector efficiency is unchanged with the correct as-

sumption of the mean collector temperature and that Delgado-Torres made these

assumptions correctly, the direct configuration with collector boiling is much more

efficient than the indirect configuration. Characterizing the boiling/two-phase flow

conditions in STC and the effects on performance are vital to determining the true

merit of the direct configuration. STC performance under boiling/two-phase flow is

greatly needed to experimentally validate any transitional collector design installed

in a direct configuration.
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8.5 Conclusion

In this chapter, the transitional class of solar thermal collectors was introduced.

A discussion of the solar-thermal test standards was discussed and the challenge in

obtaining accurate performance information. Particular focus is given to the impor-

tance of quantifying the anisotropy of the collector. The goal is to properly account

for both the anisotropy of the sky and the collector to improve model accuracy. Sev-

eral collectors were evaluated and the Winston XCPC designs are selected. While

discussing the solar thermal testing standards, the need for several key improvements

are discovered and the original work of this author:

1. Discussion of STC performance from a 3D perspective.

2. Communication of the limits where the STC performance equation accurately

applies.

3. Superposition of the IAM is not always possible (K(θL, θT ) = KθL∗KθT ), which

results in the need for non-separable alternatives.

4. Sky model based on accurate quantification of the anisotropy of the sky vault,

which will eliminate the need for an effective (pseudo) angle of incidence for

the diffuse light.

5. Investigation if η0 = f(G).

6. STC performance under boiling heat transfer conditions.

7. Method to determine the mean temperature under boiling or flow boiling heat

transfer.

Once implemented, it is likely that these improvements will lead to revisions of the

various standards and/or for the adoption of new standards for STC testing and
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certification. Also discussed is the need for more information on the performance of

the XCPC design and clarification of reported values. In the next chapter, adapting

the solar thermal testing standards to properly model XCPC performance is dis-

cussed with the goal of eliminating as many limitations as possible without further

experimentation.
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9. CONSTRUCTION, TESTING, AND VERIFICATION OF A

SOLAR-THERMAL SIMULATION FOR THE XCPC

In Chapters 6-8, the meteorological data, solar position, sky modeling, and STC

performance were developed. To build an effective solar thermal simulation, adapting

the testing standard to properly model the XCPC collector is needed. For the XCPC,

several solar collector models will be developed, evaluated, and compared. The option

with the “best” accuracy and lowest computational cost will be selected using an

informal cost-benefit evaluation. During this process, several attempts were made

yielding poor results initially. After perfecting the methods involved, success was

achieved using the AWM and a new application of the IAM concept thereby altering

the STC testing standards.

One of this author’s early attempts to account for the limited view of the XCPC

involved the 3DISM by Badescu which was shown in Chapter 7 to use a bound-

ary condition choice that was not physically real. Appendix K contains a new

sky model Modified 3DISM (M3DISM) that is analytically integrated including the

wrong boundary condition and is evaluated against the Brunger Model, which in-

cluded the same wrong boundary condition. The implementation of the Brunger

Model with the incorrect boundary condition is documented in Appendix L. This

includes a discussion on the fit coefficients, which do not cover all possible sky con-

ditions. This limitation prevents applying the Brunger Model to the TMY datasets.

Both of these early calculation methods are not recommend for general use because

they contain a theoretical oversight and require more refinement.

The importance of making mistakes and learning from them is highlighted by

the issue of the boundary conditions. This mistake led directly to researching early
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derivation methods of the ISM. Conducting this search resulted in many of the re-

discoveries in Chapter 7. Another byproduct of this early mistake is a more refined

calculation because the method of numerically integrating angular sky radiance dis-

tributions was derived twice. This second derivation is much more efficient numeri-

cally and conceptually more robust.

The remaining sections in this chapter discuss the refined methodology in its cur-

rent state. There are a variety of possible improvements that may be undertaken in

the future. Returning to the topic of modifying the STC testing standard for use

with the XCPC, this will be accomplished in two steps, accounting for the unique

IAM of the XCPC and secondly, identifying several sky model options used to de-

termine the effective irradiance for the XCPC. Although this author independently

created this methodology, it is in part based on advice received during personal com-

munications with Christian Gueymard. Additionally, evidence was recently found

(Hess 2014 [100]) showing support that this is not the first application of angular

distribution models to STC to overcome some of the known limitations of the STC

testing standard methods. The current work is the first known work to complete this

for the XCPC.

9.1 Adapting the STC testing standard for the XCPC: Part 1 beam IAM

Because of the unique XCPC design, there are several complications that must

be overcome to properly model the performance:

1. Decompose the angle of incidence into the transverse and longitudinal direc-

tions for use with the beam IAMs.

2. Recognize that the beam IAM can be applied to any radiance to determine the

irradiance received by the collector, if the angular distribution of the radiance

is known or can be reasonably approximated.
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3. Identify the beam IAM function for the XCPC in transverse and longitudinal

directions.

9.1.1 Decomposition of the angle of incidence

To properly use an IAM function K, the angle of incidence needs to be decom-

posed into the angle of incidence in the longitudinal and transverse directions of

the collector given the collector mounting angles. The SPA documentation defines

the solar location as shown in Figure 9.1. The SPA documentation also defines the

collector rotation as shown in Figure 9.2. Figure 9.3 depicts the solar position in the

collector normal reference frame. Figure 9.4 shows the definitions for the component

angles of incidence. Equations 9.1–9.5 specify how the decomposition is performed.

Appendix M documents the complete derivation of the equations. It is important to

note that the current work is not the first or only work on the topic, for example see

McIntire 1983 [152]. Table 9.1 lists the inputs and Table 9.2 lists the outputs of the

function acceptanceangle.m used to perform the calculations.

x = cos(β) sin(ζ) cos(Γ− γ)− sin(β) cos(ζ) (9.1)

y = sin(ζ) [− sin(γ) sin(Γ) + cos(γ) sin(Γ)] (9.2)

z = sin(β) sin(ζ) cos(Γ− γ) + cos(β) cos(ζ) (9.3)

θLR = arctan(
y

z
) (9.4)

θTB = arctan(
x

z
) (9.5)

During the derivation of the component angles of incidence, the angle of inci-

dence equation was recovered and checked against the same equation in the original

SPA code, which verifies the derivation methodology. A more complete verification
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Figure 9.1: Solar direction as defined in the SPA documentation.

y (West)

x (South)

z (Zenith)

Panel Normal

γ

β

Figure 9.2: Collector mounting as defined in the SPA documentation.
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Figure 9.4: Angle of incidence components.
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Table 9.1: Acceptance angle input from SPA calculation

Variable SPA This
work Description (Units)

Coordinates
zenith I ζ Topocentric zenith angle (◦)

azimuth_astro Γ Γ
Topocentric azimuth angle (positive west-
ward from south) (◦)

Collector mounting angles

slope ω β
Surface slope of the collector from horizontal
(◦)

azm_rotation γ γ
Surface azimuth rotation of the collector
(positive westward from south) (◦)

Table 9.2: Accpetance angle output data

Variable Description (Units)
Sun angle information

θLR
Angle of incidence in the panel left–right orientation. In the
case of the E–W XCPC, the longitudinal direction. (◦)

θTB
Angle of incidence in the panel top–bottom orientation. In
the case of the E–W XCPC, the transverse direction. (◦)

“North” is the top edge of the panel and “south” is the bottom edge of
the panel in the unrotated coordinates

Intermediate output values for validation testing.

x, y, z Components of the unit vector pointing to the sun from the
double-rotated panel location.
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method is desired. One could build a physical device that allows a plane to be

double rotated to a prescribed mounting, measure the three incidence angles of in-

terest, and check them against the calculated values. Although this option would be

quite thorough, it requires resources not available to the author. There are obvious

self-consistency checks, such as the magnitude of the x, y, z component vectors must

combine to match the hypotenuse of the incidence vector. There is an additional test

that can be reasonably performed. By definition, the incidence angle is positive, i.e.,

|θx| ≤ θi for each component. This should be true of all possible angles. Figure 9.5

shows the full results of this validation step using TMY3 data for Eastwood Field,

College Station, Texas.

Figure 9.5(a) shows that the test fails for a small potion of results for both of the

angle of incidence components. Figure 9.5(b) shows that test results are perfectly

correlated (i.e., if the test results are negative for one of the components the results

for the other component are also negative). Figure 9.5(c) indicates that the error is

happening for θLR ≈ ±90◦. Figure 9.5(e) shows very similar results for θTB. Note

that θTB ≈ −90◦ only. Figure 9.5(d) shows that the error is quite small for θLR;

however, Figure 9.5(f) shows that the error can be rather large for θTB. This error is

likely the result of numerical rounding in conjunction with the use of trigonometric

functions, in particular the tangent function. This error never happens for θi < 90◦,

which is the region of interest; therefore, it is not an issue for the current application.

Nonetheless, the reader should be warned that additional care in numerical analysis

must be taken if use outside this range is desired. The error can further be avoided

by limiting results to θi < 88◦. This is complemented nicely by the fact that the

index of refraction for glass causes attenuation problems at angles near 90◦ for a

glass-covered STC. For θi > 90◦, the sun is pointing at the bottom of the STC or

worse yet, below the horizon for some conditions. When avoiding the worst errors
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Figure 9.5: Angle of incidence decomposition validation.
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with θTB, another favorable aspect is that in the case of the E–W XCPC, the θTB

values of interest are well below 90◦; therefore, this error is of little concern.

In this subsection, a method for decomposing the angle of incidence was presented

and verified. Although an error in the calculation was found, it is outside the region

of interest (θi < 90◦) for the current solar thermal applications. This method is

well suited for the purpose of determining at which sun angles the direct normal

irradiance (DNI) should be neglected.

9.1.2 Angle decomposition generalized

In reality, the set of mathematical rotations and angular decomposition described

in the previous section can be used in general to determine angles between vectors

and the components of those angles. This means that (β, Γ) defines the direction

of the surface of interest and (ζ, γ) define the direction of interest as shown in Fig-

ure 9.6. The algorithm then determines the angle (and component angles) between

them. This methodology can also be used to determine the angle of incidence (and

components) of the sky radiance (θsecn) coming from a sky element with respect to

the POA i.e., (β, Γ)) and (ζse, γse) (see Figure 9.6). This is of great importance

when attempting to account for the LFOV of a collector with concentration. This

will be discussed more in later sections of this chapter.

9.1.3 IAM function for the XCPC

Now that the component angles of incidence have been successfully determined,

an IAM function must be identified. Because the E–W XCPC collector design has

a slight concentration ratio (1.82), the standard functional form of the IAM (Kθ)

is not appropriate. After reviewing Figure 17 of Kim et al. 2013 [132], a simple

step function with a value of 1 between the acceptance angle limits in the transverse

direction (±32.5◦ for E–W and ±55◦ for N–S Table 5 of Kim et al. 2013) will capture
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Figure 9.6: Angles needed in calculation of sky models. Note the choice of coordi-
nate system can vary from work to work.

the functionality of the collector. Limiting the longitudinal direction to ±88◦ will

account for the index of refraction of the glass cover and avoid the region where the

angle decomposition calculation fails to be accurate.

There are two important things to note about the glass cover. First, Kim et al.

2013 discusses a cover for the collector and does not specifically mention a glass cover.

In Kim et al. 2013, photos of the collector are depicted without the cover present.

Secondly, the index of refraction of a glass cover may not be best represented by a

step function. The step function assumption is chosen here for convenience. The

IAM step function defined here does not include the area projection or cosine of the

angle of incidence. This is a direct deviation from the STC testing standard method

which includes both the cosine law and the collector response together in the IAM.

The differences are a matter of definition and organization because both collector
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response and cosine law response are include in each method. Figure 9.7 shows the

angle of acceptance step functions in both the longitudinal and transverse directions

without the cosine. Subfigure 9.7(c) shows the N–S XCPC assumed form and the

approximate outer-bound (+) and inner-bound (×) of the data from Kim et al. 2013

for comparison.

The transverse and longitudinal IAM are simplifications of the true collector

response. This is a valid choice because the true attenuation is quite steep, making

the step function a good approximation. For several reasons, future testing of the

XCPC designs should include more testing of the IAM in both the transverse and

longitudinal directions. First, the effects of the glass cover have been all but neglected

for the longitudinal direction. Second, Figure 17 from Kim et al. 2013 [132] and

accompanying discussion show that there is a potential alignment issue with the

inner absorber, outer absorber, and the reflector design or an issue with reflector

manufacturing precision. The desired outcome would be a smoother, symmetric,

and more accurate response. This lack of information was recently reinforced when

it was found that the N–S XCPC collector was tested by the SRCC. (Note: This

can be found by searching for Artic Solar, Emperor, LH-3-2M which is a N–S XCPC

variant in the SRCC directory.) It was found that the diffuse IAM was set to zero

and the transverse IAM was neglected only providing the longitudinal IAM. This

highlights the following facts:

1. The XCPC performance is not well quantified by the current testing standards.

2. Reinforces the need for the currently proposed changes.

3. The longitudinal IAM for the Emperor collector shows that including the area

projection with the step function for the modeled IAM is a good engineering

judgment.
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(b) Longitudinal IAM.
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(c) N–S Transverse IAM with data, outer-bound (+) and inner-bound (×).

Figure 9.7: XCPC collector IAM functions.
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This 2016 SRCC test of a N–S XCPC variant fails to provide the necessary infor-

mation to properly model performance. Lun Jiang of the Winston research group

noted that a proposed transverse IAM for the Emperor collector was in the process

of being published by the group.

Building on the discussion in Chapter 8, the assumption of the IAM function

being the superposition of the individual directions has limitations as noted in McIn-

tire 1983 [151]. Specifically, for the XCPC designs, Figure 2 of Jiang and Winston

2014 [133] shows the non-separability. This means that updating the IAM function

for the XCPC is of great importance for improving the ability to accurately model

XCPC performance, despite being left as future work. Given the limitations of em-

pirically based angular distribution models—namely that they are correct on average

(typically annual average)—it is challenging to use angular distribution models to

quantify the IAM function. Instead, it is best to use the distribution models to

recover angular information only when modeling performance on a monthly – and

preferably annual – basis. Other methods should be developed to determine the

IAM function, such as the methods used to make angular distribution models (i.e.,

the all-sky imagery normalized by DHI). Obviously, solving the angular distribution

measurement issue is the most comprehensive solution to the problem because it

would resolve the accuracy issues with all sky imaging.

9.2 Adapting the STC testing standard for the XCPC: Part 2 sky model general

discussion

9.2.1 Possibility of one IAM function

The STC testing standards allow for treatment of the direct, diffuse-sky, and

ground-reflected radiance with different IAM functions. In reality, these three com-

ponents of radiance have some spectral differences. Neglecting these spectral differ-
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ences, and the angular differences in the spectral response of the STC, allows for the

treatment of all three components of radiance with the same IAM function K. To

complete this simplification, the angular distribution must be known, approximated,

or assumed for each component of radiance. (Note: These components are normally

thought to have been received as surface irradiance. This author is specifically choos-

ing to think of them in the modeled sense as coming from certain directions away

from the receiving surface while they are still radiance values.)

9.2.2 Kim et al. 2013 method of concentration ratio adjustment

Because of the unique XCPC design, one additional complication is that the stan-

dard simplified sky model, theoretically speaking, cannot properly treat the diffuse

IAM for both the diffuse and reflected components. Equation 14 of Kim et al. 2013

discounts the diffuse irradiance by dividing by the concentration ratio C. Kim et

al. 2013 further discusses that this correction is “often appropriate” for collectors

with concentration ratios in the range of 1 < C ≤ 2. The discussion of this method

comes without citation or any scientific evidence as to the accuracy of this correction

method. This means that Kim 2013 is suggesting that K = 1
C

for the diffuse-sky

and ground-reflected components.

9.2.3 Adapting the sky model used in the STC testing standard

The STC testing standard sky model is the ISM. Chapter 7 showed that there

were many sky models that performed better for a wider range of sky conditions

than the ISM. For these reasons, a more general statement of the STC sky model is

sought and given in Equations 9.6–9.8:

Geff = Ib,nRb(K)︸ ︷︷ ︸
Direct

+ Id,hRd(K)︸ ︷︷ ︸
Diffuse

+ ρIt,hRr(K(θL, θT ))︸ ︷︷ ︸
Reflected

(9.6)
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Rb(K) = cos θiK(θL, θT ) (9.7)

K(θL, θT ) =KL(θL)KT (θT ) (9.8)

where KL(θL) and KT (θT ) are from Section 9.1.3. K(θL, θT ), Rd(K), and Rr(K)

will be defined in Section 9.3. Rd(K) and Rr(K) depend on the sky model. The

remaining variables are defined the same as in Equation 7.1. Equation 9.6 is a

simplified version of Equation 8.6.

9.3 Adapting the STC standard for the XCPC: Part 3 four alternatives and the

corrsponding transposition factors

The main goal of this section is to develop and present four options in the following

subsections:

1. Isotropic Sky Model with concentration ratio adjustment.

2. Perez 1990 Model with concentration ratio adjustment.

3. ISM with integration limit adjustment.

4. AWM with integration limit adjustment.

These options all fit into a general format given in Equations 9.9–9.12:

Geff = Ib,n cos θiK(θL, θT )︸ ︷︷ ︸
Beam

+ Id,hRd(K)︸ ︷︷ ︸
Diffuse

+ ρIt,hRr(K)︸ ︷︷ ︸
Reflected

(9.9)

K(θL, θT ) =


1 if |θT | ≤ 32.5◦ ∧ |θL| ≤ 88◦, E–W XCPC

0 otherwise
(9.10)

η = η0 − a1T
∗
m − a2GeffT

∗
m

2 (9.11)

T ∗m =
Tm − Tamb
Geff

(9.12)
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The methods to calculate the diffuse (Rd(K)) and reflected (Rr(K)) transposition

factors (correction factors) for the XCPC will be determined in each of the four sub-

sections. The alternatives developed here will be used in the next section to compare

their performance, and select the model that “best” fits the current application.

9.3.1 Isotropic Sky Model with concentration ratio adjustment

Given that Kim et al. defined a rule-of-thumb method to account for the concen-

tration/LFOV of the XCPC, the simplest place to start is to apply this method to the

given methods in the STC testing standard. The diffuse and reflected transposition

factors for this case are given as Equations 9.13–9.16:

Rd(K) =

(
1 + cos β

2

)
K (9.13)

Rr(K) =

(
1− cos β

2

)
K (9.14)

K =
1

C
(9.15)

C = 1.82 for the E–W XCPC (9.16)

9.3.2 Perez 1990 with concentration ratio adjustment

Given that the Perez 1990 model is known to perform quite well, it is natural to

combine the Kim et al. 2013 rule of thumb with the Perez 1990 model for compar-

ison purposes. Of course, the tradition of assuming isotropic reflected irradiance is

maintained. The diffuse and reflected transposition factors for this case are given as

Equations 9.17–9.20:

Rd(K) =

[
(1− F1)

(
1 + cos β

2

)
+
(a
b

)
F1 + F2 sin β

]
K, see Appendix F (9.17)

Rr(K) =

(
1− cos β

2

)
K (9.18)

127



K =
1

C
(9.19)

C = 1.82 for the E–W XCPC (9.20)

9.3.3 ISM with integration limit adjustment

Using the ISM value of 1
π
for Id and setting up the integration yields the diffuse

and reflected transposition factors given in Equations 9.21–9.22:

Rd(K) =

∫
Hemisphere of the sky = 2π sr.

1

π
K(θsecnL, θsecnT ) cos θsecndΩ (9.21)

Rr(K) =

∫
Ground within hemisphere FOV of POA

1

π
K(θgecnL, θgecnT ) cos θgecndΩ (9.22)

9.3.4 AWM with integration limit adjustment

Using the Perez et al. 1993 defined lv which is analogous to Id for the diffuse

transposition factor and the ISM value of Id for the reflected transposition factor

results in the diffuse and reflected transposition factors given as Equations 9.24–9.25:

lv(ζse, θses) =

[
1 + a · exp

(
b

cos ζse

)]
[
1 + c · exp(d · θses) + e · cos2 θses

]
, See Appendix G

(9.23)

Rd(K) =

[∫
Hemisphere of the sky = 2π sr.[lv(ζse, θses)K(θsecnL, θsecnT ) cos θsecn]dΩ∫

Hemisphere of the sky = 2π sr.[lv(ζse, θses) cos ζse]dΩ

]
(9.24)

Rr(K) =

∫
Ground within hemisphere FOV of POA

1

π
K(θgecnL, θgecnT ) cos θgecndΩ (9.25)
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9.4 Sky model verification, comparison, and selection within a STC simulation for

the XCPC

The main goal of this section is to compare the four alternatives developed in the

previous section, and select the model that “best” fits the current application. These

steps are accomplished in the following subsections:

1. Simulation overview

2. Transposition factor comparison (Rd and Rr)

3. Effective annual irradiance: flat plate compared to both XCPC designs modeled

with alternatives for several locations

4. Effective Annual irradiance: E–W XCPC versus N–S XCPC using the AWM

with integration.

Ideally, one would like to directly measure the thermal performance of the XCPC,

and the solar conditions during the test. This experimental information would be

used to operationally validate the predicted performance of the STC simulation; how-

ever, operational validation is not possible for two primary reasons: (1) lack of access

to the XCPC collector designs from Kim et al. 2013 and (2) lack of research funding

to build the necessary equipment and testing facilities. Despite these limitations, all

is not lost. There are several self-consistency checks (algorithm verification) that can

be performed, which will build confidence that the algorithm and conceptual model

perform as intended, i.e., to accurately capture the diurnal nature of solar radiation,

how it varies during a typical year, and those impacts on collector performance. Per-

forming this algorithm verification for each of the alternatives under consideration

will also function as a means to compare their performance and make a selection

based on that performance (namely theoretical fidelity and computational cost).
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(b) Irradiance model.

Figure 9.8: Solar model—two major parts.

9.4.1 Simulation overview

The STC performance models and simulation for the XCPC are shown in Figures

9.8 and 9.9. The simulation will enable a greater understanding of XCPC perfor-

mance for various use conditions.

9.4.2 Transposition factor comparisons

In Section 9.3, several models for the XCPC designs were introduced. In this

section they will be compared using the Rd and Rr transposition factors as a basis
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Figure 9.9: Solar model complete.
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of comparison.

Starting with the reflected transposition factor Rr, Figures 9.10(a) and 9.10(b),

show the results. Four points about the two figures follow:

1. There is only a small difference for the N–S XCPC between K = 1
C

and the

integration method. The E–W XCPC has a higher concentration ratio, which

results in a more substantial difference. This is consistent with the fact that

the respective concentration ratios are C = 1.18 and C = 1.82.

2. The N–S XCPC has a half angle of acceptance of 88◦ meaning the ground comes

into view quite quickly when varying the slope, which is why the reflected trans-

position factor is smoother for the N–S XCPC using the integration method.

3. Using the same logic, this explains why the response for the E–W XCPC is

delayed until 57.5◦ = 90− 32.5.

4. Given both figures, it appears that for the reflected transposition factor, the

K = 1
C
method may be a good approximation for slopes very near vertical.

Selecting the isotropic assumption with the integration method provides the ‘best’

option for several reasons: (1) The isotropic assumption is the best possible one

without site specific information. (2) The integration method provides a calculation

based in physics. (3) The integration method also provides more conservative results

i.e., always has a lower Rr value.

Now the diffuse transposition factor Rd is discussed. Two of the four models yield

Rd values for each data point (hourly time block) in the TMY dataset, meaning for

those models Rd is dependent on time and location; therefore, an energy-weighted
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Figure 9.10: Comparison of reflected transposition factors based on the isotropic
assumption.

average Rd (Rd) is defined in Equation 9.26.

Rd =

∑ ~Rd · ~Id,h∑ ~Id,h
(9.26)

The above equation provides a means to compare the Rd of the models. Figures 9.11

and 9.12 display the results for the E–W XCPC and N–S XCPC, respectively. The

figures clearly show that the AWM with integration method has a unique functional

result that better accounts for the LFOV of the XCPC. This is particularly true for

the E–W XCPC collector, which has the most LFOV in the direction of tilt. Although

the integration method provides substantially higher computational cost, it provides

the best available model based on physics. The Perez/C method provides a close

second yielding some accuracy to lower computational cost. This work will proceed

using Rd defined by the AWM with integration and only revert to the Perez/C

method if computational costs are found to be prohibitive.
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(a) Key West, Florida.
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(b) College Station, Texas.

0 10 20 30 40 50 60 70 80 90
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

β [Degree]

R
d

 

 

R
d
 (ISM)

R
d
/C (ISM)

R
d
 (ISM Int.)

R
d
/C (Perez)

R
d
 (AWM Int.)

(c) Merced, California.

Figure 9.11: Comparison of Rd: ISM for a flate-plate and E–W XCPC using the
ISM/C, Perez/C, ISM integration method, and AWM with integration for three
locations in the United States.
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(b) College Station, Texas.

0 10 20 30 40 50 60 70 80 90
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

β [Degree]

R
d

 

 

R
d
 (ISM)

R
d
/C (ISM)

R
d
 (ISM Int.)

R
d
/C (Perez)

R
d
 (AWM Int.)

(c) Merced, California.

Figure 9.12: Comparison of Rd: ISM for a flate-plate and N–S XCPC using the
ISM/C, Perez/C, ISM integration method, and AWM with integration for three
locations in the United States.
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9.4.3 Discussion of performance and conformation of final model selection

Now that a detailed look at how the various options for correction factors perform,

a review of overall performance is undertaken to confirm that AWM with integration

is the best possible choice given the limited information namely, the lack of exper-

imental validation. Figures 9.13–9.15 display the results for both the E–W XCPC

and N–S XCPC for Key West, FL, College Station, TX, and Merced, CA. The figures

show that the AWM yeilds similar annual energy yield vs. mounting angle results

for all three types of climates and both versions of the XCPC. By physical reasoning,

the AWM with integration is superior; therefore, it is the preferred choice. Note that

Key West and College Station both tend to have more moisture content in the air

causing solar conditions to be partly cloudy or overcast more frequently than the

Merced location. This results in the over prediction of irradiance when using the

Perez/C method during more overcast conditions. This happens because the 1/C

correction is not angle dependent whereas the AWM with integration method is.

9.5 Comparison of the E–W XCPC and N–S XCPC

Now that a solar simulation has been created for both versions of the XCPC, a

more detailed comparison of performance of the two versions is possible. In this sec-

tion, the goal is to highlight the differences in performance of collector designs with

the end goal of making a selection, if possible, when enough performance character-

istics have been covered. Figure 9.16 shows the performance data for both designs

at the three selected locations using the AWM with integration method only. The

fourth location will be discussed shortly. In direct opposition to the thermal results

for the two XCPC designs discussed in Section 8.3, the N–S XCPC has better overall

acceptance of irradiance on an annual basis for the locations considered. This is a

direct result of the concentration ratio of the two designs. Looking deeper at the per-
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method using the AWM with integration as
reference.
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Perez/C, and ISM integration method using
the AWM with integration as reference.

Figure 9.13: Annual performance at Key West, FL.
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reference.

0 10 20 30 40 50 60 70 80 90
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

β [Degree]

Ir
ra

d
ia

n
c
e
 [
M

W
h
/(

m
2
⋅y

e
a
r)

]

 

 

ISM
ISM/C
Perez/C
ISM Int.
AWM Int.
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(d) N–S XCPC: Percent Different of ISM/C,
Perez/C, and ISM integration method using
the AWM with integration as reference.

Figure 9.14: Annual performance at College Station, TX.
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Figure 9.15: Annual performance at Merced, CA.
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formance of the two designs, a plot of a single day of irradiance shown in Figure 9.17

reveals that the N–S XCPC typically has higher energy yields because of the lower

concentration ratio, which is consistent with the annual results. The E–W XCPC

can have higher energy yields in the early morning or late evening hours because

of the orientation of the absorber tubes and the reflectors. This result is possible

because the sun is within view of the E–W XCPC and not the N–S XCPC for the

hour block ending at 6 pm in the figure.

Figure 2 of Jiang and Winston 2014 [133] shows that the E–W XCPC is better

suited for irradiance conditions with higher portions of direct irradiance and the

N–S XCPC with higher portions of diffuse light. Given that the three locations were

chosen with three different levels of typical moisture content on an annual basis,

it was expected that the E–W XCPC would have higher energy yields in Merced

and the N–S XCPC would have higher yields in Key West, Florida. Figure 9.16

shows that this is not the case. In an effort to find a location in the USA (lower

48 states) with low irradiation levels that did not have substantial snow fall, the

Seattle-Tacoma International Airport location in the TMY3 dataset was reviewed

and results are shown in Figure 9.16(d). Even in a location known for a substantial

rainy season, there are no data points where the E–W XCPC model yielded more

energy than the N–S XCPC model during the hours of 10 am to 4 pm. Although

there were 338 data points for which this was true (i.e., near the beginning or end

of a day) this is explained by the direct irradiance being blocked by the LFOV as

explained above.

Which collector design is ‘best’ remains to be determined because net energy yield

is the goal. Because it depends on ambient temperature and operating temperature,

it will be evaluated next in Part III.
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(b) College Station, Texas.
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(c) Merced, California.
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Figure 9.16: Irradiance recieved: comparison of E–W XCPC and N–S XCPC
performance at four locations, using TMY3 data, and the AWM with integration.
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Figure 9.17: Irradiance comparison of POAI, N–S XCPC, and E–W XCPC on
August 14th, 2001, Merced, CA using the TMY3 dataset, β = Φ (Lat.), and AWM.
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9.6 Conclusions

In this chapter and the previous three, background information was presented

and specific models or datasets were selected:

• Meterological data — the TMY datasets by NREL.

• Solar position — the SPA by NREL.

• Sky model — AWM by Perez et al.

• STC — both XCPC versions described by Kim and adapted in this chapter.

These components were grafted into an overall solar-thermal model and simulation.

The model and simulation are the original work of this author. The verification

of the model and simualion are the original work of this author. While adapting

a sky model for use with the XCPC, the need for several key improvements were

discovered:

1. Brunger Model — additional data to determine ai coefficients for more (k, kt)

pairs.

2. Improved information for constructing a more accurate IAM functon for the

XCPC designs including experimental IAM response and and non-separable

IAM function.

3. Experimental validation of the XCPC performance simulation method created

by Kamphuis.

Once implemented, it is likely that these improvements will lead to revisions of the

simulation. While building the solar-thermal simulation, several original contribu-

tions were made:
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• Application of angular distribution model to solar-thermal collector and the

most complete known statement of the equations necessary to perform the

calculations.

• The first known evaluation of the method for adjusting the diffuse component

by the concentration ratio was completed.

• Detailed solar simulation of the XCPC design based on the AWM integration

method.

Tailored specifically for the XCPC, a solar-thermal collector model and simulation

were developed and verified. This simulation can readily be adapted for other solar

collectors or upgraded with improved sub-models. Despite the limitations discussed,

the simulation captures the overall functional form of the various physical responses

of interest very well. The simulation was verified against known information and

found to be more accurate than originally expected. This means that although the

STC model and simulation are not expected to exactly match a comprehensive exper-

imental validation, the STC model and simulation will properly represent, in form

and functionality, how the XCPC responds to the changing meteorological condi-

tions. This solar thermal simulation will meet the need for performance modeling

and enable a more robust design process that can consider the diurnal nature of

insolation under real-world meteorological conditions. Next, the simulation will be

enlisted to learn more about optimal mounting angles for STC and the expected

performance in several typical use cases.
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PART III. HARVESTING SUNLIGHT USING SOLAR-THERMAL

COLLECTORS
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10. EXPLORING THE XCPC SOLAR-THERMAL COLLECTOR

PERFORMANCE SPACE: EFFECTIVE IRRADIANCE

In Chapters 6–9, a solar thermal collector performance model and simulation

were constructed for the XCPC collector designs in Kim et al. 2013. In this chapter,

the simulation will be applied to the TMY2 and TMY3 datasets to accomplish the

following:

1. Verification of several principles concerning optimal mounting angle of a solar

collector, namely:

(a) Optimal tilt equal to latitude (β∗ = Φ) when neglecting atmospheric

effects and maximizing annual energy yield for a stationary collector. This

relationship is based on solar system geometry at the equator.

(b) Atmospheric effects and geometry cause a shallowing of the optimal rela-

tionship (β∗ = Φ) at higher latitudes.

(c) Atmospheric variation (climate) causes further deviations from the rela-

tionship and vary by location even at the same latitude.

2. Evaluation of the optimal tilt estimation method by Chrsitensen and Barker

2001 [51] for south-facing collector using the TMY datasets.

3. Determination of optimal mounting angle for the two XCPC designs under con-

sideration using the simulation with the TMY datasets and the AWM because

the designers of the XCPC assumed isotropic conditions and β∗ = Φ in the

design process. This evaluation will provide a preliminary assessment of the

validity of those assumptions.
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4. Comparison of the optimal mounting angles (β∗) for POAI (G) and the effective

irradiance (Geff ) for the two XCPC designs as the collector optics alter the

distribution of energy yield throughout the year.

5. For the XCPC designs, determination of new fit coefficients of w in the Chris-

tensen and Barker 2001 method of calculating the optimal mounting angle (β∗)

for a given location.

In Chapters 11 and 12, performance given thermal operating conditions will be con-

sidered for both traditional uses and the organic Rankine cycle heat engine use, re-

spectively. One key element will look at how the thermal conditions further change

the distribution of energy as a function of mounting angle.

10.1 Introduction

In addition to properly modeling collector optical performance, given a fixed

system design, understanding what mounting angle β will maximize energy yield is

key to providing clients shorter returns on investment. This perspective must be

balanced with the fact that specifically selecting the mounting angle may slightly

increase energy yield while increasing installation costs because expensive mounting

equipment is required to achieve a mounting angle other than the roof angle. The

challenge for any system manufacture is to readily determine these trade offs. The

goal of this work is to provide the technical tools to accurately determine collector

mounting.

10.2 Background

10.2.1 Overview

There are several relations for flat-plate and photovoltaic (PV) collectors that

identify optimal mounting angle β∗ (slope or tilt) as a function of latitude Φ (β∗ =
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f(Φ)). Some of these works include the effects of azimuth rotation γ, climate, and

view obstructions. In the literature, tilt functions are also defined for one location, a

region, hemisphere, or globally. Snow and ice cover provides two challenging issues:

1. Snow and ice typically have very high albedo values compared to other types

of foreground. Uncertainty in albedo values are known to raise the uncertainty

in POAI.

2. On a practical basis, when the ambient temperature is low enough, snow cover

on the collector will block the irradiance.

Snow cover represents: (1) an added maintenance cost not typically considered, (2)

loss in production, or (3) a combination of both. No relations were found that

account for snow covering the collector and that impact on energy yield. It appears

that all works reviewed implicitly assume collectors will be kept free of snow cover.

Many works even neglected to consider the albedo changes because of snow and ice

cover in the foreground of a tilted collector, even though Gueymard 2008 [1] pointed

out the negative effect on accuracy of a sky model when albedo is poorly quantified.

One work that did consider the albedo effects of snow and ice is Christensen and

Barker 2001 [51].

10.2.2 Diverse problem context

In the related works on sky modeling and optimal tilt, there is not a clear best

method of evaluation and each analysis utilizes different methods, including how

irradiance information is obtained. Studies also differ in the scope of the decision

metric. Some studies focus on determining β∗ based on the net effective irradiance

Geff for a given collector, whereas others complete energy yield calculations and base

the decision on heat or electricity yield for a specific use case or condition. Extending
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the complexity further, some studies consider the time of use of the energy, e.g.,

the use of solar thermal heating for hot water when the heat demand is higher in

the winter months. Another example would be space heating when the demand

happens only during the colder months of the year. Considering the time of use or

demand for the energy can have large effects on optimal mounting angle. Generalizing

this principle results in considering the time value of the energy, where for example

in many locations the current cost of electricity is typically higher during the day

and higher during the summer. The specific relations for optimal tilt are often

contradictory and should not be universally applied. In part, this contradiction is

caused by different: (1) simplifying assumptions, (2) modeling choices, and (3) goals.

At times, it can also be partially caused by poor methodology.

10.2.3 Optimal tilt relationships

10.2.3.1 Optimal tilt equal to latitude

The simplest of the optimal tilt relations is common knowledge: the optimal

mounting angle (β∗) equals latitude (Φ) (Equation 10.1 and Figure 10.1). This

method is based on the logical consequences of two simple facts: (1) A south-facing

surface in the northern hemisphere with tilt equal latitude has the same angular

relationship with direct sunlight as a horizontal plane at the equator. (2) A horizontal

surface at the equator will have maximum annual incident solar radiation when there

is no seasonal bias in clearness. For the northern hemisphere, Christensen and Barker

2001 [51] explain several possible reasons why this logic fails and results in optimal

tilt angles being lower:

1. For lower tilt angles during the summer months, more hours of direct light are

inside the view of a planar surface (POA), when compared to higher tilt angles.
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2. Lower tilt angles result in larger portions of sky radiance within the POA FOV.

Per degree of tilt, sky radiance provides more energy than ground-reflected

radiance mainly because of low albedo values of the forground.

3. Atmospheric effects:

(a) Optical air mass (the amount of the atmosphere direct light travels through,

i.e., higher solar zenith angles mean greater optical air mass).

(b) Weather, i.e., an asymmetry in typical sky clearness with season.

4. As noted in Chapter 6—for the northern hemisphere—the earth is closer to the

sun in the winter and further in the summer.

This results in a bias in the opposite direction. These competing effects make it

unclear the amount of bias without further analysis. It is important to note that the

above logic is based on Christensen and Barker 2001 [51], and is expanded in the

current work.

β∗ = Φ (10.1)

10.2.3.2 Optimal tilt equal to latitude minus solar declination

Another common correction is to extend the tilt equal to latitude logic and adjust

it on a monthly basis [52], β∗ = Φ− δ ±X, where δ is the solar declination at solar

noon in the middle of the month and X represents a constant-value-correction factor

specific to a particular study and is determined on a monthly, seasonal, or annual

basis. Some references use the ± symbol to cover summer and winter corrections

with the same magnitude of X. Depending on the study, X may or may not account

for all of the effects previously discussed.
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Figure 10.1: Rule of thumb: Optimal mounting angle as a function of latitude.
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10.2.3.3 Optimal tilt equal to a linear function of latitude

Similarly, the method to fit the results into a linear function of latitude (β∗ =

aΦ + b) is an other approach. Here b is treated as a constant and the equation is

applied across many diverse climates. For the northern hemisphere, a linear relation

(see Equation 10.2) by Chang 2009 [63] is shown in Figure 10.2. Chang 2009 does not

account for snow cover, and applies the method well into latitudes that have snow

coverage nearly year round. More specifically, an albedo of 0.2 is assumed. Addition-

aly, the work uses modeled radiation values that do not account for climatic effects.

The work focused on latitudes along 120◦ longitude in the northern hemisphere and

includes monthly and annual tilt information. The monthly tilt information is typ-

ically used for adjustment of systems fitted with manual tracking mechanisms. In

contrast, the yearly tilt information is used to select the fixed tilt of an installation

without tracking. Chang 2009 modeled the solar irradiance components (DNI, DHI,

and GHI) in addition to using the Isotropic Sky Model (ISM) mis-citing Liu and

Jordan 1963 [95] as the originators. The research in Chapter 7 found Moon and

Spencer 1942 [76] is the oldest known work that derives the ISM, and the true origi-

nator remains a mystery. Previously, in Chapter 7 many superior models to the ISM

were discussed. Chang 2009 can be improved in the following ways: (1) The use of

more accurate modeling of DNI, DHI, and GHI; (2) using a superior sky model that

accounts for the anistropy of sky radiance; (3) accounting for climate and other local

weather; (4) using more accurate albedo measures instead of assuming the value of

0.2.
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Figure 10.2: Chang 2009 optimal mounting angle. β vs. latitude Φ for the northern
hemisphere.

β∗ =


0.764Φ + 2.14◦ if Φ ≤ 65◦

0.224Φ + 33.65◦ otherwise
(10.2)

10.2.3.4 Optimal tilt equal to a non-linear function of latitude

In one study that predates Chang 2009, Christensen and Barker 2001 [51] accom-

plish the first three needed improvements. The study used the method of β∗ = Φ−w.

Here, w is a function of several clearness measures that account for location-specific

climate and is the best-known method for determining optimal tilt for a specific

location in the United States short of performing optimization directly (see Equa-
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tions 10.3).

β∗ =Φ− w (10.3a)

w =C1(1− Kt, win

Kt, sum
) + (C2 −Kt, ann)Φ (10.3b)

w =20.6(1− Kt, win

Kt, sum
) + (0.621−Kt, ann)Φ (10.3c)

Kt =
It,h
I0
t,h

(10.3d)

where w is a non-linear climate correction factor, Kt is the clearness index in which

“win” is for winter months (November, December, and January), “sum” is for summer

months (May, June, and July), and “ann” is for annual (all months). Lastly, It,h is the

global horizontal irradiance on the surface of the earth, and I0
t,h is the extraterrestrial

irradiance on a horizontal surface. Figure 10.3 shows the results for the TMY2 and

TMY3 datasets against the other two optimal mounting angle correlations. This

shows that the three relations increase in complexity in the order presented and that

generally the more complex correlations tend to increase accuracy.

Christensen and Barker 2001 also defined a surface orientation factor for south-

facing surfaces (SOFs), which is the ratio of the total annual irradiance given a

specific orientation to the orientation that provides the maximum and is defined in

Equations 10.4.

SOFs =
total annual irradiance

max total annual irradiance
(10.4a)

SOFs =2.0− [1.0 + C3(β − (Φ− w))2]
1
2 (10.4b)

SOFs =2.0− [1.0 + 0.000242(β − (Φ− w))2]
1
2 (10.4c)
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(a) TMY2 dataset.
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(b) TMY3 dataset.

Figure 10.3: Christensen and Barker 2001 optimal mounting angle. A function of
latitude and climate. Note that the Kt values used to determine w are based on the
respective TMY datasets. This means that the Christensen and Barker 2001 corre-
lation is discrete for each location and the other two correlations are continuous. In
this unique case, the discrete characteristic does not imply experimentally measured
data.

Christensen and Barker 2001 use the the TMY2 dataset and the Perez et al.

1988 [111] model (see also Perez et al. 1987 [110]) to study optimal mounting (tilt

and azimuth). As previously noted, they explain the reasons for tilt shallowing at

higher latitudes, and provide a simple correction method to determine the optimal

tilt angle given the location. The authors also extend this method to provide annual

irradiance adjustments for any orientation. The methods developed show that a

simple correction to optimal tilt angle based only on latitude will be wrong for some

locations and climate must be considered.

There are several pros and cons because the Christensen and Barker 2001 study

uses: (1) the Perez et al. 1988 model and (2) the TMY2 dataset. The Perez et

al. 1988 model performs well, although the AWM by Perez et al. 1993 has several

improvements: (i) anglular distribution of the sky radiance, (ii) optical air mass, and
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(iii) the empirical method used to derive the coefficients; therefore the AWM should

yield ‘better’ results. Anecdotally, the AWM is several model generations more

refined than the Perez et al. 1988 model. Although these reasons are well founded,

one issue is unclear. The Perez et al. 1988 model has two options where one set

of coefficients is based on a simplifying assumption of circumsolar radiance being a

point source, and the other is not. This results in reduced complexity for a small

reduction in accuracy. It could not be determined which version of the model was

used in Christensen and Barker 2001 and personal communication with Christensen

in March 2017 found that the author was not able to readily determine which model

was used because it appears this information is lost to time. The TMY2 dataset has

mixed value for the following reasons: (1) TMY2 dataset lacks albedo measurements

whereas the TMY3 dataset includes albedo measurements, (2) the TMY2 dataset

only covers 239 locations whereas the TMY3 dataset covers 1020 locations, and (3)

the TMY3 dataset is based primarily on satellite models. One of the satellite models

is an earily version of the SUNY model [158] for irradiance measurement (higher

uncertainty) rather the TMY2 dataset. It is based on a higher number of ground-

based measurements of irradiance (lower uncertainty). (See Figures 10.4 and 10.5 for

more information.) Both datasets are based on very small portions of ground-based

measurements. These differences make it unclear which dataset would be ‘best’ to

use during the analysis.

10.2.3.5 General optimal tilt summary

Table 10.1 is a brief overview of the various options used to model solar collector

performance and optimal tilt studies.
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(a) NSRDB classification based on data for
a site having: (1) Primary (black), any mea-
sured irradiance; or (2) Secondary (white),
satillite based modeled irradiance.

(b) TMY2 classification based on data for
a site being: (1) Complete (white), mini-
mum of 15 canidate months with upto 2 con-
sequtive hours of data filling; or (2) Filled
(black), requiring more than 2 consequative
hours of data filling to achieve 15 canidate
months, although less than 47 consequative
hours filled.

Figure 10.4: TMY2 site locations. The lower 48 states with two different data
quality classifications.

10.2.4 Application to Solar Thermal Collector

There are only a few studies that were performed with Solar Thermal Collector

(STC), of which all were flat-plate STC. Christensen and Barker 2001 cover much of

the material that was intended for the current research effort. This has enabled the

current work to adapt by updating Christensen and Barker 2001 in part and extend-

ing the methods to the XCPC designs. What is lacking are evaluations of the optimal

mounting angle for both the XCPC designs given their LFOV and an evaluation of

the effect of operating conditions on optimal mounting angle. Here, the current

work seeks to fill in a knowledge gap concerning optimal mounting angles for the

N–S and E–W XCPC. When developing the XCPC versions, the designers assumed

a mounting angle set to latitude (β = Φ). As described above, both Chang 2009 and

Christensen and Barker 2001 emphasize this relationship only approximately applies
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Figure 10.5: TMY3 site locations. Figure based on one data quality classification
given by the NSRDB update: (1) Class I (white), lowest uncertainty data; (2) Class
II (red), higher uncertainty data; (3) Class III (blue), incomplete record. See the
TMY3 and corrisponding NSRDB user manuals for more information.
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to lower latitudes with typically clear skies.

10.3 Simulation

In Chapters 6–9, a solar-thermal collector performance model and simulation were

constructed for the XCPC collector designs by Kim et al. 2013. This simulation uses

the Solar Position Algorithm (SPA) by NREL, the Typical Meteorological Year 2

and 3 (TMY2 and TMY3) datasets by NREL, and a sky model to determine the

irradiance on a collector. Which sky model used depends on the collector and its

location with respect to the atmosphere.

10.3.1 Extraterrestrial irradiance

At the top of the atmosphere, extraterrestrial irradiance (ET) incident on a POA

is given by Equation 10.5,

IT = IETRN cos(θi) (10.5)

where IT is the total irradiance on the surface, IETRN is the extraterrestrial irradiance

normal to the sun, and θi is the angle of incidence.

10.3.2 Plane of array irradiance (POAI), N–S XCPC, and E–W XCPC

The POAI is determined using the AWM by Perez et al. 1993 for sky radiance and

the Isotropic Sky Model for ground-reflected radiance. The N—S and E–W XCPC

use the same methodology except their limited field of view (LFOV) is incorporated

as described in Chapters 6–9. Figure 10.6 shows how the simulation is organized.

10.4 Methodology

Rather than approximating the optimal location as was done by Christensen and

Barker 2001, a brute-force method is employed here. Using no azimuth rotation
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Figure 10.6: Flow chart for the irradiance simulation.
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(γ = 0), hourly and annual total irradiance is calculated for each irradiance measure

(ET, POAI, N–S XCPC, and E–W XCPC) at every location in both TMY2 and

TMY3 datasets for each mounting angle (β) in the range 0–90◦ using 0.5◦ increments.

The major benefit in this brute-force method is that the results are stored as hourly

data and can be used later because there are many optimization methods that would

have resulted in greater precision and lower computational costs. If the collector

is mounted directly on a residential roof, the roof angle sets the mounting angle β.

The 0.5◦ increment was chosen based on a simple analysis of truss and rafter board

uncertainty, and how they impact roof slope. For example, if one orders a 5:12 pitch

truss, it could be off at most
1

8
inch per foot. Rafter boards are commonly accurate to

1

4
inch per foot. For roofing in the United States, these errors between specification

and construction practice result in slopes being 1◦ or more different than what is

specified. Christensen and Barker 2001 also point out the flat/insensitive nature for

optimal collector mounting. These results confirm the conclusion that the chosen

increment exceeds the needed accuracy. With this methodology, simulating at each

location in the TMY2 and TMY3 datasets requires the use of a supercomputer.

The ADA cluster at the Texas A&M High Performance Resource Center is used to

perform the large number of calculations. Post-processing the results is completed

on a local machine.

10.5 Approach

The goals of this work are numerous:

1. Update the models used in Christensen and Barker 2001 using best-available

technology.

2. Confirm numerically some of the principles commonly believed in the field.
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3. Update or confirm the Christensen and Barker 2001 values for w and SOFs,

which are based on POAI.

4. Provide new values of w and SOFs for the XCPC designs.

To accomplish these goals, the current work uses the same approach as Christensen

and Barker 2001, namely the same equations but with new fitted coefficients. The

coefficients are fit using a non-linear least-squares method based on a trust-region-

reflective method. It is important to consider the following points:

1. Using the best-available physics-based models is prefered, although they are

usually complex and computationally expensive.

2. Using a simplified model sacrifices some accuracy for decreased complexity and

computational cost. This was done the Perez et al. All-Weather Model (AWM)

and the Perez et al. 1987 model.

3. Using a correlation function (w and SOFs) greatly simplifies a complex sys-

tem. This typically reduces complexity and is usually substantially more user

friendly, although at the cost of accuracy and universal applicability.

Next these principles will be demonstrated in practice by reviewing and discussing

the results.

10.6 Results and discussion

Massive amounts of calculations were required for roughly 4,000 data points of

hourly irradiance, each dataset (2), each location (239 and 1020), each type of ir-

radiance (4), and each mounting angle (181). This super-set of data is retained for

later use. By doing so, later optimization work will not require recalculation of the

hourly irradiance, which is computationally expensive. Summing the hourly data to
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calculate the annual irradiance yields results that can be more readily visualized for

selected locations.

For four locations, Figures 10.7 and 10.8 show the annual energy as a function

of mounting angle β and optimal tilt angle β∗ for the following: (1) extraterrestrial

(ET) planar surface at the top of the atmosphere, (2) POAI at ground elevation, (3)

Geff for the N–S XCPC, and (4) Geff for the E–W XCPC at several locations in

the respective datasets.

The optimal points for each curve at each location in each dataset are used later to

examine how the optimal mounting angle varies with methodology, dataset, latitude,

and irradiance type.

10.6.1 Extraterrestrial irradiance

Starting at the top of the atmosphere with the extraterrestrial irradiance (ET),

Figure 10.9 shows that the optimal mounting angle is shallow when compared to tilt-

equal-latitude correlation. This is pronounced at increasing latitude, and therefore

tilt. During summer months in the northern hemisphere, there are increased times

when the sun points to the back of the POA during early-morning and late-evening

hours. This result is totally independent of the atmosphere and therefore climate.

This also means that optimal tilt equals latitude is never true, even for ET.

As shown in Figure 10.9(b) for the TMY3 dataset, the optimal mounting angle

covers a wide range at a given latitude. Sites near each other – or near in latitude

and possibly far in longitude – should have the same (or nearly the same) ET value

because solar output is nearly constant and sun-earth distance used to adjust the

solar constant to determine ETRN does not account for a specific location on earth.

At any location for a given UTC, ETRN values should be the same. Another possible

source of the discrepancy is the determination of the angle of incidence; however, if
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(a) Miami, FL.
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(b) Austin, TX.
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(c) Fresno, CL.
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(d) Seattle, WA.

Figure 10.7: Annual energy yield: TMY2. Data as a function of mounting angle
for four locations in the TMY2 dataset. ET denotes extraterrestrial POAI at the top
of the atmosphere. POAI denotes POAI at the surface of the earth. N–S XCPC and
E–W XCPC denote Geff for the repective collector designs. The black dots denote
that maximum of each respective function. For Φ − w, w was calculated using the
results from Christensen and Barker 2001.
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(a) Key West, FL.
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(b) College Station, TX.
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(c) Merced, CA.
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(d) Seattle-Tacoma, WA.

Figure 10.8: Annual energy yield: TMY3. Data as a function of mounting angle
for four locations in the TMY3 dataset. ET denotes extraterrestrial POAI at the
top of the atmosphere. POAI denotes POAI at the surface of the earth. N–S XCPC
and E–W XCPC denote Geff for the repective collector designs. For Φ − w, w was
calculated using the results from Christensen and Barker 2001.
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(a) TMY2 dataset.
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(b) TMY3 dataset.

Figure 10.9: Extraterrestrial POAI confirms shallowing at higher latitudes.

this were the cause, one would expect the discrepancy to be present in both datasets

because the same methods were used on both. It is worth investigating the source

of this discrepancy as future work.

10.6.2 POAI

10.6.2.1 Initial review of the data

Ground level includes the effects of the atmosphere and climate; therefore, POAI

is considered. The main difference between the current work and Christensen and

Barker 2001 is the choice of sky model. The large differences between the predicted

optimal mounting angle of Christensen and Barker 2001 and the current work is

caused by the sky model choice. Figure 10.10 shows the results for Brownsville, TX,

in the TMY2 dataset, which has the largest difference. The flat response of the annual

irradiance in the region around the optimum for POAI causes the following: (1)

sensitivity in the found optimal mounting angle, and (2) insensitivity in annual energy

yield prediction (Figure 10.11). The flat response of the annual irradiance means

that uncertainty in the irradiance model and the input data causes uncertainty in
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the ability to accurately determine the optimum. Uncertainty in irradiance modeling

is evidenced by the differing results between the current work and Christensen and

Barker 2001 because both did not consider uncertainty and used the same input

dataset (TMY2) (Figures 10.11(a) and 10.11(c)). The effect of uncertainty in input

data is evident in the difference in the goodness of fit between the TMY2 and TMY3

datasets because the TMY3 has higher uncertainty and more spread in the data.

This strong conclusion is weakened by the fact that there is roughly 4 times more

data in the TMY3 dataset compared to the TMY2 dataset, which causes one to

expect more variability from larger sample size. Figures 10.11(b) and 10.11(d) show

that despite the large variability in optimal mounting angle, the annual energy yield

is quite steady even for the TMY3 dataset.

10.6.2.2 POAI: Fitting coefficients for w

Table 10.2 shows the many fitting results using various combinations of data

inputs. Note that the lower uncertainty sites for the TMY2 dataset are based on

the NSRDB primary classification. The fitting results are less than ideal because

they seem to show a larger-than-desired variation depending on what dataset is

used as input. This may be caused by the different accuracy and precision in each

dataset. The differing uncertainty, number of sites, and methods used to create the

datasets prevent making strong connections in the fitting results. The results appear

to indicate that the uncertainty in the input data masks a good fit. It is also possible

that the uncertainty in the selected sky model also contributes to the problem. What

is clear is that the use of the w correlation method cannot be applied universally to

both datasets with high expectation of accuracy. The various fit coefficients are

provided to the reader so that they can select the ‘best’ possible option for use with

a specific dataset. Again, here the goal is to predict annual energy yield, which is
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Figure 10.10: Irradiance: Brownsville, TX. The location with the largest difference
between the Christensen and Barker 2001 prediction of optimal mounting angle and
the current method.
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(a) TMY2: differences in predicted optimal
mounting angle.
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(b) TMY2: corrisponding differences in pre-
dicted optimal annual energy yield.
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(c) TMY3: Differences in predicted optimal
mounting angle.
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(d) TMY3: corrisponding differences in pre-
dicted optimal annual energy yield.

Figure 10.11: POAI: differences between Φ − w methods. Differences between
Barker and Christensen 2001 and optimal results from current work.
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Table 10.2: Fitting data for w with POAI

Dataset C1 C2 R2

TMY2 Full 15.98 0.5851 0.9347
Low uncert. 21.31 0.5657 0.9462

TMY3 Full 18.6622 0.6213 0.9143
Low uncert. 19.27 0.6216 0.8752

Combined Full 16.0617 0.6185 0.9042
Low uncert. 16.67 0.6172 0.8655

insensitive to variations in the optimal mounting angle near the optimum.

In Figure 10.12, the coefficients for the combined dataset are used to demonstrate

that the exact value of the selected fit coefficients is not critical and that the exact

selection of mounting angle is also not critical when attempting to maximize annual

energy yield. This supports the earlier statement that annual energy yield is quite

insensitive to mounting angle near the optimum.

10.6.2.3 POAI: Fitting coefficients for SOFs

Table 10.3 shows several fitting options derived again from different portions of

the data. The bold-face values are evaluated in this study. Figure 10.13 shows

that there is greater variation and the correlation equation is oversimplified. This

variation is smaller for the TMY2 dataset and much larger for the TMY3 dataset.

Most likely, this variation is caused by the uncertainty in the data, uncertainty in

the irradiance model, and the fact that the correlation equation substitutes for the

model equation, which also substitutes for the true underlying physics. Given that

the TMY2 dataset seems to work reasonably well, this last reason appears to be

less important. What is important is that the SOFs is based on w; therfore, the

correlation is based on a correlation, and the discrepancies are compounded. The

results are typical of this condition; the SOFs fit does not perform as well as the w

fit.
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(a) TMY2: differences in predicted optimal
mounting angle.

0 0.5 1 1.5 2 2.5
0

0.5

1

1.5

2

2.5

Energy at Φ − w [MWh/(m
2
⋅year)]

E
n

e
rg

y
*  [

M
W

h
/(

m
2
⋅y

e
a

r)
]

(b) TMY2: corrisponding differences in pre-
dicted optimal annual energy yield.
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(c) TMY3: Differences in predicted optimal
mounting angle.
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(d) TMY3: corrisponding differences in pre-
dicted optimal annual energy yield.

Figure 10.12: POAI: differences between optimal results and the newly fitted Φ−w
from the current work.

Table 10.3: Fitting data for SOFs with POAI

Dataset C3 R2

TMY2 Full 2.274e−4 0.9891
Low uncert. 2.277e−4 0.9888

TMY3 Full 2.475e−4 0.9840
Low uncert. 2.489e−4 0.9850

Combined Full 2.432e−4 0.9831
Low uncert. 2.440e−4 0.9837
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(b) TMY2: Corrisponding differences in
data vs fit SOFs.
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(c) TMY3: SOFs from data and fit function.
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(d) TMY3: Corrisponding differences in
data vs fit SOFs.

Figure 10.13: POAI: SOFs differences between data and newly fitted results. Based
on 227,879 data points.
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10.6.3 N–S XCPC

10.6.3.1 Initial review of the data

Applying the POAI Christensen and Barker 2001 correlation for w to the Geff

values from the N–S XCPC works reasonably well to predict maximum energy yield

(Figures 10.14(b) and 10.14(d)). As expected, there were some notable differences

in predicted optimal mounting angle (Figures 10.14(a) and 10.14(c)). The small

concentration ratio of the collector allows the collector to perform similarly to a

POA; however, the differences in field of view (FOV) cause more variability in optimal

mounting angle and annual energy yield than for POAI.

10.6.3.2 Fitting coefficients for w

Refitting the w correlation (Table 10.4) re-centers the fit, although it was not

possible to notably lower the variability from location to location (Figure 10.15).

This inability to lower the variability when fitting the correlation w is likely caused

by one or more reasons: (1) uncertainty in the data, (2) uncertainty in the model, and

(3) limited degrees of freedom in the correlation function w. Given that the variability

is higher for the N–S XCPC than for POAI, it is likely that the correlation w lacks

the necessary complexity to properly capture the effects of the limited field of view

(LFOV) of the N–S XCPC design. The reader should use caution when using the w

correlation for the N–S XCPC. If possible, directly modeling the effective irradiance

(Geff) for the location of interest is preferred.

10.6.3.3 Fitting coefficients for SOFs

The SOFs correlation (Table 10.5) is to the correlation w, SOFs has higher vari-

ability in the N–S XCPC design as compared to POAI (Figure 10.16). This variability

increase is even more pronounced on the TMY3 dataset where the fit for w has the
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(a) TMY2: differences in predicted optimal
mounting angle.
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(b) TMY2: corrisponding differences in pre-
dicted optimal annual energy yield.
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(c) TMY3: Differences in predicted optimal
mounting angle.
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(d) TMY3: corrisponding differences in pre-
dicted optimal annual energy yield.

Figure 10.14: N–S XCPC: differences between Φ−w from Barker and Christensen
2001 and optimal results from current work.

Table 10.4: Fitting data for w with N–S XCPC

Dataset C1 C2 R2

TMY2 Full 16.05 0.5176 0.6410
Low uncert. 28.93 0.4725 0.7256

TMY3 Full 21.86 0.5495 0.6922
Low uncert. 20.84 0.5545 0.5813

Combined Full 18.4641 0.5474 0.6720
Low uncert. 18.84 0.5474 0.5890
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(a) TMY2: differences in predicted optimal
mounting angle.
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(b) TMY2: corrisponding differences in pre-
dicted optimal annual energy yield.
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(c) TMY3: Differences in predicted optimal
mounting angle.
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(d) TMY3: corrisponding differences in pre-
dicted optimal annual energy yield.

Figure 10.15: N–S XCPC: differences between optimal results and the newly fitted
Φ− w from the current work.
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Table 10.5: Fitting data for SOFs with N–S XCPC

Dataset C3 R2

TMY2 Full 2.892e−4 0.9734
Low uncert. 2.901e−4 0.9728

TMY3 Full 3.160e−4 0.9657
Low uncert. 3.170e−4 0.9670

Combined Full 3.104e−4 0.9651
Low uncert. 3.109e−4 0.9661

greatest deviations from the data. Again, it is recommended to directly model ir-

radiance to determine performance as a function of tilt whenever possible because

there are locations and tilts that are poorly represented in the correlation SOFs.

10.6.4 E–W XCPC

10.6.4.1 Initial review of the data

For the E–W XCPC, the concentration ratio is higher than the N–S XCPC,

which results in a substantially more LFOV. The impact on the performance of the

Christensen and Barker 2001 correlation for w is notably negative particularly for

the annual energy yield (see Figure 10.17).

10.6.4.2 Fitting coefficients for w

Table 10.6 provides updated fit coefficients for w. Figure 10.18 shows again that a

new fit can recenter the data, although the variability of the data cannot be reduced

using the current form. The E–W XCPC performs the worst of the three irradiance

applications.

10.6.4.3 Fitting coefficients for SOFs

Table 10.7 shows the new fitting coefficients for SOFs. Despite refitting, both W

and SOFs Figure 10.19 shows an unacceptably wide variation. It is not recommend

to use the correlation for energy yield calculations in applications when precision is
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Figure 10.16: N–S XCPC: SOFs differences between data and newly fitted results.
Based on 227,879 data points.

Table 10.6: Fitting data for w with E–W XCPC

Dataset C1 C2 R2

TMY2 Full 11.05 0.4912 0.9030
Low uncert. 13.28 0.4888 0.9168

TMY3 Full 8.4214 0.5601 0.8991
Low uncert. 7.145 0.5661 0.8489

Combined Full 5.9599 0.5541 0.8831
Low uncert. 4.732 0.5595 0.8418
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(d) TMY3: corrisponding differences in pre-
dicted optimal annual energy yield.

Figure 10.17: E–W XCPC: differences between Φ−w. Differences between Barker
and Christensen 2001 and optimal results from current work.
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Figure 10.18: E–W XCPC: differences between optimal results and the newly fitted
Φ− w from the current work.
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Table 10.7: Fitting data for SOFs with E–W XCPC

Dataset C3 R2

TMY2 Full 6.930e−4 0.8738
Low uncert. 6.906e−4 0.8653

TMY3 Full 7.418e−4 0.8404
Low uncert. 7.452e−4 0.8343

Combined Full 7.320e−4 0.8453
Low uncert. 7.334e−4 0.8387

required. The concentration and LFOV of the E–W XCPC prevent the correlation

functions (w and SOFs) from providing results with reasonable accuracy. The reader

is highly encouraged to use direct modeling methods rather than the correlations.

10.7 Conclusions

Updating the Christensen and Barker 2001 methods and correlation fits confirmed

the results of that work, and provided a means to validate the tools used in the

current work. The update and validation are original work by this author. During

this process, the current work was able to confirm that ET does not follow the

β∗ = Φ rule of thumb, and it is the original work of this author. The current

work also highlighted the effects of uncertainty in data and models on the ability

to predict the optimal mounting angle. This effect is magnified by the flat nature

of the response. The updated method were also applied for the first time to the

N–S XCPC and E–W XCPC designs. Although the correlation method performed

reasonably well for POAI, performance was reduced because of the added complexity

of concentration and LFOV in the XCPC designs. Applying the correlation methods

to the XCPC designs and the determination that the correlations fail for the XCPC

designs are both original works of this author.
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Figure 10.19: E–W XCPC: SOFs differences between data and newly fitted results.
Based on 227,879 data points.
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10.8 Future work

During this work, several opportunities were discovered to advance knowledge:

1. The need to apply a formalized uncertainty analysis to the calculations was

realized. NREL advocates the use of the ISO standard on uncertainty (Gener-

alized Uncertainty in Measurement GUM), yet in GUM the analysis of a time

series of data is deferred to other sources, yet no justification for treating the

time series of irradiance measurements as discrete measurements was found in

the literature. This means the methods for uncertainty analysis of irradiance

data needs more formalization, but is outside the scope of the current research

efforts.

2. Related to the first, there is no formalized method to quantify the uncertainty

of irradiance models that are applied to a location outside the validation set.

3. The current work was applied to the new 4-km gridded NSRDB dataset that

is under development at NREL.

4. Combining the new dataset and uncertainty methods would yield one of the

most complete works on the topic, and may reveal a new-correlation-function

form.
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11. EXPLORING THE XCPC SOLAR-THERMAL COLLECTOR

PERFORMANCE SPACE: TRADITIONAL THERMAL USE CASES

11.1 Background and introduction

In Chapter 10, optimal mounting angle is discussed from the perspective of in-

cident irradiance and effective irradiance. In this chapter, optimal mounting angle

will be explored based on thermal energy yield of a solar-thermal collector (STC).

The literature has little information on optimal mounting angles for STC based on

thermal output. Based on annual total incident or effective irradiance, the optimal

mounting angle is the energy-weighted average angle calculated from the optimal

angle for each hour. Using this energy-weighted average, the desired design attribute

shifts from incident energy to heat yield because changing the energy distribution

changes the energy-weighted average optimal mounting angle (Equations 11.1).

G =f(β) (11.1a)

Q =fg (11.1b)

where G is the irradiance, f is a function that determines incident irradiance, and g

is a function that determines energy yield. Here, f and g are arbitrary place holders

for the calculations outlined in Chapters 6–9 on solar simulation.

For a given location, the optimal mounting angle for incident irradiance may

not be the optimum angle for heat yield of an STC. How much the STC thermal

performance changes the optimum depends on (1) collector design, (2) operating

conditions, (3) system configuration, and (4) the many location-specific parameters

such as weather and climate. This chapter takes a brief look at this issue to illuminate
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how much the energy weighting changes for a select few traditional use cases of STC.

Because the main goal of the dissertation is to review a specific non-traditional use

of STC, this chapter is included for completeness and will be brief.

STC are almost exclusively designed for heating single-phase fluids, meaning

there is a phase change in the fluid (e.g., boiling). Typically, the fluid is water,

a water-antifreeze mixture, or a heat transfer oil. Occasionally, air is used as a work-

ing fluid. There are various uses for STC-produced heat: (1) domestic hot water

(DHW) heating, (2) space heating, (3) pool heating, (4) space cooling, and (5) com-

mercial/industrial applications. This list is not meant to be exhaustive because there

are many niche applications that could be included. This list represents many diverse

types of systems, operating conditions, and collector designs. No one item in the list

exclusively represents one type of system, operating condition, or collector design.

Complicating matters further, a particular collector type and operating conditions

may be found in several different system types. For example, flat-plate STC can be

used to preheat DHW, heat pool water, or preheat commercial laundry water. This

means the list must be processed and re-categorized to treat it in an engineering

sense. To that end, several typical engineering-use cases are introduced, which are

defined in engineering terms rather than the common social-use cases listed above.

11.2 Methodology

To define an engineering design space to test how the optimal energy-weighted

average mounting angle changes, a selected and brief review of Chapter 8 is provided.

This discussion will proceed from the perspective of a system designer who is (1)

modeling system and STC performance, and (2) using a STC designed by others;

therefore, the STC design is fixed. The reduced mean temperature difference (T ∗m)

and the effective irradiance (Geff ) are the inputs to the STC efficiency equation
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(Equation 11.2). Here, the ambient temperature (Tamb) and the effective irradiance

(Geff ) are determined by location, collector design, and mounting angle. Location

and collector design are assumed fixed and mounting angle is not an effective design

parameter; although, in Chapter 10 it was found that the collector mounting angle

could be selected in the region near the optimum to reduce costs for a small reduction

in energy yield. As a result, a designer can only adjust the intermediate variable, i.e.,

the mean temperature (Tm, Equation 11.2c). Here, the high temperature (TH , the

outlet temperature of the STC) and the low temperature (TL, the inlet temperature

of the STC) provide one degree of freedom in the design parameters. In some cases,

the low temperature depends on the system design and can be modeled as a function

of ambient temperature, where ∆T is a simple temperature difference. The heat Q̇

transferred into the fluid from the STC (Equation 11.2e) must equal the heat gain

of the fluid (Equation 11.2f). As a result, the system designer can only adjust two

of the three: (1) the low temperature (TL or ∆T ), (2) high temperature (TH), or (3)

mass flow rate (ṁ). The collector performance is constrained below the stagnation

temperature (0 < T ∗m < T ∗mstag), as shown in Figure 11.1. Equation 11.2e indicates

that there is a trade off between the operating temperature and the amount of heat

produced. Understanding how this trade-off effects the optimal mounting angle is

the focus of this chapter.

Equation 11.2f indicates that if the operating temperatures of the STC (TH and

TL) are dictated by the system design, then the mass flow rate of the working fluid

must be modulated in conjunction with the variability of the effective irradiance

(Geff ) and the ambient temperature (Tamb) because both affect the heat flow into

the fluid.
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Figure 11.1: XCPC collector performance as a surface.

η = η0 − a1T
∗
m − a2GeffT

∗
m

2 (11.2a)

T ∗m =
Tm − Tamb
Geff

(11.2b)

Tm =
TH + TL

2
(11.2c)

TL = Tamb + ∆T (11.2d)

Q̇ = ηGeffA (11.2e)

Q̇ = ṁCp (TH − TL) (11.2f)
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Simplifying Equation 11.2e results in Equation 11.5,

Q̇ =

[
η0Geff − a1(

TH + TL
2

− Tamb)− a2(
TH + TL

2
− Tamb)2

]
A (11.3)

E =
∑
annual

Q̇∆t (11.4)

E = f(β, TH , TL) (11.5)

where Geff is a function of β and ∆t is the time duration for each data point. In

the case of TMY2 and TMY3 datasets, each data point represents one hour, and E

is the annual thermal energy produced by the STC.

It is important to consider that various collector types have niche operating tem-

peratures where they are most efficient (Figure 11.2). Consequently, an XCPC design

will not necessarily be the best choice because it depends on operating conditions.

Kim et al. 2013 [132] described the XCPC designs that are considered here and

form part of the basis for the simulation. Kim et al. note that XCPC designs are

targeting the 100–300◦C temperature range for TH . Previously in Chapter 8, several

contending STC were compared and XCPC designs were found to be the top-two

choices. Jiang and Winston 2014 [133] noted that the N–S XCPC performed bet-

ter on an irradiance collection basis under a diffuse condition, and the E–W XCPC

performed better under clear-sky condition. Reviewing results from Chapter 10, the

E–W XCPC design had a greater Geff at optimal mounting angle for 41 locations

of the 1020 in the TMY3 dataset, and one location of the 239 in the TMY2 dataset.

One possible reason for the conflicting result is that nearly all locations have at least

one data point for each type of sky condition; therefore, it is only a matter of the

distribution of how many data points there are for each sky condition at each loca-

tion. Overall, the N–S XCPC design performs better on a Geff basis. Figure 11.3
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shows the thermal performance of the XCPC designs. As noted in Chapter 8, the

Vitosol 300 SP3A cannot operate in the temperature ranges considered and is shown

for comparison. Figure 11.3 indicates that at higher operating temperatures, the

E–W XCPC design will perform better on a thermal basis. A main advantage of the

XCPC designs is the efficiency at higher temperatures (40% at 200◦C) [132]. The

goals follow:

1. Compare the two XCPC designs and inspect the region where the E–W XCPC

design has greater energy yields, given the above competing characteristics.

2. Evaluate the efficiency under annual operation because the current simulation

method calculates Geff differently than Kim et al. 2013. Furthermore, this

work defines the net efficiency based on POAI rather than Geff because this is

the available energy to collect (Equation 11.6).

3. Clarify the degree to which the optimal mounting angle varies over the oper-

ating ranges.

ηnet =
E
A

IT
(11.6)

11.2.1 Mean fluid temperature constant

A simple engineering-use case is to assume that the mean fluid temperature is

constant, as shown in Equation 11.7

Tm =
TH + TL

2
= C (11.7)

Here, the requirement that Tm ≥ max |Tamb| is chosen to avoid negative T ∗m values,

which are not defined in the STC thermal performance model. The second require-
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ment is that TH is in the range of 100–300◦C (373–573 K). Assuming that TL is

2◦C (275 K) results in Tm ranging from 325–425 K depending on the assumed TL.

For this engineering case, Tm is tested over the range 325–525 K. This choice was

selected to exceed the range given in Kim et al. 2013. This engineering-use case

does not necessarily correspond to a specific social-use case, although a social-use

case that required a constant high temperature and returned a constant low temper-

ature is a special case of this engineering-use case. The net efficiency is evaluated at

Tm = 500 K+300 K
2

= 400 K.

11.2.2 High temperature constant

The next engineering-use case is to assume a constant high temperature and

allow the low temperature to be a fixed difference from ambient temperature (Equa-

tion 11.8). This resembles any case in which the supplied heat is used at a specific

temperature and returned through an air-cooled heat exchanger. This engineering-

use case could resemble many residential, commercial, and industrial processes. The

assumption that TL has a fixed difference between the ambient temperature is an

approximation of reality because how close an air-cooled heat exchanger returns the

working fluid to the air temperature depends on the fixed design of the heat ex-

changer and the instantaneous thermal load. Using a similar methodology as the

previous section, the range 375 K ≤ TH ≤ 575 K is selected. C2 is set to an arbitrary

value of 10 K, which represents a best-case assumption for average heat exchanger

performance. Here, the smaller C2 is assumed to be, the larger and more expensive

the heat exchanger.

TH =C1 (11.8a)

TL =Tamb + C2 (11.8b)
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C1 ≥max |Tamb|+ 10 K (11.8c)

11.2.3 Temperature difference constant

The next engineering-use case is constant temperature difference (Equations 11.9).

This engineering-use case represents several social-use cases, such as a cooling pro-

cess. It also represents the social-use case when an STC supplies heat to heat engines.

Note that applying the equations this way includes a contradiction, namely that Tm

has been presented as heating a single-phase fluid. For some of the applications men-

tioned, heating is often a two-phase flow process. For this work, the contradiction

is neglected and resolving it is left as future work. Using a similar methodology as

the first engineering-use case, the maximum possible ambient temperature is about

325 K for a location, as a result TL will be 335 K maximum. Using the maximum

of the intended design range of 575 K, this results in C3 maximum being about 235

K. Selecting a maximum of 300 K is a reasonable choice because some locations will

have a lower maximum ambient temperature. For the lower limit of the range of

C3, it is reasonable that one would want to produce at least a 25 K temperature

difference; therefore, the range 25 K ≤ C3 ≤ 300 K is selected.

∆T =TH − TL = C3 (11.9a)

TL =Tamb + C4 (11.9b)

TH =C3 + C4 + Tamb (11.9c)

TH ≥max |Tamb|+ 25 + 10 K (11.9d)
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Table 11.1: Selected sites in the TMY2 dataset

Name ID Φ [◦] kt E∗POAI
§

Miami, FL 12839 25.8 0.4901 1.9149
Brownsville, TX 12919 25.9 0.4704 1.8296
Austin, TX 13958 30.3 0.5002 1.9454
Seattle, WA 24233 47.4 0.3988 1.4069
Fresno, CA 93193 36.7 0.5598 2.1249
§ [MWh/(m2·year)]

Table 11.2: Selected sites in the TMY3 dataset

Name ID Φ [◦] kt E∗POAI
§

Key West Intl Arpt, FL 722010 24.55 0.5219 2.0192
College Station, TX 722445 30.58 0.5430 1.6568
Seattle-Tacoma Intl, WA 727930 47.46 0.4597 1.3783
Merced, CA 724815 37.28 0.6032 2.0573
Shemya AFB, AK 704140 52.71 0.3573 0.4265
§ [MWh/(m2·year)]

11.3 Results and Discussion

To evaluate the optimal mounting angle based on annual energy yield and explor-

ing the locations and conditions under which the E–W XCPC design produces more

energy than the N–W design, five locations in each of the TMY2 and TMY3 datasets

were chosen (Tables 11.1 and 11.2). For each of the three engineering-use cases con-

sidered, there are two figures for each location; therefore, 20 figures were reviewed

for each engineering-use case. Results are also quite consistent from site to site. In

the next subsections for each engineering-use case, to be concise and informative, a

smaller subset of figures are presented that show the most extreme differences.

11.3.1 Mean fluid temperature constant

Of the 10 locations reviewed, Fresno, CA, has the highest thermal energy yields

consistent with POAI, even though it was the location with the second highest an-
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nual clearness index kt (Figure 11.4). There is an overall trend that increases in

latitude tended to decrease energy yield and increases in the annual clearness in-

dex tended to increase energy yield; however, there are notable exceptions to these

trends, Fresno, CA, being one of them. Miami, FL, has the smallest area where

the E–W XCPC design produced more thermal energy (Figure 11.5). Figure 11.6

shows Austin, TX, was somewhat typical, although it was the location with the low-

est difference between the two optimal mounting angles (based on Geff and thermal

energy yield). Figure 11.7 shows Shemya, AK, which has the lowest thermal energy

yields, largest difference in optimal mounting angles, and the largest region in which

the E–W XCPC performed better on an energy yield basis. The other locations re-

viewed showed similar results. All locations reviewed showed: (1) minor changes in

mounting angle (±5◦) resulted in very small changes to energy yield near the optimal

mounting angle, (2) considering thermal performance in addition to optical perfor-

mance had at most minor changes to the optimal mounting angle, (3) the crossover

point when the E–W XCPC performs better depends on location, mounting angle,

and operating conditions. Tables 11.3 and 11.4 show the net efficiency for the 10

locations under review. Using the new form for Geff and new definition for ηnet to

review the efficiency on an annual basis, shows that one cannot expect instantaneous

thermal efficiency to represent average annual net efficiency. Secondly, in practice,

the crossover point where a particular collector design has dominant performance

shifts to higher operating temperatures. The next subsection where TH is assumed

to be constant provides a more direct comparison to the Kim et al. 2013 results.

11.3.2 High-temperature constant

Selecting the assumed operating condition based on TH provides results that

conceptually consistent with those for the previous subsection where the operating

195



(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.4: Tm constant, Fresno, CA: Annual energy yield per unit area of col-
lector. Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗ based
on E. If present, region enclosed in black perimeter denotes where the E–W XCPC
design yields more energy than the N–S XCPC design.

(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.5: Tm constant, Miami, FL: Annual energy yield per unit area of collector.
Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗ based on E.
If present, region enclosed in black perimeter denotes where the E–W XCPC design
yields more energy than the N–S XCPC design.
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(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.6: Tm constant, Austin, TX: Annual energy yield per unit area of col-
lector. Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗ based
on E. If present, region enclosed in black perimeter denotes where the E–W XCPC
design yields more energy than the N–S XCPC design.

(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.7: Tm constant, Shemya Air Force Base, AK: Annual energy yield per
unit area of collector. Constant dashed line denotes β∗ based on Geff , Solid line
denotes β∗ based on E. If present, region enclosed in black perimeter denotes where
the E–W XCPC design yields more energy than the N–S XCPC design.
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Table 11.3: Net efficiency (at TM = 400 K and β∗) for selected sites in the TMY2
dataset

Name ID Φ [◦] kt ηnet N–S ηnet E–W
Miami, FL 12839 25.8 0.4901 35.4 31.6
Brownsville, TX 12919 25.9 0.4704 34.2 30.9
Austin, TX 13958 30.3 0.5002 35.5 33.0
Seattle, WA 24233 47.4 0.3988 31.3 28.6
Fresno, CA 93193 36.7 0.5598 38.8 35.8

Table 11.4: Net efficiency (at TM = 400 K and β∗) for selected sites in the TMY3
dataset

Name ID Φ [◦] kt ηnet N–S ηnet E–W
Key West Intl Arpt, FL 722010 24.55 0.5219 37.1 33.6
College Station, TX 722445 30.58 0.5430 36.8 33.4
Seattle-Tacoma Intl, WA 727930 47.46 0.4597 32.9 30.2
Merced, CA 724815 37.28 0.6032 39.5 36.6
Shemya AFB, AK 704140 52.71 0.3573 20.4 19.4

condition assumption was Tm constant. Although which site had the larges or small-

est characteristic varied a little, the major change is that the domain of tested TH

values was increased to 775 K to observe the crossover where the E–W XCPC pro-

ducing more energy for all locations under review. For consistency, results for the

same four locations are given in Figures 11.8 to 11.11. The net annual efficiency

based on POAI for the Fresno, CA, location is shown in Figure 11.12.

Table 11.5: Net efficiency (at TH = 500 K and β∗) for selected sites in the TMY2
dataset

Name ID Φ [◦] kt ηnet N–S ηnet E–W
Miami, FL 12839 25.8 0.4901 34.6 30.9
Brownsville, TX 12919 25.9 0.4704 33.4 30.3
Austin, TX 13958 30.3 0.5002 35.0 32.5
Seattle, WA 24233 47.4 0.3988 31.5 28.7
Fresno, CA 93193 36.7 0.5598 38.4 35.4
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(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.8: TH constant, Fresno, CA: Annual energy yield per unit area of col-
lector. Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗ based
on E. If present, region enclosed in black perimeter denotes where the E–W XCPC
design yields more energy than the N–S XCPC design.

(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.9: TH constant, Miami, FL: Annual energy yield per unit area of collector.
Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗ based on E.
If present, region enclosed in black perimeter denotes where the E–W XCPC design
yields more energy than the N–S XCPC design.
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(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.10: TH constant, Austin, TX: Annual energy yield per unit area of
collector. Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.

(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.11: TH constant, Shemya, AK: Annual energy yield per unit area of
collector. Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.
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(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.12: TH constant, Fresno, CA: Net efficiency. Constant dashed line
denotes β∗ based on Geff , Solid line denotes β∗ based on E. If present, region
enclosed in black perimeter denotes where the E–W XCPC design yields more energy
than the N–S XCPC design.

Table 11.6: Net efficiency (at TH = 500 K and β∗) for selected sites in the TMY3
dataset

Name ID Φ [◦] kt ηnet N–S ηnet E–W
Key West Intl Arpt, FL 722010 24.55 0.5219 36.2 32.8
College Station, TX 722445 30.58 0.5430 36.2 33.0
Seattle-Tacoma Intl, WA 727930 47.46 0.4597 33.1 30.4
Merced, CA 724815 37.28 0.6032 39.0 36.2
Shemya AFB, AK 704140 52.71 0.3573 21.9 20.7
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(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.13: ∆T constant, Fresno, CA: Annual energy yield per unit area of
collector. Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.

11.3.3 Temperature difference constant

Assuming the temperature difference (∆T = TH − TL) is a constant did not ma-

terially change collector performance (Figures 11.13 to 11.17). Using the assumption

that a 200 K temperature difference approximates a 200◦C TH , efficiency values are

given in Tables 11.7 and 11.8.

Table 11.7: Net efficiency (at ∆T = 200 K and β∗) for selected sites in the TMY2
dataset

Name ID Φ [◦] kt ηnet N–S ηnet E–W
Miami, FL 12839 25.8 0.4901 33.5 30.0
Brownsville, TX 12919 25.9 0.4704 32.3 29.4
Austin, TX 13958 30.3 0.5002 34.2 31.8
Seattle, WA 24233 47.4 0.3988 31.5 28.7
Fresno, CA 93193 36.7 0.5598 37.7 34.9
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(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.14: ∆T constant, Miami, FL: Annual energy yield per unit area of
collector. Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.

(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.15: ∆T constant, Austin, TX: Annual energy yield per unit area of
collector. Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.
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(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.16: ∆T constant, Shemya, AK: Annual energy yield per unit area of
collector. Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.

(a) N–S XCPC performance. (b) E–W XCPC performance.

Figure 11.17: ∆T constant, Fresno, CA: Net efficiency. Constant dashed line
denotes β∗ based on Geff , Solid line denotes β∗ based on E. If present, region
enclosed in black perimeter denotes where the E–W XCPC design yields more energy
than the N–S XCPC design.
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Table 11.8: Net efficiency (at ∆T = 200 K and β∗) for selected sites in the TMY3
dataset

Name ID Φ [◦] kt ηnet N–S ηnet E–W
Key West Intl Arpt, FL 722010 24.55 0.5219 35.1 32.0
College Station, TX 722445 30.58 0.5430 35.4 32.3
Seattle-Tacoma Intl, WA 727930 47.46 0.4597 33.2 30.4
Merced, CA 724815 37.28 0.6032 38.3 35.6
Shemya AFB, AK 704140 52.71 0.3573 23.3 21.9

11.4 Conclusions and summary

Although the various engineering-use cases have varying performance, the overall

results are generally very similar. This means that one can use back-of-the-envelope

methods to approximate annual energy yield. Should the system designer require

higher accuracy for a specific location, a formal analysis can be completed using

the methods demonstrated in this work. The results have clearly shown several key

findings:

1. Accounting for both the thermal performance and optical performance is the

key to determining energy yield for the XCPC designs.

2. The assertion by Kim et al. 2013 that 165◦C is the temperature where the E–W

XCPC is more efficient neglects how the concentration ratio reduces Geff . In

reality, the temperature where crossover happens varies with location.

3. For the majority of locations in the TMY datasets and the range 100–300◦C,

the N–S XCPC has higher energy yields and greater ηnet.

4. For the use cases considered, β∗ was observed to have small changes when

moving from irradiance to thermal energy yield.

5. Small changes in mounting angle resulted in very small changes in energy yield
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near the optimal mounting angle consistent with results based on irradiance

from the previous chapter.

The methods used in this work and the resulting findings are the original work of

this author.

11.5 Future work

Improving the modeling values that determine XCPC performance and experi-

mentally validating them would improve simulation accuracy. Exploring the possi-

bility of a simple correlation to approximate energy yield from POAI by adjusting

for latitude and climate may reduce the costs of design feasibility studies at early

stages of project development.
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12. EXPLORING THE XCPC SOLAR-THERMAL COLLECTOR

PERFORMANCE SPACE: DRIVING A HEAT ENGINE

12.1 Introduction/background

In Chapter 10, optimal mounting angle was discussed from the viewpoint of

irradiance. In Chapter 11, thermal performance of the XCPC designs were explored

and the impact of considering both the optical and thermal performance on optimal

mounting angle. As previously metioned in Chapter 3, there is a long history of

using sunlight to drive machinery starting with Auguste Mouchot in 1860 [13]. The

Winston research group at the University of California Merced has furthered this

history by creating the XCPC designs and used them to drive an absorption chiller

to cool an office space [131–139]. The current chapter focuses squarely on exploring

XCPC performance when installed as part of a heat engine. As metioned in Norwood

et al. 2006 [34], there is a significant benifit to using one set of collectors—as opposed

to have both STC and PV collectors—to provide both the various thermal loads of

a building and the electrical loads. This allows for more cost-effective use of the

collectors on an annual basis. Electricity production using the XCPC designs has not

been explored in the literature using an hourly solar simulation or a solar simulation

that properly accounts for the angular distribution of the diffuse irradiance. Modeling

the performance of a heat engine driven by a STC under real-world conditions has an

immense amount of complexity in both the solar model and the heat engine model.

It is very rare for a single work to address both areas in detail because two diverse

skill sets are required. This task is one of the expressed goals of the dissertation, and

it is divided into smaller pieces:

1. In Chapters 6–9 a detailed solar simulation is constructed.
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Figure 12.1: Net efficiency of a solar thermal powered heat engine.

2. In this chapter, an oversimplified general performance model will be combined

with the solar thermal simulation, which will provide an environment to explore

and learn the fundamental principles that govern system performance.

3. In Part IV, a detailed analysis of the thermal-fluid aspects are explored.

4. In Part V, component considerations are evaluated. For now, the discussion will

proceed without a specific fluid, thermodynamic cycle, or system components

in mind (save the collector).

12.2 Methodology

There is one central principle that informs the basis of the methods used in this

chapter. Simply stated, there is a temperature difference that maximizes the perfor-

mance (annual energy production) of a system consisting of a STC combined with a

heat engine. Winters et al. 1991 [159] emphasize this principle for large-scale STC

power plants. Here, it is applied to XCPC designs for distributed applications. The

logic is simple, tried, and true. A decreasing function (efficiency as a function of tem-

perature i.e., an STC) times an increasing function of similar magnitude (efficiency

as a function of temperature i.e., a heat engine) results in an upside-down parabolic

that has a maximum efficiency at some temperature (Figure 12.1).

Chapter 8 showed that the efficiency of a STC is not a curve; rather, it is a
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performance surface depending on the mean temperature difference (Tm − Tamb =

TH+TL
2
− Tamb) and the effective irradiance (Geff ) incident on the collector. Another

reference frame in which to view temperature difference (∆T = TH − TL) relates to

how the heat imparted into the working fluid is calculated. Because of Equation 12.1,

it requires a particular mass flow rate (ṁ). This means that the temperature differ-

ence that maximizes system efficiency can be viewed in several ways. It is necessary

to be careful in the choice of simplification to reduce the graphical presentation of the

design space from six dimensions (η = f(β, Tamb, TL, TH , Geff )) to three dimensions

(η = f(β,∆T )). Here, it is assumed that TL = Tamb + 10 K will naturally reduce one

of the dimensions as a simple condenser model. The two other dimensional reductions

come from treating Tamb and Geff as givens for a location. The root issue is that

the temperature difference is the independent variable and the mean temperature is

a dependent variable. Using ∆T = TH − TL sets TH and defines the temperature

difference; therefore, setting Tm as a result or the reverse. For simplicity, here TH

will be set as a value above TL, and Tm is determined as a result of this choice. How

and when the temperature difference is determined can vary. Two common methods

follow: (1) a fixed temperature difference that does not change with changing envi-

ronmental conditions for a fixed location, and (2) a variable temperature difference

that changes with each data point for a fixed location in the TMY dataset. Both

design options will be reviewed in this work.

Q̇ = ṁCp(TH − TL) (12.1)

There are several goals in this study:

1. Observe how the optimal mounting angle changes when accounting for heat

engine performance.
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2. Explore how the addition of a heat engine impacts energy yield.

3. Approximate the constant operating temperature difference that will maximize

system efficiency via design space exploration.

4. Test how energy yield is impacted under varying operating temperature differ-

ence while observing the distribution of optimal temperature differences over

the typical operating year.

5. Confirm if one XCPC design clearly performs better on an annual energy yield

basis.

6. Confirm the operating temperatures are within the operating temperature

range of the XCPC designs.

12.2.1 Solar simulation with fixed temperature difference

Equations 12.2 define how the temperature difference (∆T ) is related to thermal

operating parameters introduced in previous chapters. Here, the focus in on set-

ting the temperature difference once at the time of design and manufacture. This

means that the temperature difference is not adjustable during operation without

the penalty of reduced part-load performance of the equipment being operated in an

off-design way. Operating the equipment in an off-design way is not considered.

∆T =TH − TL = C1 (12.2a)

TL =Tamb + C2 (12.2b)

TH =C1 + C2 + Tamb (12.2c)

∆T ≥max |Tamb|+ 10 K (12.2d)
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12.2.2 Solar simulation with adjustable temperature difference

Equations 12.3 show how the temperature difference can be selected during oper-

ation such that energy production is maximized at each data point (hour). Variable

temperature difference operations requires an additional constraint because the low-

est temperature possible will maximize the heat produced by the STC. The additional

constraint is the heat engine performance (Figure 12.1). To achieve variable temper-

ature difference, one would need to design an expander that has variable expansion,

which is discussed in more detail in Part IV.

TL =Tamb + C (12.3a)

∆T =TH − TL = X (12.3b)

TH =X + Tamb + 10 K (12.3c)

12.2.3 Carnot model of heat engine performance

The simplest possible model of heat engine performance is

ηhe = x

(
1− TL

TH

)
(12.4)

where x is the assumed second law efficiency typically 0.3–0.5 for large-scale heat

engines. Because the goal is to capture the first-order effect of temperature on heat

engine performance, x can be treated as constant 1 and later simply multiply the

results by a representative assumption for a specific case. Here, by assuming that

the STC inlet temperature (TL) and outlet temperature (TH) are the heat engine

operating temperatures, the system is oversimplified and does not exactly match

reality; therefore, the values found in this chapter are an approximation and should

211



not be used in the design of a real-world product. This work is meant as a first

look at how performance is affected by adding a heat engine into the solar thermal

simulation. Even with the simplest possible heat engine model, the code to perform

the calculations for 10 selected sites in the TMY datasets required runs on the ADA

cluster at the Texas A&M High Performance Resource Center.

12.2.4 Combined solar and heat engine simulation

Simplify results in Equation 12.7

Q̇ =

[
η0Geff − a1(

TH + TL
2

− Tamb)− a2(
TH + TL

2
− Tamb)2

]
A (12.5)

E =
∑
annual

ηheQ̇∆t (12.6)

E = f(β,∆T ) (12.7)

and Equation 12.8

ηnet =
E
A

IT
(12.8)

This oversimplified model of a heat engine driven by a STC does not account for: (1) a

real thermodynamic cycle; (2) working fluid; (3) the temperature mismatch between

STC and heat engine (i.e., the temperature rise across the pump is neglected); and

(4) the possibility of fluid vaporization in the STC, which is outside the scope of

the STC performance model. Despite these limitations, this oversimplified model

and simulation will illustrate in a simple way several key characteristics and design

requirements of a solar-driven heat engine using STC.
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12.2.5 Definition of optimization problem for maximizing the annual energy yield

with variable temperature difference

Using the oversimplified solar-driven heat engine model from the previous section,

one can optimize the temperature difference at each data point (i.e., each hour).

Equations 12.9–12.20 define the optimization problem.

E∗ = max
x

E(x) (12.9)

x∗ = arg max
x

E(x) (12.10)

subject to:

0 ≤ x1 ≤ 400 (12.11)

g1(x) ≤ 0 (12.12)

g2(x) ≤ 0 (12.13)

where:

x = [x1]′ (12.14)

E(x) = f(β,x) (12.15)

g1(x) = −E(x) (12.16)

g2(x) = −T ∗m(x) (12.17)

T ∗m(x) =
∆T
2

+ 10

Geff

(12.18)

x1 = ∆T (12.19)

β = [0, 90] (12.20)
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(a) N–S XCPC: annual energy yield per unit
area.

(b) N–S XCPC: net efficency based on POAI
maximum.

(c) E–W XCPC: annual energy yield per unit
area.

(d) E–W XCPC: net efficency based on
POAI maximum.

Figure 12.2: Constant temperature difference ORC results for Miami, FL (TMY2).
Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗ based on E.
If present, region enclosed in black perimeter denotes where the E–W XCPC design
yields more energy than the N–S XCPC design.
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(a) N–S XCPC: annual energy yield per unit
area.

(b) N–S XCPC: net efficency based on POAI
maximum.

(c) E–W XCPC: annual energy yield per unit
area.

(d) E–W XCPC: net efficency based on
POAI maximum.

Figure 12.3: Constant temperature difference ORC results for Brownsville, TX
(TMY2). Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.
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(a) N–S XCPC: annual energy yield per unit
area.

(b) N–S XCPC: net efficency based on POAI
maximum.

(c) E–W XCPC: annual energy yield per unit
area.

(d) E–W XCPC: net efficency based on
POAI maximum.

Figure 12.4: Constant temperature difference ORC results for Austin, TX (TMY2).
Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗ based on E.
If present, region enclosed in black perimeter denotes where the E–W XCPC design
yields more energy than the N–S XCPC design.
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(a) N–S XCPC: annual energy yield per unit
area.

(b) N–S XCPC: net efficency based on POAI
maximum.

(c) E–W XCPC: annual energy yield per unit
area.

(d) E–W XCPC: net efficency based on
POAI maximum.

Figure 12.5: Constant temperature difference ORC results for Seattle, WA
(TMY2). Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.
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(a) N–S XCPC: annual energy yield per unit
area.

(b) N–S XCPC: net efficency based on POAI
maximum.

(c) E–W XCPC: annual energy yield per unit
area.

(d) E–W XCPC: net efficency based on
POAI maximum.

Figure 12.6: Constant temperature difference ORC results for Fresno, CA (TMY2).
Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗ based on E.
If present, region enclosed in black perimeter denotes where the E–W XCPC design
yields more energy than the N–S XCPC design.
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(a) N–S XCPC: annual energy yield per unit
area.

(b) N–S XCPC: net efficency based on POAI
maximum.

(c) E–W XCPC: annual energy yield per unit
area.

(d) E–W XCPC: net efficency based on
POAI maximum.

Figure 12.7: Constant temperature difference ORC results for Key West, FL in the
TMY3 dataset. Constant dashed line denotes β∗ based on Geff , Solid line denotes
β∗ based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.
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(a) N–S XCPC: annual energy yield per unit
area.

(b) N–S XCPC: net efficency based on POAI
maximum.

(c) E–W XCPC: annual energy yield per unit
area.

(d) E–W XCPC: net efficency based on
POAI maximum.

Figure 12.8: Constant temperature difference ORC results for College Station, TX
(TMY3). Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗ based
on E. If present, region enclosed in black perimeter denotes where the E–W XCPC
design yields more energy than the N–S XCPC design.
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(a) N–S XCPC: annual energy yield per unit
area.

(b) N–S XCPC: net efficency based on POAI
maximum.

(c) E–W XCPC: annual energy yield per unit
area.

(d) E–W XCPC: net efficency based on
POAI maximum.

Figure 12.9: Constant temperature difference ORC results for Merced, CA
(TMY3). Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.
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(a) N–S XCPC: annual energy yield per unit
area.

(b) N–S XCPC: net efficency based on POAI
maximum.

(c) E–W XCPC: annual energy yield per unit
area.

(d) E–W XCPC: net efficency based on
POAI maximum.

Figure 12.10: Constant temperature difference ORC results for Seattle, WA
(TMY3). Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.
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(a) N–S XCPC: annual energy yield per unit
area.

(b) N–S XCPC: net efficency based on POAI
maximum.

(c) E–W XCPC: annual energy yield per unit
area.

(d) E–W XCPC: net efficency based on
POAI maximum.

Figure 12.11: Constant temperature difference ORC results for Shemya, AK
(TMY3). Constant dashed line denotes β∗ based on Geff , Solid line denotes β∗
based on E. If present, region enclosed in black perimeter denotes where the E–W
XCPC design yields more energy than the N–S XCPC design.

223



12.3 Results and discussion

12.3.1 Constant temperature difference

Constant temperature difference (∆T ) results for the selected five locations in

the TMY2 dataset are shown in Figures 12.2–12.6. The results for the selected five

locations in the TMY3 dataset are shown in Figures 12.7–12.11.

12.3.2 Variable temperature difference

The results for the selected five locations in the TMY2 dataset are shown in

Figures 12.12–12.16. The results for the selected five locations in the TMY3 dataset

are found in Figures 12.17–12.21.

12.3.3 Comparison and contrast variable vs. constant temperature options

The results are summarized in Table 12.1. From the results, the following char-

acteristics are consistent with the previous optimal mounting angle results:

1. The optimal mounting angle deviated from latitude typically by no more than

a few degrees.

2. Annual energy yield remained flat in the region near the optimum for the N–S

XCPC and the peak became more pronounced for the E–W XCPC.

3. As expected, the addition of a heat engine substantially reduced the energy

yield below that of the thermal results from the previous chapter.

4. Consistent with the results from the previous chapter, at optimum mounting

angle for the effective irradiance, the N–S XCPC produced the most energy for

each location.

5. Locations with better irradiance resources produced more energy.
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(a) Annual energy yield per unit area.
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(b) Net efficency based on POAI maximum.
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(c) Histogram of optimal temperature differ-
ences for the N–S XCPC.

Figure 12.12: Variable temperature difference ORC results for Miami, FL (TMY2).
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(a) Annual energy yield per unit area.
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(c) Histogram of optimal temperature differ-
ences for the N–S XCPC.

Figure 12.13: Variable temperature difference ORC results for Brownsville, TX
(TMY2).
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(c) Histogram of optimal temperature differ-
ences for the N–S XCPC.

Figure 12.14: Variable temperature difference ORC results for Austin, TX
(TMY2).
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(c) Histogram of optimal temperature differ-
ences for the N–S XCPC.

Figure 12.15: Variable temperature difference ORC results for Seattle, WA
(TMY2).
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(c) Histogram of optimal temperature differ-
ences for the N–S XCPC.

Figure 12.16: Variable temperature difference ORC results for Fresno, CA (TMY2).
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(b) Net efficency based on POAI maximum.

25 75 125 175 225 275
0

100

200

300

400

500

600

700

800

900

∆T Bins of Size 10 [K]

N
u

m
b

e
r 

o
f 

d
a

ta
 p

o
in

ts
 p

e
r 

b
in

 

 

Bin
288.8 Max
130.82 Mean
0 Min
96.81 Std

(c) Histogram of optimal temperature differ-
ences for the N–S XCPC.

Figure 12.17: Variable temperature difference ORC results for Key West, FL
(TMY3).
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(c) Histogram of optimal temperature differ-
ences for the N–S XCPC.

Figure 12.18: Variable temperature difference ORC results for College Station, TX
(TMY3).
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(c) Histogram of optimal temperature differ-
ences for the N–S XCPC.

Figure 12.19: Variable temperature difference ORC results for Merced, CA
(TMY3).
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(c) Histogram of optimal temperature differ-
ences for the N–S XCPC.

Figure 12.20: Variable temperature difference ORC results for Seattle, WA
(TMY3).
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(c) Histogram of optimal temperature differ-
ences for the N–S XCPC.
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(zoom).

Figure 12.21: Variable temperature difference ORC results for Shemya, AK
(TMY3).
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The following results are unique to the heat engine case:

1. The optimal constant temperature difference is consistent with the XCPC de-

signs.

2. When compared against maximum POAI, the net efficiency, varies in the range

10–15%.

3. The optimal temperature differences correlate with the irradiance resource.

4. In the variable temperature difference case, the optimal temperature differ-

ences varied throughout the range of operating temperatures where the XCPC

designs are expected to perform better than other types of collector designs.

5. Moving from the constant to variable case improves energy yield less than 10%,

which is less than originally expected. The increased efficiency of the variable

case may not warrant the increase in equipment complexity. Further and more

detailed analysis are required.

12.4 Conclusions and summary

In this chapter, an oversimplified heat engine model was added to the solar ther-

mal simulation developed in previous chapters. Although this new simulation does

not exactly match a real thermodynamic cycle for a particular fluid, it approximates

several characteristics of electricity production in a DSSTC system:

1. The N–S XCPC design is the clear choice to use for electricity generation

applications.

2. The XCPC designs are well suited for the approximated optimal constant tem-

perature differences (146–226 K) found using the 10 TMY locations.
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3. The E–W XCPC annual energy yield sensitivity to mounting angle selection is

more pronounced for electricity generation, otherwise optimal mounting angle

results are quite similar to the previous works.

4. It is reasonable to expect system efficiency for constant temperature difference

in the 10–15% range when normalized by maximum POAI for a location.

5. Variable temperature difference increase system efficiency by 0.6–1.2 percentage

points above the constant case.

6. In the variable temperature difference case, temperature differences vary with

irradiance in the range 0–300 K, which is well within the operating range of

the designs.

The methods and findings of this chapter are the original work of this author.

12.5 Future work

There are two key ways to improve this work. First, one could run the simulation

on all TMY2 and TMY3 locations for a more complete analysis of the climatic and

latitude variability of the results. Second, one could use this simulation of real-world

irradiance with the Roland Winston research group collector design methodology to

explore the trade-off between a design more precisely tuned to a use and or location

(greater energy yield and complexity) versus the current generalized design design

method used by the group that considered only two types of hypothetical irradiance

conditions (less complexity and energy yield).

237



PART IV. THERMOFLUID CONSIDERATIONS FOR HEAT ENGINES
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13. THERMODYNAMIC CYCLE FOR HEAT ENGINES

“It is essential that a medium for mechanical refrigeration be stable and

non-corrosive, and possess suitable vapor-pressure chracteristics. These

may be called engineering properties. In addition, when certain special uses

are contemplated, non-toxicity and non-inflammablitity become of equal im-

portance, in order that serious health and fire hazards may be avoided in the

event of accident.” [160]

– Thomas Midgley, Jr., and Albert L. Henne, 1930

Given that there are additional health, safety, and environmental requirements,

these words are even more true today. In this chapter, the fluid requirements are

developed for DSSTC heat engines by adapting the refrigeration requirements.

13.1 Introduction/background

In Parts I–III, the need for improved modeling of DSSTC equipment was dis-

cussed, a new solar simulation was built, XCPC STC design was selected and simu-

lated for annual irradiance, annual thermal energy, and annual electricity produced

using an oversimplified heat engine model. In this part of the dissertation, the goal is

to replace the oversimplified heat engine model with a more detailed thermodynamic

cycle. To build a more detailed heat engine model, the thermodynamic cycle and

fluid pair must be identified that will best suit the economic trade-offs of efficiency

and machine size. In this chapter, the correct cycle definition and how that informs

the needed fluid characteristics will be the focus of the work.

A holistic approach is taken by evaluating past work. In the history of thermo-

dynamics, designers can either identify a fluid that will work best for a given cycle,
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or they can develop a cycle that works best with a given fluid for a particular appli-

cation. For direct solar thermal power generation, a cycle will be selected and then

a fluid will be sought for that cycle in the later chapters. The goal of this chapter

is to identify the appropriate cycle by identifying requirements and then determine

criteria for the fluid used in the cycle. To select a cycle, a review of a few cycles

and fluids is required. From this review, it will become clear why certain cycle/fluid

pairs work well with particular applications and inform the current design decisions.

Organic Rankine cycle (ORC) heat engines designed for waste heat recovery is

the application nearest to the current design application. For use in waste heat

recovery power generation equipement, ORC designers have a history of borrowing

fluids from the refrigeration industry (HVAC-R), including air conditioning and heat

pumps. These fluids are then evaluated and tested for suitability in ORC applica-

tions. The waste heat recovery industry typically focuses on using waste heat from

large-scale processes with substantial temperature differences, for example, tradi-

tional power generation equipment using combustion. The ORC industry – a small

sub-section of waste heat recovery industry – is quite small compared to both the

traditional power generation and refrigeration industries. Refrigeration industries

have a long history of searching for better working fluids [2, 160–163]. The modern

search process has four steps: (1) Evaluate known fluids for a particular refrigeration

application [164–168]; (2) Evaluate fluids using a thermodynamic cycle [169, 170];

(3) Compare known fluids against a theoretical thermodynamic space that describes

what might be possible [170–172]; and (4) Predict fluid properties from molecu-

lar structure, which allows fluids to be evaluated using methods from Steps 1 and

2 [170–175]. Only recently have refrigerant manufactures recognized the ORC mar-

ket by including ORC relevant criteria in the search process (e.g., R245fa). There

is a small body of work that has focused on applying ORC knowledge to the solar

240



power generation problem (e.g., [30–32,176,177]). At least one paper points out the

limitations in simulating/modeling ORC performance [178]. Several review papers

exist and provide evidence that the ORC field is diverse in size, applications, oper-

ating temperatures, and cycle/fluid choices, which cause many diverse results that

appear to be contradictory on the surface [179, 180]. The reader is cautioned when

applying knowledge gained for one application, size, and temperature difference to

other ones, because it can be challenging to discern between domain-specific results

and general results. Care must also be taken in equipment choices because of the

varying operating conditions found throughout the literature.

One recent paper (Brown et al. 2015) explores a search for possible fluids for

five ORC appliations including the indirect configuration for solar thermal power

generation [177]. This recent paper simply assumes an operating temperature range

for the solar thermal application and models a simple ORC heat engine with and

without an internal heat exchanger (IHX). Brown et al. 2015 does not model the

complete systems in which the heat engine is part. This over simplified method of

modeling does not account for fluid-to-fluid heat transfer effects when moving heat

into the heat engine. All five ORC applications considered by Brown et al. 2015

have the fluid-to-fluid heat transfer process. The current work is distinct and will

show that the direct configuration does not have a fluid-to-fluid heat transfer process;

rather, the heat is moved into the heat engine directly in the STC. The current work

accounts for irradiance variability, ambient temperature, STC thermal performance,

and heat engine performance. By completing a system-level model, the current work

captures the interactions between the solar collector and the heat engine.

The refrigerant industry has gone through many transitions/generations (Ta-

ble 13.1) because the design requirements have increased (Table 13.2). Some of

these changes have been to improve machine performance and others have been to
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Table 13.1: Calm 2012 refrigerant transistions [2]

Gen. Description Period
1 Whatever worked 1830s–1930s
2 Improved safety and durability 1930s–1990s
3 Stratospheric ozone protection 1990s–2010s
4 Global warming 2012–?
5 Efficiency and trade-offs 2020s–?

improve safety. Calm 2012 [2] provides an excellent summary. In the refrigeration

industry, there are two figures of merrit for thermodynamic performance: 1) cycle

efficiency (ηR) and 2) a measure of machine size called the volumetric capacity (Qvol).

Qvol is defined by the ratio of heating (or cooling) versus volumetric flow at the inlet

of the compressor ( Q̇
V̇
). In the case of air conditioning equipment, the cooling (Q̇) is

the amount of heat transfered to the working fluid in the evaporator, and the volu-

metric flow is determined at the exit of the evaporator/inlet of the compressor. The

volumetric capacity for air conditioning equipment reduces to the enthalpy imparted

to the fluid in the evaporator normalized by the specific volume (ν) of the inlet of the

compressor (Equation 13.1). Qvol is also known as volumetric cooling capacity (VCC)

and volumetric heating capacity (VHC), terms commonly used in conjunction with

cooling equipment and heat pumps, respectively. Because the concept can be used

with both heat pumps and cooling equipment, many authors prefer the more generic

term volumetric capacity. Qvol and cycle efficiency (ηR) provide trade-offs where

the designer cannot maximize both engineering objectives simultaneously [169]. One

of the largest challenges in HVAC-R equipment design is to account for the design

trade-offs of the engineering objectives Qvol and ηR under the limitations of discrete

fluid options that result from molecular chemistry.
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Table 13.2: Key refrigeration industry fluid requirements

Gen. Description
2+ Low toxicity
2+ Low flammability
2+ High molecular stability/low decomposition rate
3+ Low/no ozone depletion potential (ODP)
4+ Low global warming potential (GWP)
5+ Maximum thermodynamic cycle efficiency
5+ Minimum machine size/maximum volumetric capacity (Qvol)

Qvol =
Q̇

V̇
=

Q̇

ṁν
=

Q̇
ṁ

ν
=

∆h

ν
(13.1)

As fluid requirements have become more stringent, search methods have become

more sophisticated in response to increasing difficulty. Leveraging the search methods

developed in the refrigeration industry, the goal of this part of the dissertation is to

apply the search methods to the DSSTC design problem to identify a fluid and

thermodynamic cycle that will perform best. The key is to identify the necessary

adjustments to the fluid and cycle requirements and then follow the consequences of

the updated requirements using refrigerant industry search methods.

13.2 Theory

The first step in the fluid search process for DSSTC is to recognize that many of

the fluid requirements are the same or very similar to the refrigeration industry. The

three requirements that must be adjusted are molecular stability, the measure of ma-

chine size, and thermodynamic cycle efficiency. Here, all three of these requirements

will be explored in detail.
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13.2.1 Molecular stability

In the refrigeration industry, the requirement for molecular stability has several

issues all related to the question: Will the fluid decompose during machine operation?

More detailed questions follow:

• Are the operating temperatures and thermal stability of the fluid compatible?

• Will leaks in the system allow air to infiltrate and cause adverse chemical

reactions with the fluid?

• Does the fluid have adverse chemical reactions with the machine materials of

construction including lubricants?

These issues remain largely unchanged because they are handled on an applica-

tion/design basis. For solar applications, one must also be concerned with molecular

stability under ultraviolet light (UV) exposure. This is an issue because some STC

absorber tubes are made of glass that is transparent to UV light. More generally,

one should ensure that no part of the solar spectrum will cause stability issues for

the fluid or other materials of construction.

13.2.2 Volumetric power capacity (VPC), a measure of machine size

Here, the volumetric power capacity (VPC) is defined similarly to Qvol for refrig-

eration equipment with the following two main differences:

• The specific volume is based on the outlet of the expander/inlet of the con-

denser.

• The enhalpy change is based on the work flow (power) out of the expander

(Equation 13.2).
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In the adjetive, “heating” is replaced with “power” because volumetric heating ca-

pacity (VHC) has several meanings in related fields, thus avoiding confusion and

ambiguity. In the power generation field, the author could not find a corresponding

concept in the literature and selected a unique name to avoid confusion. At least

one research group has used the term volumetric work output to describe the same

physical quanity [176,177].

ψ =
Ẇ
ṁ

ν
= ∆hρ (13.2)

where the specific volume ν and the density ρ are related by ρ = 1
ν
.

13.2.3 Thermodynamic cycle

13.2.3.1 A brief review of thermodynamic cycles

A brief review of thermodynamic cycles is presented, which will help select the

best cycle to maximize efficiency. Beginning with Carnot efficiency shown in Fig-

ure 13.1, one can simply derive Carnot’s law, which states the theoretical maximum

possible efficiency of the cycle is the ratio of the total energy to the maximum possible

energy of the cycle (Equations 13.3).

Maximum cycle energy
Total energy

=
∆s(TH − TL)

∆s(TH − 0)
(13.3a)

=
∆sTH

(
1− TL

TH

)
∆sTH

(13.3b)

ηCarnot =

(
1− TL

TH

)
(13.3c)

The second law efficiency η2 is introduced, and it is defined as the ratio of the

efficiency of the thermodynamic cycle to the maximum possible efficiency (Equa-
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Figure 13.1: Graphical relationship of various energies in the Rankine cycle.

tion 13.4) [181],

η2 =
ηcycle
ηCarnot

(13.4)

Figure 13.1 shows the second law efficiency reduces to the ratio between the cross-

hatched area and the area enclosed in bold lines. To approach the maximum the-

oretical efficiency for a given temperature difference, one must design a cycle that

approaches Carnot within the process and component limits of finite time and size.

An obvious question follows: Why not simply operate in a rectangle inside the vapor

dome of Figure 13.2? There are several main challenges to this idea:
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1. For many types of pumps, pumping a liquid-gas mixture can cause cavitation

problems, which can cause poor efficiency and equipment damage.

2. Using conventional turbo machinery, expanding into the vapor dome forms

droplets that can damage the blades. This issue can be overcome with other

expander devices, e.g., gerotor, sliding vane, and twin screw designs.

3. When operating inside the vapor dome, the two most common measurement

parameters (temperature and pressure) do not indicate the location along the

constant temperature/pressure line. This issue is a control problem that makes

it difficult to operate and maintain the equipment as intended. One poten-

tial reprieve to this control problem is to use a zeotropic mixture, which by

definition has a temperature glide on a constant-pressure line moving from a

saturated liquid to a saturated vapor.

Experimentation is required to show valid results that operate close to this cycle and

will result in a practical design. This remains as future work.

There are two main approaches to the problem of maximizing efficiency of the

heat engine:

1. Maximize the temperature difference to operate at higher absolute efficiency

even if it must operate at a lower second law efficiency.

2. Given a constrained temperature difference, choose a cycle that maximizes the

second law efficiency.

Much thermodynamic cycle work has focused correctly on finding ways to maximize

the temperature difference, which will maximize the absolute efficiency of the cycle. A

numerical example of the benefit is shown in Table 13.3. Traditional power generation
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Figure 13.2: Carnot-like cycle that has not yet been achieved in pratice.

equipment uses fossil fuel combustion to produce high temperatures. It is natural to

design cycles that benefit as much as possible in efficiency from high temperatures,

even if second law efficiency is reduced. This principle is used in Brayton cycles (gas

turbines), which use a high pressure ratio:

1. The high pressure ratio increases the temperature difference.

2. The high pressure ratio helps to increase the second law efficiency of the cycle

within the limits of compressor and expander efficiency.

In this sense, the T-s diagram for a Brayton cycle is tall and attempts to approach

a tall rectangular shape. For the Rankine cycle, the goal is to have superheating,

which drastically improves cycle efficiency because of the enthalpy contours shown

in Figure 13.3. This also helps to relieve problems with droplets that could dam-
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Table 13.3: Example of efficiencies

η2 ηCarnot ηcycle
% % %
75 25 18.75
50 50 25

age the turbine by expanding into the vapor dome where the quality is less than

1.0. Avoiding superheating, the second law efficiency is naturally aided because the

vapor dome of water has unusually wide specific entropy when compared to other

fluids (Figure 13.4). This allows the inefficiency of the pump, constant-pressure con-

tours, and expander to be normalized over greater width. Avoiding superheating

and selecting a fluid with a wide vapor dome also allows the Rankine cycle to loosely

resemble a rectangular shape that it is wider than it is tall.

Figure 13.3: T-s diagram showing enthalpy values for water.

249



0 2000 4000 6000 8000 10000
250

300

350

400

450

500

550

600

650

Specific entropy [J/(kg K)]

T
e
m

p
e
ra

tu
re

 [
K

]

 

 

WATER
AMMONIA
METHANOL
ETHANOL
ACETONE
H2S
CYCLOPRO
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In a constrained temperature difference problem (e.g., waste-heat recovery or

solar-thermal power generation), to increase efficiency, the designer cannot increase

the cycle temperature difference beyond what is available. This means the single

greatest thermodynamic tool to increase cycle efficiency is not available to the de-

signer, which forces the designer to make choices that specifically increase second

law efficiency.

This basic review of thermodynamic cycles is concluded. Next is to discuss ad-

vanced techniques used by designers when selecting some of the lesser-known cycles

to achieve more ideal design trade-offs for a specific application.
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13.2.3.2 Advanced review of thermodynamic cycles

In Chapter 4, the waste heat recovery application is discussed. ORC designers

manage the trade-off between machine size and cycle efficiency by selecting refriger-

ants that provide small specific volume (large VPC) to keep machine size small. This

means using fluids that tend to have higher molecular weight and a lower normal

boiling point (Tnbp). One consequence of the higher-molecular-weight fluids is they

tend to be “dry”, meaning the vapor dome is tilted to the right in a T-s diagram [164].

There are two important consequences of this tilting:

1. The tilt allows the designer to select an ORC working fluid that best matches

the heat transfer fluid in the pumping and heating regions (Figures 13.6–13.8).

The goal is for the temperature difference to be as constant as possible between

the heat transfer fluid and the ORC working fluid. The temperature difference

is set by balancing entropy generation costs with heat exchanger costs because

of size.

2. Notably, dry fluids present a problem because they are limited in the ability

to use all the enthalpy above the condenser operating temperature because of

the constant-pressure lines on the right side of the vapor dome. To counteract

this, an internal heat exchanger (IHX) is installed (Figures 13.6–13.8). In the

literature, IHX are also known as reheat heat exchangers or regenerators. The

IHX adds machine complexity and because of the shape of the cycle, leads

directly to low second law efficiency (typically about 50% or less for many

cases).

ORC designers have put much effort into understanding these principles and bal-

ancing them. This has led directly to the configuration and fluid type choice that
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represents a local optimum for waste heat recovery and indirect configurations of

solar-thermal equipment, namely an ORC with IHX and a dry fluid. Figure 13.5

shows the two canonical solar-thermal system configurations.

Collector

ExpanderPump

Condenser

(a) Direct system.

Collector

Pump
HX or
thermal
storage

ORC heat
engine

(b) Indirect system.

Figure 13.5: Two canonical solar-thermal system configurations.

The direct configuration for DSSTC does not have the fluid-to-fluid heat transfer

constraint because there is only one working fluid in the system. This means the di-

rect configuration for DSSTC may have a different local optimum (namely a different

cycle and fluid). The thermodynamic state of the fluid in the STC can naturally vary

based on the heat transfer physics of the radiation heat exchange process. Although

both types of systems (direct and indirect) are constrained by temperature differ-

ences, for the direct system, the shape of the thermodynamic cycle is not limited by

a heat transfer fluid circuit.

13.2.3.3 Thermodynamic cycle efficiency

The goal is to improve the cost-effective design of DSSTC. Chapter 3 discusses

the long history of making solar-thermal power generation equipment; therefore,
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Figure 13.8: Heat transfer diagram between the heat transfer fluid and the working
fluid of the heat engine.

there is no question if it is technically possible. Rather, can it be economically

competitive with other forms of power generation? The lifecycle cost of energy

(LCOE) is the relevant figure of merit (FOM). Given the box diagram of a DSSTC

system (Figure 13.9) supplying a fixed annual load, one can readily see that increasing

component efficiency reduces the size of all upstream components. As an example,

the cost of increasing inverter efficiency can be borne by savings from reducing the

size of all upstream components (Figure 13.10). This principle is especially true for

renewable energy technologies that collect raw energy and convert it into a usable

form because increases in efficiency reduce the size of collection equipment for a

given amount of energy produced. In addition to this powerful principle, if one

further assumes that changes in components do not materially change the underlying

cost structure (i.e., the materials and manufacturing methods are not materially

changed), adjusting the design to improve efficiency naturally reduces costs and
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lowers the LCOE while continuing to meet the required load. Additional exceptions

are changes that increase machine size or complexity. In this case, a more detailed

analysis would be required.

Considering the above economic thinking, the key question follows: Is it possi-

ble to find a thermodynamic cycle and fluid that maximize the efficiency without

materially increasing machine size/machine complexity? This question can be fur-

ther constrained: Given that a solar-driven heat engine is temperature constrained

(discussed in Chapter 12), is it possible to find a thermodynamic cycle and fluid

that maximize the second law efficiency in the range of expected operating tem-

peratures without materially increasing machine size? From the above review of

thermodynamics, a cycle that is wide and approaches the rectangular shape of the

Carnot cycle is desired. To approach the rectangular shape, the cycle must operate

well below the critical temperature. The vapor dome also must be favorably shaped

where it is not substantially wet nor dry. This means that the fluid must be wide

in entropy across the vapor dome, have a critical temperature (Tc) well above the

operating temperature of the cycle, have a favorable enthalpy structure, and high

heat capacity. In Chapter 12, it was estimated that the high temperature would

be about 500–600 K or more depending on whether the design used a constant or

variable temperature difference. This would include little to no superheating of the

fluid. For a vapor dome to provide a wide rectangular shape for the cycle, the critical

temperature must be much higher. To minimize machine size for the cycle, the fluid

must have a favorable VPC. The single most important thermodynamic property

that is correlated with machine size is the normal boiling point (Tnbp); the lower the

normal boiling point the higher the working pressure. Note that this perspective

neglects the effects of fluid heat capacity. Given that the machine must operate in
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Figure 13.9: Simplifed diagram of a DSSTC system.
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Figure 13.10: Sankey-diagram of the energy flows in two similar DSSTC systems.

freezing temperatures (∼275 K), the lower the Tnbp the less likely air will infiltrate

through a leak. The Rankine steam cycle has a large machine size primarily because

water has a very high Tnbp (373 K). Most refrigerants have a substantially lower Tnbp.

An initial search criteria can contain a subset of the general search criteria and use

two simple thermodynamic values: (1) the critical temperature (Tc), and (2) the

normal boiling point (Tnbp). More specifically, it is desired to have a high critical

temperature (Tc ≥ 500 K as a less restrictive limit) and a low normal boiling point

(Tnbp ≤ 300 K as a less restrictive limit). The Tnbp normalized by critical tempera-

ture (Tc) is known as the reduced normal boiling point (Trnbp). A rule of thumb used

in the refrigeration industry is that Trnbp is roughly 0.6–0.7 for most refrigerants.

For the Rankine power cycle, the sought fluid should have a reduced normal boiling

point of 0.6 or less. This rule of thumb is a trend for refrigerants, which does not

necessarily mean there is a true physical/chemical limit preventing a fluid from being
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found that has a substantially lower reduced normal boiling point. The central goal

of finding a cycle/fluid pair that will maximize efficiency and minimize machine size

has been reduced to finding a fluid that has a lower reduced normal boiling point. At

the same time, the discussion has found that an ORC with little to no superheating

would maximize second law efficiency, and therefore heat engine efficiency.

To test how much superheating is appropriate, an important challenge must be

overcome. STC performance is based partly on the mean temperature of the collector.

In Chapter 8, the collector testing standards are for liquid heating (sensible heat)

and not fluid boiling (latent heat). The direct configuration requires boiling in the

collector, which causes a non-linear temperature profile in the collector; therefore, a

new method for determining the mean temperature is required. Normally, one would

experimentally test the temperature profile in the collector and develop a generalized

heat transfer correlation to describe it. To be useful, it must be general in collector

design, fluid, and operating conditions. This is outside the scope of this research

and remains as future work. To approximate the temperature profile in the T-s

diagram of the thermodynamic cycle, the mean temperature will be calculated based

on the temperature profile of the STC even though this method is not based on a

physical length of absorber tube in the collector. The method provides an engineering

approximation to a problem not yet solved (see Chapter 14 for more information).

13.3 Conclusions and summary

In this chapter, the idea of adapting search methods used by the refrigerant in-

dustry and applying them to ORC heat engine designs was introduced, discussed,

and they are the original work of this author. The refrigeration industry fluid re-

quirements were adapted:

1. Molecular stability must include stability when exposed to sunlight,
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2. The measure of machine size was adapted and called volumetric power capacity

(VPC),

3. The thermodynamic cycle for ORC applications was discussed and adapted.

The fluid/cycle requirements for typical ORC heat engines were reviewed. It was

shown that the ORC fluid requirements are very similar for the indirect solar con-

figuration and different for the direct configuration. The direct solar configuration

allows for greater freedom in designing the cycle because of the lack of a fluid-to-

fluid heat exchanger when inputting heat into the equipment. This results in the

possibility of designing a cycle much closer to a Carnot cycle than previously found.

To enable one to design a cycle approaching the Carnot cycle, the following fluid

requirements were defined:

1. High efficiency (rectangular-shaped cycle)

(a) Critical temperature must be well above the operating temperature of the

cycle (less restrictively, Tc ≥ 500 K).

(b) Wide in entropy across the vapor dome.

(c) Moderate fluid neither wet nor dry in vapor dome shape.

2. Small machine size (high VPC)

(a) Low normal boiling point (less restrictively, Tnbp ≤ 300 K).

(b) Favorable enthalpy structure/high heat capacity.

These requirements can be reduced to searching for fluids based on critical temper-

ature and normal boiling point because they are the most restrictive.

In Chapter 14, a test of the theory defining the ORC for the direct configuration

will be devised and performed. Specifically, system efficiency will be determined
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for an effective irradiance level thus allowing one to evaluate the benefit, if any, of

superheating. Chapter 15 will review several databases of fluid properties to search

for a fluid that meets the reduced critical temperature and normal boiling point

requirements.
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14. TESTING THE THERMODYNAMIC CYCLE FOR HEAT ENGINES

14.1 Introduction/background

Chapter 13, applys similar fluid search methods used in the refrigeration industry

to solar-thermal power generation. This method is specifically applied to the direct

configuration DSSTC design problem. There were two key findings: (1) an ORC

Rankine cycle without superheating was identified as the cycle with the greatest

potential for efficiency, small machine size, and simple design; and (2) a set of working

fluid requirements. Specifically, a fluid with a high critical temperature allows a wide

rectangular-shaped T-s cycle to promote efficiency and low normal boiling point

provides small machine size measured by the VPC. The goal of this chapter is to test

these conclusions.

14.2 Methodology

Two fluids will be compared: water and R-11. Water meets the critical temper-

ature requirement and R-11 meets the normal boiling point requirement. In Chap-

ter 13, the requirements and conclusions were determined through simplified logic.

Here, a collector/heat engine system simulation is developed to test the requirements

in a holistic way.

14.2.1 Collector thermal model

The N–S XCPC solar collector model equation is used (see Chapters 8 and 9).

The basic form with coefficients specific to the N–S XCPC (Equations 14.1) follows:

ηcol = η0 − a1T
∗
m − a2GeffT

∗
m

2 (14.1a)
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T ∗m =
Tm − Tamb
Geff

(14.1b)

where the effective irradiance (Geff ) is assumed to be 250, 500, 750, or 1000 W/m2

in the current simulation. The reduced mean temperature (T ∗m) is typically based on

liquid heating (sensible heating) in the collector where the mean temperature (Tm)

is an average over the length of the absorber tube. When flowing liquid is heated in

a tube using a uniform heat flux without phase change, Tm is simply the arithmetic

average of the inlet and outlet temperatures, and this is the form that the STC testing

standards have adopted. (Keep in mind that the heat flow into the compressed liquid

is q = ṁCp(TH − TL).) This perspective rests on the following assumptions: 1)

steady-state conditions, 2) incompressible liquid, 3) negligible viscous dissipation, 4)

constant fluid properties, and 5) fully developed flow. This allowed the enthalpy to

be simplified (h = CpT ). For Tm = TH+TL
2

to be correct, one additional assumption

must hold true. Uniform heat flux along the axial direction of the tube. There are

several problems with making these assumptions:

• The net heat flux (per unit length of absorber) into the fluid is not constant

even though the radiation incident on the surface of the tube is assumed to

be uniform (q′′rad,net = q′′rad,in − q′′rad,out where q′′rad,out = εσT 4
s , ε is the emissiv-

ity of the absorber surface, σ is the Stefan-Boltzmann constant, and Ts is the

absorber surface temperature). This means that generating moderate temper-

ature differences from inlet to outlet violates the uniform heat flux assumption.

Keep in mind that the uniform heat flux assumption applies reasonably well

for pool and domestic hot water heating applications, just not for the medium-

grade temperatures of interest here, or for the high temperatures of single- and

dual-axis tracking systems.
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• The constant fluid properties assumption is also violated when considering

medium to large temperature changes (Cp(T )).

• Some STC have more complex absorber tube geometries, such as shell-in-tube

configurations, that invalidate the simple heat transfer model used by the stan-

dard.

When a liquid is heated with a non-uniform heat flux and/or through a phase change,

calculating Tm is much more complex and depends on the heat transfer physics (in-

cluding geometry) and the fluid being heated. Most, if not all, of the above assump-

tions are violated when considering a general method to average the temperature

over the length of the absorber tube. The general method must include sensible

heating, latent heating (two-phase flow), vapor heating (superheating), and most

importantly account for non-uniform heat flux. In a direct solar configuration, by

definition a fluid is being boiled in the collector. This presents a significant problem

because Tm = TH+TL
2

does not apply correctly to the XCPC under liquid heating

or two-phase flow heat transfer conditions. Moving the research forward, two key

assumptions are made:

1. It is assumed that two-phase flow heat transfer does not change the thermal

performance equations (Equation 14.1);

2. It is further assumed that calculating Tm as the enthalpy-weighted average

temperature will best approximate collector performance. This is discussed

further in the next section.

Clearly, this engineering judgment is questionable, although it is required to move

the work forward because the amount of experimentation required to create an engi-

neering model (absorber surface temperature as a function of length) and validation
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is outside the scope of work and left as future work. Figure 14.1 shows that avear-

aging based on entropy or enthalpy are much better assumptions than averaging the

inlet and outlet temperatures. There are a number of published papers that discuss

systems with two-phase flow heat transfer and fail to discuss or address these is-

sues [30,33,182–184]. A further complication is that the required engineering model

is fluid, collector design, and collector orientation dependent. This means model

coefficients for each fluid, collector, and orientation must be determined from ex-

perimentation. Even further complicating matters, the XCPC absorber tube is a

shell-and-tube design, where the fluid makes two passes through the collector per

tube (once through the inner tube and once through the outer shell). This results

in a a non-linear relationship between the fluid temperature profile and the absorber

surface temperature profile. No theory alone can properly account for these compli-

cations; therefore, performance models must be tuned to experimental data. Data

that is not yet available. One of the key goals of this work is to estimate the per-

formance of a direct configuration system because it has two notable benefits: 1)

simple design (lower cost), and 2) higher efficiency (high benefit) when compared to

the indirect system. This means that the direct configuration has a better chance

of competing with PV for power production. Numerical modeling is one order of

magnitude less expensive than experimentation. It makes good financial sense to

first model DSSTC system performance using what is already known, then use the

results to identify the ’best’ direction forward.

14.2.2 Thermodynamic cycle

A thermodynamic state is defined by identifying the values of two state properties

from which all other state property values are known. Keep in mind that T and P

do not form a state pair inside the vapor dome. Outside the vapor dome, T and P do
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Figure 14.1: Mean temperature comparison of several calculation methods.

265



form a state pair. At the expander inlet (Figure 14.2, State 1), State 1 is specified by

arbitrarily selecting temperature T and specific entropy s. Design-space exploration

is performed by selecting State 1 from a domain of T and s values. At the pump inlet

(Figure 14.2, State 4), State 4 is given by setting quality (Q4 = 0) and temperature

(T4 = 300 K + 10 K). Furthermore, the expander efficiency ηt is assumed to be

0.85 and pump efficiency ηp is assumed to be 0.74375 = 0.875ηt because generally

pumping is less efficient than expanding. Using the above givens, assumptions, and

selections, the remaining thermodynamic states are calculated in Equations 14.2,

[P1, h1] =f(T1, s1) (14.2a)

P5 =P6 = P1 (14.2b)

[P4, h4] =f(T4, Q4) (14.2c)

P3 =P2 = P4 (14.2d)

s2 =s1 (14.2e)

[h2] =f(P2, s2) (14.2f)

h3 =h1 − ηt(h1 − h2) (14.2g)

ρ3 =f(P3, h3) (14.2h)

s5 =s4 (14.2i)

[h5] =f(P5, s5) (14.2j)

h6 =
(h5 − h4)

ηp
+ h4 (14.2k)
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Figure 14.2: Rankine cycle as defined in the simulation.

where the fluid density is ρ. Using the state information, system efficiency and VPC

are determined in Equations 14.3.

ηcycle =
((h1 − h3)− (h6 − h4))

(h1 − h6)
(14.3a)

ηCarnot =1− T4

T1

(14.3b)

η2 =
ηcycle
ηCarnot

(14.3c)

ψ =(h1 − h3)ρ3 (14.3d)

In the direct configuration, the solar collector provides two functions: (1) solar

radiance collection and (2) boiling the working fluid of the heat engine. The mean

temperature of the collector Tm is meant to represent the average temperature over

the fluid flow path in the absorber tube. Because this information has not yet
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be experimentally determined and depends on the fluid, the geometry and the heat

transfer process, using current methods it is not possible to make this determination;

therefore, Tm is approximated by numerically averaging over the specific enthalpy h

(Equations 14.4),

dh =
(h1 − h6)

(n− 1)
(14.4a)

Tm =
1

n

n−1∑
i=0

T (h6 + idh) (14.4b)

from State 6 to State 1 using 50 sample points (Figure 14.2). In thermodynamics the

initial point (State 6) and the final point (State 1) are path independent meaning

there are an infinity number of process paths between them. Conversely in heat

transfer, the results are process path dependent. The difference is that the tempera-

ture profile as a function of absorber tube distance is unknown, and in place of this

profile, the temperature along the constant pressure line as a function of entropy

is used. This choice must induce some amount of unknown error, and at the same

time, the choice is better than averaging the end point temperatures (Figure 14.1).

The number of sample points n = 50 was chosen using convergence testing (see Fig-

ures 14.3 and 14.4) and the need to minimize computational cost because the Tm

calculation is the most computationally expensive part of the algorithm.

14.2.3 System efficiency

The system efficiency is calculated as the product of the collector efficiency and

heat engine efficiency shown in Equation 14.5.

ηsys = ηcolηcycle (14.5)
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(a) Tm results based on enthalpy for n = 50.
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Figure 14.3: Tm based on enthalpy, results for R-11.
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Figure 14.4: Convergence plots for Tm calculation, results for R-11.
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Design-space exploration is performed by selecting State 1 of the thermodynamic

cycle model from a domain of T and s values. This design-space exploration is used

to discover the topology of system efficiency, Tm, and VPC ψ. By comparing and

constrasting results at the four irradiance values for water and R-11, the conclusions

of Tc and Tnbp are tested.

14.3 Results and discussion

The results are presented in two main parts: 1) heat engine performance that

is independent of irradiance and 2) system performance that is dependent on both

heat engine performance and collector performance for a given irradiance level.

14.3.1 Heat engine performance results

Figures 14.5 and 14.6 show heat engine performance results. Water and R-11

have diverse results. Compared to R-11, Water has (1) greater cycle efficiency, (2)

greater mean temperature, (3) smaller VPC, and (4) greater expansion ratios. The

greater efficiency of the cycle is consistent with the greater critical temperature of

water. The greater mean temperature of the cycle better matches the XCPC collector

designs. The smaller VPC and greater expansion ratio are consistent with the higher

normal boiling point of water. Next, overall system performance is reviewed.

14.3.2 System performance results

In this section, overall system performance is presented. Unlike the thermody-

namic cycle results, system results depend on irradiance level. System efficiency is

presented in Figures 14.7 and 14.8. At the system level, the figures show that wa-

ter is the more efficient choice between the two fluids. R-11 also violates the cycle

assumptions because at the higher irradiance levels, the most efficient cycle choices

are outside the vapor dome. This is consistent with the lower critical temperature
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Figure 14.5: Thermodynamic cycle results for water.
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(b) Mean temperature of the collector.
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Figure 14.6: Thermodynamic cycle results for R-11.
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of R-11. A detailed view of various cycle attributes along the saturated vapor line

and the maximum efficiency line for each irradiance level are presented. Figures 14.9

and 14.10 show system efficiency detail. The figures show that decreasing irradiance

reduce efficiency, as expected. The figures also show that selecting water notably

improves efficiency. When using R-11, superheating improves efficiency. In contrast,

superheating water provides no notable increase in efficiency. This is consistent with

the theory discussed in the previous chapter. Figures 14.11 and 14.12 show that wa-

ter is the better match for the mean temperature of the collector requirement, which

is consistent with the cycle results. Volumetric power capacity (VPC) also decreases

with decreasing irradiance and water is one order of magnitude lower than R-11

(Figures 14.13 and 14.14); thus water requires a larger machine size. The expansion

ratio also decreases and is an order of magnitude greater for water (Figure 14.15

and 14.16). These results are consistent with what was previously known about STC

and heat engines. The new information presented here shows that selecting a tran-

sitional collector without tracking (XCPC design) is best matched to water when

considering efficiency, but it has a machine size cost. During this work, the single

most important discovery is that there are many possible choices for thermodynamic

state at the expander inlet, which defines the cycle. Some of the design attributes

are cycle efficiency, system efficiency, mean temperature, VPC, and expansion ratio.

In many cases, these design attributes have competing performance. Maximizing

efficiency may not minimize lifecycle cost of energy (LCOE).

14.4 Conclusions and summary

The results show that superheating is not required to define a thermodynamic

cycle that maximizes efficiency when the critical temperature and entropy width

requirements are met. However, when Tc is high enough, moderate superheating did
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(b) Irradiance Geff = 750 W/m2.
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Figure 14.7: System efficiency at four irradiance levels using water as the working
fluid.
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Figure 14.8: System efficiency at four irradiance levels using R-11 as the working
fluid.
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Figure 14.9: System efficiency detail at four irradiance levels using water as the
working fluid.
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Figure 14.10: System efficiency detail at four irradiance levels using R-11 as the
working fluid.
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Figure 14.11: Mean temperature of the collector detail at four irradiance levels
using water as the working fluid.
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Figure 14.12: Mean temperature of the collector detail at four irradiance levels
using R-11 as the working fluid.
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(b) Irradiance Geff = 750 W/m2.
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Figure 14.13: Volumetric power capacity detail at four irradiance levels using water
as the working fluid.
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(b) Irradiance Geff = 750 W/m2.
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Figure 14.14: Volumetric power capacity detail at four irradiance levels using R-11
as the working fluid.
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Figure 14.15: Expansion ratio detail at four irradiance levels using water as the
working fluid.
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Figure 14.16: Expansion ratio detail at four irradiance levels using R-11 as the
working fluid.
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not adversely impact efficiency. When the Tc requirement was not met, superheating

was required. Furthermore, the normal boiling point requirement corresponds to

expansion ratio and VPC. In a simple system model, reviewing the performance of

water and R-11 confirmed the theoretical results of the previous chapter and the

Tm results were consistent with Chapter 12. Although reviewing two fluids is not

proof that the guiding principles are absolutely correct, the results presented here

fully support these principles. Chapter 17 models many fluids and reviews the two

correlations in greater depth.

14.5 Future work

While preparing this chapter, the following future improvements were identified:

• Develop a regenerator cycle model that can accommodate superheating, which

serves as a comparison.

• Include more sophisticated heat exchanger models that can predict pressure

and temperature losses.

• Identify a method to select the best choice for the thermodynamic state at the

expander inlet given that this work has shown competing benefits in the design

attributes.

• Compare more fluids than two.
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15. SEARCH OF KNOWN FLUIDS

15.1 Introduction/background

The HVAC-R industry has developed an advanced fluid search methodology,

which is just beginning to be applied to organic Rankine cycles. It has not be applied

to solar-driven organic Rankine cycle heat engines, which is a separate design prob-

lem than waste heat recovery organic Rankine cycle heat engines (Chapter 16). The

first goal in the search methodology was accomplished in Chapter 13 where search

criteria were adapted for the solar design problem, reduced criteria were identified

(Tc and Tnbp), and less restrictive levels were set. In Chapter 14, the criteria were

tested and confirmed. In this chapter, the second goal is accomplished: searching

the known fluids based on the new criteria.

15.2 Methodology

This work explores existing fluids to determine which ones, if any, meet the less

restrictive search criteria (critical temperature (Tc ≥ 500 K) and normal boiling point

(Tnbp ≤ 300 K)). Chapter 13 showed that the selected normal boiling point and crit-

ical temperature requirements are outside of the acceptable value, which is an effort

to be less restrictive. To design a rectangular shaped cycle inside a vapor dome, the

critical temperature of the working fluid must be above the maximum temperature

of the cycle. Chapter 12 found that a reasonable expectation is a high working tem-

perature of ∼550 K. Chapter 13 discussed that to limit air infiltration, the working

pressure in the condensor should be higher than ambient pressure. To achieve this,

the normal boiling point temperature must be greater than the expected ambient

temperatures. Because operation is difficult in the event of snow, the lower ambient
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temperature limit is selected as the freezing point of water 273.15 K. Additionally,

the majority of TMY sites experience some number of daytime hours where the am-

bient temperature is 273.15 K or less. Because both efficiency and machine size/air

infiltration are sliding scales, it is difficult to justify an exact cut off. For this reason,

four regions of interest are created and outlined in Table 15.1. Given that the search

is based on a limited set of the criteria, a fluid meeting the reduced criteria (Region

3) may not be acceptable (e.g., an extremely dry fluid). Also, a fluid not meeting

the reduced criteria (Region 3) is highly likely to require superheating. Using the

reduced criteria (Region 3) creates a test that may give a false positive and will not

give a false negative in the search for a fluid that can provide a rectangular-shaped

cycle and provide reduced machine size.

Three information sources are used: NIST database 23 REFPROP [185], DIPPR

database [186], and NIST database 103b ThermoData Engine (TDE103b v9) [187].

REFPROP is not actually a database; rather, it is an algorithm used to accurately

model thermal/transport properties of fluids commonly used in industry. DIPPR is

a database of fluids with known physical measurements. In addition, some modeled

properties are available. TDE103b is both a database and a property prediction

algorithm. TDE103b contains all known fluids that have at least a single physical

measurement from a published source. From the known structure and physical mea-

surements, TDE103b then attempts to predict other physical properties with varying

degrees of accuracy because of limited measurements and modeling methods.

Refrigerants are known to typically have a reduced normal boiling point of 0.6–0.7.

This means that searching based on Region 3/Region 4 is expected to yield a

smaller/larger list of fluids to evaluate, respectively. In this chapter, searches are

conducted based on Region 3 criteria (Tc ≥ 500 K and Tnbp ≤ 300 K). Chapter 17

conducts a search based on Region 4 using REFPROP and then the fluids identi-
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Table 15.1: Regions of interest and boundaries

Region Tc [K] Tnbp [K] Description Comments
Region 1 650 250 Most ideal region Selected to ensure ideal

rectangular shape
Region 2 550 275 Edge of ideal region Selected to note the

boundary where the
ideal is likely to be
achieved

Region 3 500 300 Less restrictive region Selected to ensure any
fluid that may work in
the ideal is retained

Region 4 400 400 Least restrictive region Selected to approximate
the boundary of thermo-
dynamically feasible flu-
ids that would work us-
ing super heating

fied are further screened based on thermodynamic criteria and health, safety, and

environmental criteria.

15.3 Results and discussion

15.3.1 REFPROP v9.1

REFPROP contains 121 pure fluids and 79 predefined mixtures. The fluids in

REFPROP are plotted in Figure 15.2. Water is of interest because it has many favor-

able attributes, with the exception of the normal boiling point; its reduced normal

boiling point is lower than most fluids. Water is considered an abnormal fluid be-

cause its properties are atypical resulting from the low atom count per molecule and

its strong hydrogen bonds. Table 15.2 summarizes fluids in REFPROP with a reduce

normal boiling point below 0.6 (Trnbp < 0.6) and shows support for this perspective.

Ammonia is another example. Figure 15.3 provides further details about the search

area. R-11 and R-21 are two of the closest fluids to the search area. Unfortunately,

both fluids are banned by the EPA for ozone depletion potential (ODP) (Table 15.3).
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and heavy water (D2O) have the lowest reduced normal boiling point.

R-1233zd(E) and R-1336mzz(Z) are newer refrigerants specifically designed to be R-

11 replacements. Note that both fluids are even further from the region of interest.

No fluids in REFPROP were found in the region of interest. To further support

the difference between waste heat recovery and direct solar ORC applications, Fig-

ure 15.4 shows a select set of fluids commonly considered for waste-heat-recovery

ORC applications (Table 15.4).

15.3.2 DIPPR 2016

The DIPPR 2016 database contains 2130 substances of which 203 substances did

not have either critical temperature or normal boiling point data; therefore, 1,927
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substance were reviewed. The DIPPR database has one order of magnitude more

fluids than REFPROP; however, the DIPPR database does not model fluid properties

for a given thermodynamic state. The DIPPR database also covers a greater range

of substances including those that are not typically considered fluids for HVAC-

R applications (e.g., metals). Figure 15.5 shows the overall results. At first, this

figure looks promising; however, a more detailed review shows no substances are in

Region 3 (Figure 15.6). Surprisingly, liquid metals have an excellent reduced normal

boiling point, although the boiling point is substantially greater than the required

limit. This shows that it is possible for a molecule to have the correct reduced

normal boiling point, however, none so far have the correct combination of critical

temperature and normal boiling point. Although the underlying physics is not yet

clear, it is becoming clear that there is a physical trade-off between normal boiling

point and critical temperature; one cannot choose both. An informal review near

Region 3 found fluids that were toxic, flammable, or unsuitable for another reason

e.g., extreme vapor dome shape.

15.3.3 ThermoData Engine TDE103b v9

The ThermoData Engine has 27,680 substances of which 18,797 substances had

measured or predicted critical temperature, normal boiling point, and critical pres-

sure. The ThermoData Engine has one order of magnitude more fluids compared

to DIPPR and two orders compared to REFPROP. Figure 15.5 shows the overall

results, which also look promising. Surprisingly, a closer review shows that no fluids

are in Region 3 (Figure 15.6). The results also show fluids very near Region 3 have

an acceptable reduced normal boiling point, just the wrong combination of critical

temperature and normal boiling point. This suggests it may be possible to find a

fluid with the correct combination.
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Region 3 in grey.

296



400 450 500 550 600 650
220

240

260

280

300

320

340

0.4

T
nbp

/T
c
=0.5

0.6

0.7

0.8

Critical temperature [K]

N
o

rm
a

l 
b

o
ili

n
g

 p
o

in
t 

[K
]

Region 3
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Figure 15.7: Normal boiling point vs. critical temperature: TDE 103b v9. Target
Region 3 in grey.
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Figure 15.8: Normal boiling point vs. critical temperature: TDE 103b v9 detail.
Target Region 3 in grey.
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15.4 Conclusions and summary

The searches of all three data sources failed to find a fluid using the reduced

criteria (Tc and Tnbp) of Region 3 (Tc ≥ 500 K and Tnbp ≤ 300 K). Although it was

found that all three databases had several to many examples of fluids with a low

reduced normal boiling point (Trnbp), some of which were near the region of interest

(Region 3). Searching the databases using the reduce criteria is original work by

this author. This anecdotally shows support to continue the search with the next

step, testing using Mark Mclinden’s thermodynamic space [170–172]. The goal is

to determine if it is possible for a fluid to exist with the desired thermodynamic

properties. In particular, the trade-off between Tc and Tnbp — found in this work

— will be explored. This is addressed in Chapter 16.

15.5 Future work

While completing this research, several future works were discovered:

• Upgrade the REFPROP results with the new beta version that was recently

released.

• Update the ThermoData Engine results with the newest version that was re-

cently released.

• Search for other sources of fluid data and include them.

• Perform cycle evaluations on the fluids in Region 4 for each data source.
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16. THERMODYNAMIC SPACE OF FLUIDS FOR HEAT ENGINES

16.1 Introduction/background

In Chapter 15, a search of known fluids was completed and no fluids were found

meeting the critical temperature (Tc) and normal boiling point (Tnbp) requirements

of Region 3 (Figure 15.1). One perspective is that the HVAC-R fluid manufac-

turers have searched long and hard to find working fluids and have exhausted all

possibilities including both HVAC-R and ORC applications. Another point of view

is that the searches have been mainly focused on HVAC-R equipment and not on

ORC equipment; therefore, it is possible that suitable ORC fluids have been missed.

The following presentation is meant to help the reader resolve the two conflicting

perspectives and provide a clear view of reality.

The following five key points motivate why a search for new ORC fluids should

be completed:

• For HVAC-R applications, the critical temperature requirements are 320 K ≤

Tc ≤ 420 K [188]. In contrast, for ORC applications, the general critical tem-

perature requirements are 400 K ≤ Tc ≤ 650 K. The ORC requirements

are higher and include a different region of the search space. Depending on

the ORC application, the search space may overlap with the search space for

HVAC-R equipment (e.g., low-temperature ORC applications). This overlap

may result in some confusion.

• Of the 100 million compounds in PubChem reported in 2014, 56,000 [170] are

comprised of Midgley elements [161] (C, H, F, Cl, Br, O, N, or S) and have

≤ 15 atoms per molecule. Midgley elements are known to create molecules
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that are volatile enough to serve as refrigrants. A second search of PubChem

with ≤ 18 atoms per molecule found 184,000 compounds [188]. In 2013, NIST

Database 103b [187] contained ∼ 27, 000 molecules (not necessarily all Midgley

elements). Only 18,000 fluids in the database have measured Tc, Pc, and Tnbp

or enough experimental data to predict the values. This means that there is

only a small fraction of experimental data ≤ 18,000
1,000,000

on the known molecules.

Although the research cited here has notably raised the difficulty in finding

new refrigerants for HVAC-R applications, it will be many years before the

engineering community can say with high confidence that all options have been

tried. This is especially true of ORC applications because no major public

search has been documented. The lack of a publicly documented search is

enough to justify documenting such a search publicly.

• Chapter 15 showed that the location of Region 3 was in a gap in the scat-

ter of the normal boiling point vs. critical temperature (Figure 15.8). What

follows is a simple esitmate meant to begin to answer the question: What is

the probablity that a new fluid would be found in Region 3 (Figure 15.1)?

Of the 18,000 fluids in NIST db103b with experimental or estimated Tc, Pc,

and Tnbp data, 115 have a Trnbp ≤ 0.6. Because NIST db103b spans a wide

range of Tc, limiting the range to 250 K ≤ Tc ≤ 650 K is reasonable. There

is a population of 5,717 and 57 members with Trnbp ≤ 0.6, which is roughly

1% of the population. Assuming a uniform distribution of scatter in the given

Tc range means that one can expect to find 1% of the population below the

Trnbp ≤ 0.6 line. The first screening of PubChem found 600 compounds with

estimated 450 K ≤ Tc ≤ 550 K and GWP ≤ 200 [174]. Given that Region 3

covers half the area near Tc = 500 K below the Trnbp ≤ 0.6 line, one can expect
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to find about three fluids in Region 3 (600 × 0.01 × 0.5 = 3). It is likely that

the scatter will be nonuniform, which reduces the certainty of this calculation.

Even though this estimate is approximate, it suggests that thousands of fluids

are not expected to be in Region 3; nonetheless, the possibility of finding a

fluid in Region 3 is not vanishingly small.

• The more important message is that there are 600 fluids already identified that

are highly likely to meet Tc and GWP requirements waiting to be modeled

and further screened for ORC use. Even if completing the search process finds

zero fluids in Region 3, it is expected that at least 60% of the fluids would fall

within Region 4. Even if only 5% of the remaining fluids passed toxicity and

stability preliminary screenings, this would mean that there were 18 candidates

identified (600× 0.6× 0.05 = 18).

• The single most important reason to complete the search process for ORC ap-

plications is to show the most exhaustive search possible has been completed.

There are no public literature records documenting such a search. Given, that

the methods have already been developed and most of the computational ma-

chinery has been created, it is a relatively small matter to complete the search

process and gain new knowledge. The benefit might be a notable cost shift in

waste heat recovery ORC applications which could in turn enable more efficient

energy consumption world-wide.

The above discussion does not address a key issue: does Mark Mclinden’s thermo-

dynamic space [169–172] allow a fluid to be in Region 3? Previous use of the McLin-

den space in HVAC-R screenings showed that it typically over estimates what is

possible compared to quantitative structure–property relationship predictions made

on the identifed molecules in PubChem [173–175]. In this chapter, Mark McLinden’s
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thermodynamic space is used to explore the thermodynamic limits of fluid perfor-

mance. This process requires writing REFPROP fluid files, which REFPROP uses

as inputs to the algorithm (see [164–168] for details and past applications). The

thermodynamic space relies on the Extended Corresponding States method (ECS)

by Huber and Ely 1994 [189].

ECS is based on the idea that one can mathematically relate thermodynamic

properties of two fluids; therefore, one can relate thermodynamic states of the two

fluids. A known base fluid is used, and 10 parameters of the modeled fluid are re-

quired. Using ECS, one can model the thermodynamic states of a fluid without the

expensive and time-consuming process of fluid fitting to match the fluid model to ex-

perimental fluid data. This allows a researcher with a limited amount of information

to quickly model thermodynamic states of a fluid.

Mark McLinden’s thermodynamic space is nine dimensional and is based on the

minimum parameters required to define a fluid in REFPROP [185] using ECS (see

Table 16.1). REFPROP also requires: (1) the critical density of the fluid, (2) upper

density limit, and (3) a specific heat model, which are calculated from some of the

nine thermodynamic space values by Equations 16.1

ρc =
RTc
Pc

ρc,base fluid (16.1a)

ρmax =4ρc (16.1b)

Cp(T ) =aT + b (16.1c)

a =C0
pγ (16.1d)

b =C0
p(1− (300 K)γ) (16.1e)

where c notes critical properties, R is the universal ideal gas constant, and Cp(T ) is
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Table 16.1: Thermodynamic space parameters

Parameter Abreviation Units
Critical temperature Tc K
Critical pressure Pc MPa
Acentric factor ω -
Fit α1 -
Fit α2 -
Fit β1 -
Fit β2 -
Ideal gas heat capacity C0

p(300 K) J/(mol·K)
Fit γ 1/K

the constant-pressure specific heat as a function of temperature. The thermodynamic

space combined with the ECS model allows researchers to explore the performance

of a hypothetical fluid in a thermodynamic cycle. This methodology was used to

explore the theoretical limits of fluid performance in several air conditioning and

refrigeration applications.

In the context of the direct configuration for solar thermal power generation

with non-tracking collectors, the thermodynamic space can be used to explore the

theoretical possibility of a fluid existing that would meet the reduced criteria (Region

3: Tc > 500 K and Tnbp < 300 K) from Chapters 13 and 15.

16.2 Methodology

In this chapter, the thermodynamic space is used to explore the possible limit of

fluid performance in the design trade-offs of the engineering objectives ηsys and VPC

ψ. The thermodynamic space is reduced to eight dimensions by setting the critical

temperature to a given value. Then, a genetic algorithm is used to minimize the nor-

mal boiling point for the given critical temperature. The minimization optimization

problem is defined by Equations 16.2
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T ∗nbp = min
x
f(x, Tc) (16.2a)

subject to:

x =[xlb,xub] (16.2b)

Tc =[305, 550] (16.2c)

gi(x) ≤0 i = 1, ..., 4 (16.2d)

where:

g1(x) =|Tc − Tc,actual| − 4 K (16.2e)

g2(x) =
|Tc − Tc,actual|

Tc
− 0.01 (16.2f)

g3(x) =
|Pc − Pc,actual|

Pc
− 150 MPa (16.2g)

g4(x) =
|Pc − Pc,actual|

Pc
− 0.08 (16.2h)

x1 =[2.0, 12.0] = Pc (16.2i)

x2 =[0.0, 0.6] = ω (16.2j)

x3 =[−0.3, 0.3] = α1 (16.2k)

x4 =[−0.8, 0] = α2 (16.2l)

x5 =[−1.0, 1.0] = β1 (16.2m)

x6 =[−0.8, 0.8] = β2 (16.2n)

x7 =[20.8, 300] = C0
p(300 K) (16.2o)

x8 =[0.0, 0.0025] = γ (16.2p)
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The optimization problem is solved iteratively using Tc values in the given range

at 5-K increments. A genetic algorithm is used to solve the minimization problem.

The constraint function values for the actual critical point are determined where

dP
dρ

= 0 and d2P
dρ2

= 0. This is accomplished by calling the REFPROP internal

functions INFO and FNCRPT. INFO pulls information on the specified critical point

directly from the fluid file, and FNCRPT determines the actual critical point from

the derivatives. The constraint functions test how closely the actual critical point

matches the specified critical point. These constraints are not part of the original

thermodynamic space by McLinden. Instead, these constraints are original work, and

are added to prevent the actual critical point from significantly deviating from the

specified critical point. This means that portions of the thermodynamic space do not

yield acceptable fluids. This is a direct result of bypassing the fluid-fitting process.

Many of the aspects of fluid fitting have not yet been codified into mathematical

equations or procedures that a computer can execute. Including this one constraint

helps limit the space; however, there are other requirements that were not added to

the current models.

16.3 Results and discussion

16.3.1 Initial unconstrained results and the need for constraints

Figure 16.2 shows unconstrained optimal results that are composed of extreme α

and β parameters of the space (see Figure 16.3). It was found that these extreme

results also corresponded to fluids with unrealistic vapor dome shape because of a

discrepancy between the specified critical point and the actual critical point (dP
dρ

= 0

and d2P
dρ2

= 0).
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(b) High α1 case.

Figure 16.1: Examples of unacceptable fluids in the thermodynamic space.
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Figure 16.2: Normal boiling point vs. critical temperature using unconstrained
optimization.

308



100 150 200 250 300 350
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Normal boiling point [K]

N
o
rm

a
liz

e
d
 r

a
n
g
e

 

 

Tc
Pc
ω
C o

p

(a) Main fluid parameters.

100 150 200 250 300 350
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Normal boiling point [K]

N
o
rm

a
liz

e
d
 r

a
n
g
e

 

 
α1
α2

β1

β2
γ

(b) Secondary fluid parameters.

Figure 16.3: Optimal normalized fluid parameters using unconstrained optimiza-
tion.

16.3.2 Results under constrained optimization

Figure 16.4 shows the results under constrained optimization. Even with the

constraint, the results show that it is possible for a fluid to exist within the region

of interest (Tc ≥ 500 K and Tnbp ≤ 300 K), although the possibilities are much more

limited than the unconstrained results. Figure 16.5 shows the thermodynamic space

parameters. The strong correlation in the α and β fitting parameters is broken by

the constraint.

16.3.3 Pareto frontier

In Chapter 13, the idea of trade-offs between the engineering objectives (ηsys and

ψ) was introduced. Here, to help explain the results, a brief introduction to some of

the ideas of multi-objective design optimization are introduced. Because the ther-

modynamic cycle model for a direct solar-thermal heat engine only requires the inlet

state of the expander to determine the cycle, the cycle attributes (VPC, efficiency,

etc...) can be plotted on a T-s diagram at each possible expander inlet state. The
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Figure 16.4: Normal boiling point vs. critical temperature using constrained opti-
mization.
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Figure 16.5: Optimal normalized fluid parameters using constrained optimization.
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Figure 16.6: Multi-objective optimization spaces and Pareto frontier.

T-s diagram shown in Figure 16.6(a) is the design variable space with an overlay

of ηsys. The design variables are the temperature and entropy at the inlet of the

expander. Figure 16.6(b) shows the decision objective space. The engineering objec-

tives are ηsys and ψ. In both spaces, each data point is an alternative. Alternative A

is said to Pareto dominate Alternative B if it is as good or better than Alternative

B in each objective, and better than Alternative B in at least one objective. The

non-dominated set of data points form the Pareto frontier and are shown in green.

Using system simulation results for water, R-11, and six hypothetical fluids at 1000

W/m2 irradiance and 300 K ambient temperature, the relative trade-offs between

the fluids can be explored.

Fluids were selected with low, medium, and high critical temperatures in the

region of interest for both the unconstrained and constrained versions of the thermo-

dynamic space. These six fluids were simulated using the same methodology found

in Chapter 14 where water and R-11 were simulated. Of the six fluids, the three hy-

pothetical fluids from the unconstrained thermodynamic space failed in many of the
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cycle calculations making the results unusable. For the constrained thermodynamic

space, the low-critical-temperature fluid also has many failed cycle calculations. Fig-

ure 16.7 shows the constrained medium- and high-critical-temperature fluids; both

have a banded region where failures happened. Water and R-11 are included for

comparison.

Figure 16.8 shows the Pareto frontiers for each of the four fluids. Comparing the

Pareto frontiers of water, R-11, and the two test fluids shows:

1. It may be possible to find a fluid that performs better than water or R-11 for

both criteria (ηsys and ψ) i.e., thermodynamics allow for fluids in Region 3.

2. Using the reduced search criteria (Tc and Tnbp in place of ηsys and ψ) works

well as an initial screening criteria.

3. Critical temperature is weakly correlated to cycle/system efficiency and normal

boiling point is strongly correlated to VPC. The weak correlation between

efficiency and Tc may result because both test fluids do not have high enough

Tc to meet the cycle criteria of no superheating (see Figure 16.7). This confirms

that the Tc lower limit of 500 K is less restrictive than the ideal.

16.4 Conclusions and summary

In this chapter, the thermodynamic space is used to explore the possibility of

fluids existing that are in Region 3 for direct solar thermal power generation applica-

tions (Tc ≥ 500 K and Tnbp ≤ 300 K). Out of an abundance of caution, a constraint

was added to limit the thermodynamic space. Using the McLinden thermodynamic

space as part of an optimization to explore the relationship between Tc and TNBP

and the addition of the thermodyanmic space constraint are original work by this

author. The results suggest a notable possibility of finding a fluid with the right
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(a) Water.
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(c) Medium critical temperature hypotheti-
cal test fluid.
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(d) High critical temperature hypothetical
test fluid.

Figure 16.7: System efficiency plotted on the T-s diagram. Irradiance Geff = 1000
W/m2. Green dots denote points on the Pareto frontier. System efficiency is given
as a ratio.
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set of thermodynamic properties for improvement in the performance of direct solar

thermal power generation applications. The trade-off between efficiency and machine

size is confirmed to exist in power generation cycles. During the exploration process,

it was found that system efficiency (ηsys) is weakly correlated to critical temperature

(Tc) and VPC (ψ) is strongly correlated to normal boiling point (Tnbp). This confirms

Tc and Tnbp as good approximations and initial search criteria in place of the true

design attributes of ηsys and ψ.

16.5 Future work

During the completion of this work, several future works were found. Most no-

table is the need to apply the Kazakov methods of using quantitative structure-

property relationships (QSPR) to search the fluids listed in PubChem for the current

application (see [170–175]). Specifically, Kazakov et al. 2012 has a list of PubChem

fluids that were found to meet the their initial screening criteria [174]. More than

half of the ∼ 1200 fluids were in the range 450 ≤ Tc ≤ 550. Here is a short list of

potential future works:

• Apply these methods to waste-heat recovery applications.

• Apply these methods to indirect solar thermal configurations.

• Predict the necessary fluid properties and simulate the ∼ 500 fluids of interest

in the Kazakov et al. 2012 list.

• Complete a QSPR based search of PubChem fluids using the latest methods.

• Model fluid performance on a thermodynamic basis.

• Improve the thermodynamic space by including more constraints.
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17. REDUCED CRITERIA FLUID SEARCH OF REFPROP

17.1 Introduction/background

In Chapter 13, the HVAC-R industry fluid search methods and criteria are

adapted for the direct solar-thermal configuration. Waste heat recovery organic

Rankine cycle is the closest thermodynamic application to the DSSTC direct con-

figuration, yet the direct configuration was shown to be a unique design problem.

The indirect and waste heat recovery problems are the same general design problem

because both share a fluid-to-fluid heat transfer process to input heat to the engine.

The direct solar-thermal configuration is a unique design problem because of the lack

of an intermediate heat transfer fluid (i.e., only one fluid circuit). The ORC cycle

without superheating is identified as the best candidate to maximize efficiency and

testing found this to be correct using water; however, Chapter 14 showed that some

fluids require superheating because of the lower critical temperature. Chapter 15

finds that no known fluids meet the Region 3 criteria (Tc ≥ 500 K and Tnbp ≤ 300).

Chapter 16 notes that it may be possible to find one or more fluids in Region 3.

It also shows that Tb is limited by Tc, which prevents finding a fluid that operates

optimally at TH = 500 K without superheating. Although it may be possible to find

a fluid that would meet health, safety, and environmental requirements and perform

better in efficiency and VPC than current fluids, fluid development is costly and time

consuming. This means an existing industry must be a driver, not a potential new in-

dustry. The end result is a designer who wants to build a DSSTC system today must

choose from currently available fluids, none of which fall within Region 3. This de-

lima motivates the current effort to futher reduce the criteria (i.e., Region 4, Tc ≥ 400

K and Tnbp ≤ 400) and simulate using fluids identifed in REFPROP [185]. There
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are several benifits that will result from this less restrictive search: 1) REFPROP is

a good first source for readily available fluids that have excellent thermo/transport

information. 2) Identifying and simulating fluids near the region of interest will il-

lustrate the trade-offs between system efficiency/volumetric power capacity (ηsys/ψ)

and critical temperature/normal boiling point (Tc/Tnbp), respectively. 3) It will also

show the lack of readily available fluids that clearly meet the health, safety, and

environmental requirements and perform well (ηsys and ψ) or identify such fluids.

Many of the fluids in DIPPR 2016 [186] and NIST DB 103b [187] cannot be readily

modeled thermodynamically; therefore, thermodynamic model coefficients must be

estimated from theory or experimental data for such fluids. This is outside the scope

of work for this project and it is left as future work. The goal of the current work

is to leverage the models and simulations developed in the previous chapters to 1)

motivate the lack of good alternatives to using water as a working fluid; 2) develop

results for many more real fluids than R-11 and water; 3) illustrate the challenging

nature of health, safety and environmental requirements; and 4) use the results to

further validate the screening criteria of Tc and Tnbp.

17.2 Methodology

There are two general evaluation steps for fluids: 1) thermodynamic performance

and 2) health, safety, and environmental (HSE) concerns. Previously in this work,

thermodynamic performance was the main focus because it tends to be more deter-

ministic, especially when assuming fixed environmental conditions of irradiance and

ambient temperature. HSE concerns are highly location dependent and therefore are

much more challenging to address.
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17.2.1 Thermodynamic performance

Of the 122 fluids in REFPROP, those in Region 4 (Tc ≥ 400 K and Tnbp ≤ 400)

are identified and simulated. This new, less restrictive search will likely identify many

fluids for simulation. The bulk of the methods used to simulate the fluids of interest

are previously described in Chapter 14, namely the ORC simulation and related

assumptions (Geff = 1000 W/m2, Tamb = 300 K, etc.). Because many fluids are dry

(vapor dome tilted to the right), a second simulation is made by modifying the ORC

simulation to include the internal heat exchanger (ORC + IHX) shown in Figure 17.1.

The ORC + IHX model uses an assumed heat exchanger effectiveness (Equation 17.1)

and limits results if basic thermodynamics are violated. It is important to note that

this heat exchanger model does not properly address liquid/vapor mixtures, because

the effectiveness equation is based on temperature rather than enthalpy of the the

fluids. Both simulations use 10,000 data points in the T-s diagram because each cycle

simulation can be defined by the temperature and specific entropy at the expander

inlet. This allows cycle attributes to be plotted onto a T-s diagram. See Chapter 14

for further discussion.
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(a) Equipment configuration diagram.
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(b) Thermodynamic cycle on the T-s dia-
gram.

Figure 17.1: Direct system with IHX.
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ηihx =
T3 − T8

T3 − T6

= 0.55 (17.1a)

T8 = T3 − ηihx(T3 − T6) (17.1b)

In Chapter 16, a Pareto frontier (ηsys versus ψ) for each fluid was introduced

and several fluids were compared. To form this frontier for each fluid identified, the

nondominated data points (ηsys, ψ) are determined from the 10,000 cycle simulations

for each cycle type. Because each fluid typically has many nondominated data points,

the nondominated data point with maximum efficiency is selected for further analysis.

17.2.2 Health, safety, and environmental concerns

HSE data can be challenging to gather and further challenging to process; as a

result, no HSE analysis can be universally applied. Complicating matters further is

that current laws and regulations are not targeted specifically to the solar-thermal

application because such an industry does not yet exist. Even more challenging,

because laws protecting the public vary from city to city, state to state, country to

country, and region to region, an analysis performed for College Station, Texas is

not necessarily valid in San Diego, California or Naples, Italy. Another complication

is that the industry standards and laws are applied differently to different situations

(e.g., the rules for HVAC-R fluids are less strict in an industrial plant than for a

commercial or residential building). Institutions where persons are not necessarily

able or free to move (e.g., hospitals, prisons, and mental health wards) have the most

restrictive requirements. The possible permutations are endless.

All hope is not lost because there are a few key fluid ratings that can be used to

gauge roughly if a fluid can be used. Although HSE requirements depend on appli-

cation and location, one can get a general idea about the usability of a fluid from

an HSE perspective. To this end, there are four key ratings that will be reviewed:

319



1) NFPA 704 [190], 2) ASHRAE 34 [191], 3) ODP, and 4) GWP, i.e., the National

Fire Protection Association (NFPA) Standard 704, the American Society of Heating,

Refrigeration, and Air conditioning Engineers (ASHRAE) Standard 34, Ozone De-

pletion Potential (ODP), and Global Warming Potential (GWP). The information

is used to color code fluids based on concern of use: black for unusable, red for the

highest concern, yellow for medium concern, and green for the lowest concern. Be-

cause this work seeks to treat the topic in a general way that is independent of any

one location, no color coding system selected will be precise and the individual limits

selected will be subjective. The reader is encouraged to make their own location-

and application-specific evaluations using all relevant requirements and associated

information.

17.2.2.1 NFPA Standard 704

NFPA Standard 704 is a standard in the United States that is used to determine

how a material is labeled for shipping and storage. There are similar standards

in most countries. These diamond-shaped labels aid personnel (e.g., fire fighters) to

know how to deal with a substance during an emergency (e.g., a spill, traffic accident,

or fire). The ratings have three main hazard categories and a fourth category for

special notes. The three main hazard categories follow: 1) health (not necessarily

toxicity), 2) flammability, and 3) instability. Each of the three categories are rated

from 0 to 4, where the lower number is safer. NFPA 704 is used solely because not

all fluids in REFPROP v9.1 have been classified under ASHRAE 34. In this work,

the H-F-I triplets are used to code fluids by green, yellow, and red, where 3-2-0

or less for green, 4-4-2 or more for red, everything else yellow. This means that a

fluid with a NFPA 704 rating of 2-0-0 would be yellow. Using the highest concern

color rating for a fluid is applied across all characteristics considered. The NFPA

320



704 rating information is sourced from several locations such as the International

Mechanical Code (IMC 2009 [192]), and from Material Safety Data Sheet (MSDS)

from chemical supplier websites such as Airgas and Sigma-Aldrich. When more than

one source was reviewed and a different rating was found, the highest hazard rating

was selected.

17.2.2.2 ASHRAE Standard 34

ASHRAE Standard 34 covers the designation and safety classification of refrig-

erants, which is a companion to ASHRAE 15 the safety standard on refrigeration

systems [193]. These two standards represent the closest match to a future solar-

thermal power generation fluid standard. ASHRAE 15 does not apply to equipment

installed outside a building 20 ft from a building opening with the excepting of a

mechanical room door. The meaning of equipment does not include piping. It is

important to note that ASHRAE 15 does not define a building opening; therefore,

it is unclear if a building opening is simply a door, window, or HVAC-R fresh air

intake. Possibly openings include sewer vents, attic soffit vents, etc. In general,

maintaining a distance of 20 ft away from a building opening may be challenging

to achieve. If one were to assume that a residential building has enough space to

have collectors and heat engine meet the 20 feet exception, in theory, one could have

equipment with any working fluid. Under the code, systems with 6.6 lbs or less are

exempted. In theory, a system charged with 30 lb of R-40 (noted toxic) at high

pressure and temperature could be 20 ft up wind of an open nursery window and

still comply with the code. It is hard to imagine parents of young children would ac-

cept this hypothetical situation. As a result, this author assumes any selected ORC

fluid must meet the ASHRAE 15 code, even though it is highly unlikely that a solar

ORC system would be installed inside a build as HVAC-R equipment is. Only the
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ASHRAE 15 Subcommittee can decide to extend coverage of the code to solar ORC

applications. ASHRAE 34 provides a designation (e.g., R-11) and a safety classifi-

cation. The classification has two parts: 1) toxicity and 2) flammability. Toxicity

is rated two ways, with an ‘A’ or ‘B’. Table 4-1 (pure fluids) and 4-2 (mixtures) in

ASHRAE 34 also note if a fluid is toxic or highly toxic. The nomenclature section

of ASHRAE 34 defines what is meant by toxic and highly toxic and they are based

in even more standards. ‘A’ stands for lower toxicity and ‘B’ stands for elevated

toxicity. Flammability is rated as 1, 2L, 2, and 3 where 1 is the lowest flammability

and 3 is the highest. In this work, the ASHRAE 34 classification is used to code

fluids by green, yellow, and red, where A2L or less for green, 3 for red, everything

else yellow. This means that a fluid with an ASHRAE 34 classification of B2L would

be yellow, and if it is noted toxic, it would be red. The ASHRAE 34 classification

information was sourced directly from the standard.

17.2.2.3 ODP

Ozone Depletion Potential (ODP) is the ability of a substance to decompose ozone

O3 in the upper atmosphere. The abliblity of a substance to decompose the ozone

depends upon two main factors: 1) The presents of atoms that decompose ozone,

such as chlorine Cl or Bromine Br; and 2) the atmospheric lifetime of the substance.

The Montreal Protocol is a set of international agreements to limit and phase out

substances that deplete the stratospheric ozone layer. The US law empowering the

Environmental Protection Agency (EPA) to regulate substances for ODP is 40 CFR

Part 82, which lists specific regulated substances. As with any complex topic, a short

description oversimplifies the topic and the reader is referred to the many sources

of information on the subject, such as the US EPA website and 40 CFR Part 82

(Subpart A Appendix A and B for a list of regulated substances). In this work,
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fluids regulated by 40 CFR 82 Subpart A are coded black. ODP information was

sourced from several locations: 1) 40 CFR 82 [194], 2) EPA website, and 3) known

chemical structure-property relationships. For example, hydrofluoro olefins (HFOs)

have zero ODP because the molecular structure of HFO molecules lack the required

atoms to react with stratospheric ozone and decompose it, which is why HFOs were

developed as working fluids for HVAC-R applications. R-1336mzz(Z) is an HFO

for which the proceeding discussion is correct. R-1233zd(E) is also an HFO, with a

chlorine atom. It has a non-zero yet very small ODP, an extremely short atmospheric

lifetime, and is not regulated for ODP. Because of this, R-1233zd(E) is sometimes

referred to by researchers as an hydrochlorfluoro olefin (HCFO).

17.2.2.4 GWP

The Paris Climate Accord is an international agreement that limits greenhouse

gas emissions in an effort to slow or stop anthropogenic (human-caused) climate

change. One aspect is to limit the manufacture of fluids that when released into the

atmosphere contribute to climate change. Global Warming Potential (GWP) is the

measure of how much energy 1 ton of gas will absorb over a given period of time

normalized by the amount of energy 1 ton of CO2 will absorb over the same time

period. There are two key fluid characteristics: atmospheric lifetime and energy

absorption rate. Here, the standard 100-year time period is used. The European

Union has limited the use of refrigerants that have GWP > 200 and there is debate

to change this limit to 150. Currently in the United States, efforts to regulate refrig-

erants based on GWP have failed. The HVAC-R industry has responded to these

regulatory risks differently. Some refrigerant manufactures are strongly opposed to

regulation, whereas others strongly support it; however, all manufactures are actively

searching for alternative refrigerants with low GWP. GWP data was sourced from
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the IPCC [195]. In this work, fluids with GWP ≤ 200 are coded green, fluids with

GWP ≥ 1000 are red, and everything else is yellow.

17.3 Results and discussion

17.3.1 Thermodynamic screening

Fluids in REFPROP were screened based on Tc ≥ 400 K and Tnbp ≤ 400 (Region

4) and 50 were identified. Heavy water (D2O) cycle simulations failed. It is typically

used as a compressed liquid in nuclear reactors (heavy water reactors) for moderation

and cooling. It is believed that these calculations failed from the lack of a need to

calculate superheated states and corresponding deficiencies in the EOS for heavy

water. REFPROP v9.1 fluid file for heavy water uses an equation of state from

1982. REFPROP v10 uses an updated equation of state for heavy water. Heavy

water is expensive to manufacture and has very similar thermodynamic properties

as water; therefore, it was removed from the results (Table 17.1).

Each of the 49 fluids are simulated in 10,000 cycle simulations (Figures 17.2(a)

and 17.2(b). Note the reduced area for ORC + IHX calculations. This is because the

IHX requires certain conditions to be met before this cycle is possible (e.g., T3−T6 >

0). Figure 17.2(c) shows the difference in system efficiency for the same expander

inlet condition. Figure 17.2(d) shows the nondominated points of the Pareto frontier

for each cycle using water. As expected, water has higher efficiency when used in

an ORC. This is because water is a wet fluid (see discussions in Chapters 4 and 16

for more information). R-11 is a dry fluid and has the opposite result, where the

ORC + IHX gives higher efficiency. Table 17.2 documents the full thermodynamic

screening results.
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Figure 17.2: Comparison of the ORC and ORC + IHX using water.
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Table 17.1: Fluids in REFPROP with Tc ≥ 400 K and Tnbp ≤ 400 K

Filename Name #† CAS # Formula #‡

1 1BUTENE 1-butene 106-98-9 CH3-CH2-CH=CH2 12

2 ACETONE Acetone 67-64-1 (CH3)2CO 10

3 AMMONIA Ammonia R-717 7664-41-7 NH3 4

4 BENZENE Benzene 71-43-2 C6H6 12

5 BUTANE Butane R-600 106-97-8 CH3-2(CH2)-CH3 14

6 C1CC6 Methylcyclohexane 108-87-2 C6H11(CH3) 21

7 C2BUTENE Cis-butene 590-18-1 CH3-CH=CH-CH3 12

8 C5F12 Perfluoropentane 678-26-2 C5F12 17

9 CYCLOHEX Cyclohexane 110-82-7 C6H12 18

10 CYCLOPEN Cyclopentane 287-92-3 C5H10 15

11 DEE Diethyl Ether 60-29-7 C4H10O 15

12 DMC Dimethyl Carbonate 616-38-6 C3H6O3 12

13 DME Dimethylether R-E170 115-10-6 (CH3)2O 9

†ASHRAE 34 refrigerant number

‡Number of atoms per molecule
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Continuation of Table 17.1

Filename Name #† CAS # Formula #‡

14 ETHANOL Ethanol 64-17-5 C2H6O 9

15 HEPTANE Heptane 142-82-5 CH3-5(CH2)-CH3 23

16 HEXANE Hexane 110-54-3 CH3-4(CH2)-CH3 20

17 IBUTENE Isobutene 115-11-7 CH2=C(CH3)2 12

18 IHEXANE Isohexane 107-83-5 (CH3)2CH(CH2)2CH3 20

19 IOCTANE Isooctane 540-84-1 (CH3)2CHCH2C(CH3)3 26

20 IPENTANE Isopentane R-601a 78-78-4 (CH3)2CHCH2CH3 17

21 ISOBUTAN Isobutane R-600a 75-28-5 CH(CH3)3 14

22 METHANOL Methanol 67-56-1 CH3OH 6

23 MM Hexamethyldisiloxane 107-46-0 2(CH3)3OSi2 27

24 NEOPENTN Neopentane 463-82-1 C(CH3)4 17

25 NOVEC649 Novec 649 756-13-8 CF3CF2C(=O)CF(CF3)2 19

26 OCTANE Octane 111-65-9 CH3-6(CH2)-CH3 26

†ASHRAE 34 refrigerant number

‡Number of atoms per molecule
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Continuation of Table 17.1

Filename Name #† CAS # Formula #‡

27 PENTANE Pentane R-601 109-66-0 CH3-3(CH2)-CH3 17

28 PROPYNE Propyne 74-99-7 CH3CCH 7

29 R11 CFC-11 R-11 75-69-4 CCl3F 5

30 R113 CFC-113 R-113 76-13-1 CCl2FCClF2 8

31 R114 CFC-114 R-114 76-14-2 CClF2CClF2 8

32 R123 HCFC-123 R-123 306-83-2 CHCl2CF3 8

33 R1233ZDE HFO-1233zd(E) R-1233zd(E) 102687-65-0 CF3CH=CHCl 9

34 R1336MZZ_Z HFO-1336mzz(Z) R-1336mzz(Z) 692-49-9 C4H2F6 12

35 R141B HCFC-141b R-141b 1717-00-6 CCl2FCH3 8

36 R142B HCFC-142b R-142b 75-68-3 CClF2CH3 8

37 R21 HCFC-21 R-21 75-43-4 CHCl2F 5

38 R236EA HFC-236ea R-236ea 431-63-0 CF3CHFCHF2 11

39 R245CA HFC-245ca R-245ca 679-86-7 CHF2CF2CH2F 11

†ASHRAE 34 refrigerant number

‡Number of atoms per molecule
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Continuation of Table 17.1

Filename Name #† CAS # Formula #‡

40 R245FA HFC-245fa R-245fa 460-73-1 CF3CH2CHF2 11

41 R365MFC HFC-365mfc R-365mfc 406-58-6 CF3CH2CF2CH3 14

42 R40 Methyl Chloride R-40 74-87-3 CH3Cl 5

43 RE245CB2 HFE-245cb2 R-E245cb2 22410-44-2 CF3CF2OCH3 12

44 RE245FA2 HFE-245fa2 R-E245fa2 1885-48-9 CHF2OCH2CF3 12

45 RE347MCC HFE-7000 R-E347mcc 375-03-1 CF3CF2CF2OCH3 15

46 SO2 Sulfur Dioxide R-764 7446-09-5 SO2 3

47 T2BUTENE Trans-2-butene 624-64-6 CH3-CH=CH-CH3 12

48 TOLUENE Toluene 108-88-3 CH3-C6H5 15

49 WATER Water R-718 7732-18-5 H2O 3

†ASHRAE 34 refrigerant number

‡Number of atoms per molecule
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Table 17.2: Results for fluids in REFPROP with Tc ≥ 400 K and Tnbp ≤ 400 K

Row Name

ORC ORC+IHX

Tc Tnbp ηsys ψ ηsys ψ

[K] [K] % [ J
m3 ] % [ J

m3 ]

1 1-butene 419.3 266.8 9.33 1.01e6 9.81 9.83e5

2 Acetone 508.1 329.2 11.21 2.02e5 11.52 1.94e5

3 Ammonia (R-717) 405.4 239.8 10.51 3.80e6 10.58 3.36e6

4 Benzene 562.0 353.2 11.24 9.19e4 11.57 8.94e4

5 Butane (R-600) 425.1 272.6 9.06 8.01e5 9.55 7.87e5

6 Methylcyclohexane 572.2 374.0 10.52 4.29e4 11.20 4.45e4

7 Cis-butene 435.8 276.8 9.91 8.47e5 10.40 8.12e5

8 Perfluoropentane 420.6 302.9 6.91 2.70e5 7.95 2.70e5

9 Cyclohexane 553.6 353.9 10.76 8.61e4 11.31 8.60e4

10 Cyclopentane 511.7 322.4 10.78 2.30e5 11.26 2.30e5

11 Diethyl Ether 466.7 307.6 9.71 3.21e5 10.26 3.17e5

12 Dimethyl Carbonate 557.0 363.2 11.19 6.23e4 11.54 6.05e4

13 Dimethylether (R-E170) 400.4 248.4 9.68 2.08e6 10.10 2.01e6

14 Ethanol 514.7 351.6 11.54 8.43e4 11.72 8.05e4

15 Heptane 540.1 371.5 10.07 4.23e4 10.92 4.48e4

16 Hexane 507.8 341.9 9.94 1.12e5 10.78 1.15e5

17 Isobutene 418.1 266.2 9.17 1.02e6 9.65 9.88e5

18 Isohexane 497.7 333.4 9.68 1.43e5 10.59 1.46e5

19 Isooctane 544.0 372.4 9.57 4.08e4 10.64 4.41e4

20 Isopentane (R-601a) 460.3 300.9 9.31 3.44e5 9.86 3.39e5
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Continuation of Table 17.2

Row Name

ORC ORC+IHX

Tc Tnbp ηsys ψ ηsys ψ

[K] [K] % [ J
m3 ] % [ J

m3 ]

21 Isobutane (R-600a) 407.8 261.4 8.47 1.01e6 8.94 9.74e5

22 Methanol 512.6 337.6 11.62 1.66e5 11.69 1.49e5

23 Hexamethyldisiloxane 518.8 373.4 8.91 3.55e4 10.18 3.87e4

24 Neopentane 433.7 282.7 8.41 4.98e5 8.93 4.89e5

25 Novec 649 441.8 322.2 7.24 1.66e5 8.57 1.63e5

26 Octane 569.3 398.8 10.15 1.59e4 10.99 1.67e4

27 Pentane (R-601) 469.7 309.2 9.59 2.83e5 10.15 2.80e5

28 Propyne 402.4 248.0 9.49 1.66e6 9.83 1.58e6

29 CFC-11 471.1 296.8 10.71 5.13e5 11.14 4.99e5

30 CFC-113 487.2 320.7 10.11 2.23e5 10.65 2.21e5

31 CFC-114 418.8 276.7 8.57 6.88e5 9.06 6.75e5

32 HCFC-123 456.8 301.0 10.07 4.34e5 10.58 4.23e5

33 HFO-1233zd(E) 439.6 291.4 9.69 5.64e5 10.20 5.47e5

34 HFO-1336mzz(Z) 444.4 306.5 9.08 3.11e5 9.62 3.06e5

35 HCFC-141b 477.5 305.2 10.49 3.61e5 10.96 3.54e5

36 HCFC-142b 410.7 264.0 9.13 9.96e5 9.64 9.90e5

37 HCFC-21 451.4 282.0 10.15 6.73e5 10.27 6.42e5

38 HFC-236ea 412.4 279.3 7.83 5.44e5 8.31 5.43e5

39 HFC-245ca 447.5 298.4 9.19 3.84e5 9.75 3.85e5

40 HFC-245fa 427.1 288.2 8.76 4.98e5 9.29 4.97e5

41 HFC-365mfc 460.0 313.3 9.23 2.52e5 9.78 2.49e5

331



Continuation of Table 17.2

Row Name

ORC ORC+IHX

Tc Tnbp ηsys ψ ηsys ψ

[K] [K] % [ J
m3 ] % [ J

m3 ]

42 Methyl Chloride (R-40) 416.3 249.1 10.72 2.11e6 11.01 1.96e6

43 HFE-245cb2 (R-E245cb2) 406.8 278.8 7.87 6.17e5 8.34 6.04e5

44 HFE-245fa2 (R-E245fa2) 444.9 302.4 9.10 3.66e5 9.63 3.60e5

45 HFE-7000 (R-E347mcc) 437.7 307.4 8.12 2.59e5 8.83 2.55e5

46 Sulfur Dioxide (R-764) 430.6 263.1 10.55 1.63e6 10.52 1.49e6

47 Trans-2-butene 428.6 274.0 9.61 8.74e5 10.10 8.47e5

48 Toluene 591.8 383.8 11.11 3.33e4 11.57 3.23e4

49 Water (R-718) 647.0 373.1 11.84 3.99e4 11.38 3.73e4
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Table 17.3: Health, Safety, and Environmental data for fluids in REFPROP with Tc ≥ 400 K and Tnbp ≤ 400 K

Name
NFPA 704 ASHRAE

ODP§ GWP$ Comments
H-F-I† 34‡

1 1-butene 1-4-0 Red, flammability

2 Acetone 1-3-0 0.5 Yellow, flammability

3 Ammonia (R-717) 3-3-0 B2L Yellow, flammability, toxicity

4 Benzene 2-3-0 Red, known carcinogen

5 Butane (R-600) 1-4-0 A3 4.0 Red, flammability

6 Methylcyclohexane 2-3-0 Yellow, flammability

7 Cis-butene 1-4-0 Red, flammability

8 Perfluoropentane 1-0-0 8550 Red, GWP, low efficiency

9 Cyclohexane 1-3-0 Yellow, flammability

10 Cyclopentane 2-3-0 Yellow, flammability

11 Diethyl Ether 0-4-0 Red, flammability

12 Dimethyl Carbonate 1-3-0 Yellow, flammability

13 Dimethylether (R-E170) 0-4-0 A3 1 Red, flammability

14 Ethanol 2-3-0 2.8 Yellow, flammability
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Continuation of Table 17.3

Row Name
NFPA 704 ASHRAE

ODP§ GWP$ Comments
H-F-I† 34‡

15 Heptane 1-3-0 Yellow, flammability

16 Hexane 1-3-0 Yellow, flammability

17 Isobutene 1-4-0 Red, flammability

18 Isohexane 2-3-0 Yellow, flammability

19 Isooctane 2-3-0 Yellow, flammability

20 Isopentane (R-601a) 1-4-0 A3 Red, flammability

21 Isobutane (R-600a) 1-4-0 A3 Red, flammability

22 Methanol 1-3-0 Yellow, flammability

23 Hexamethyldisiloxane 2-3-2 Red, instability

24 Neopentane 1-4-0 Red, flammability

25 Novec 649 3-0-1 Green

26 Octane 2-3-0 Yellow, flammability

27 Pentane (R-601) 1-4-0 A3 Red, flammability

28 Propyne 1-4-3 Red, flammability, Instability
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Continuation of Table 17.3

Row Name
NFPA 704 ASHRAE

ODP§ GWP$ Comments
H-F-I† 34‡

29 CFC-11 2-0-0 A1 1.0 4,750 Black, ODP

30 CFC-113 2-0-0 A1 0.8 6,130 Black, ODP

31 CFC-114 2-0-0 A1 1.0 9,180 Black, ODP

32 HCFC-123 2-0-0 B1 0.02 77 Black, ODP

33 HFO-1233zd(E) 2-0-0 A1 1 Green

34 HFO-1336mzz(Z) 3-0-0 A1 2 Green

35 HCFC-141b 2-1-0 0.11 717 Black, ODP

36 HCFC-142b 0-4-0 A2 0.065 2,220 Black, ODP

37 HCFC-21 0-0-0 B1 0.04 151 Black, ODP, toxic‡

38 HFC-236ea 3-0-0 0 1,410 Red, GWP

39 HFC-245ca 3-4-0 0 726 Red, flammability

40 HFC-245fa 2-0-1 B1 0 1,050 Red, GWP

41 HFC-365mfc 0-4-1 0 842 Red, flammability

42 Methyl Chloride (R-40) 1-4-0 B2 13 Red, flammability, toxic‡
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Continuation of Table 17.3

Row Name
NFPA 704 ASHRAE

ODP§ GWP$ Comments
H-F-I† 34‡

43 HFE-245cb2 (R-E245cb2) 3-0-0 0 740 Yellow, GWP

44 HFE-245fa2 (R-E245fa2) 3-0-0 0 680 Yellow, GWP

45 HFE-7000 (R-E347mcc) 3-0-0 0 499 Yellow, GWP

46 Sulfur Dioxide (R-764) 3-0-0 B1 Yellow, toxicity

47 Trans-2-butene 1-4-0 Red, flammability

48 Toluene 2-3-0 2.7 Yellow, flammability

49 Water (R-718) 0-0-0 A1 Green, high efficiency low VPC

†NFPA 704 ratings for health, flammability, instability hazards; encoding or this work: 3-2-0 or less for green, 4-4-2

or more for red, everything else yellow

‡ASHRAE 34 safety classification of refrigerants; A/B for lower/higher toxicity and notes of toxic and highly toxic;

1, 2L, 2, 3 for low to high flammability; encoding A2L or lower for green, 3 for red, everything else yellow.

§Ozone depletion potential, > 0 prohibited by Montreal protocols, in the USA 40 CFR 82; > 0 encoded red

$ Global warming potential based on 100 year atmospheric lifetime; encoding ≤ 200 green, ≥ 1000 red
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Figures 17.3(a) and 17.3(b) show the nondominated Pareto frontiers for each of

the 49 fluids for both cycles. To obtain a better view of the results, the maximum

efficiency point from the set of nondominated points of each fluid are shown in

Figures 17.3(c) and 17.3(d), and each of these figures shows a nondominated Pareto

set of fluids. Figures 17.4(a) and 17.4(b) show selected fluids. It is important to note

that water and ammonia are well-known natural working fluids. Benzene performs

well despite being a known carcinogen. R-11 and two R-11 replacement fluids are also

shown. The manufacture or import of R-11 is banned by 40 CFR 82. R-1233zd(E)

and R-1336mzz(Z) are substitues for R-11 in HVAC-R applications, both of which

have reduced thermodynamic performance for the direct solar-thermal configuration.

As expected, water has the highest efficiency and ammonia has the largest VPC

(smallest machine size). There are several challenges to using water: 1) large machine

size, 2) some states have adopted boiler and pressure vessel codes that require 24-hour

licensed operators for steam systems, 3) low vapor pressure in the condenser causes

air infiltration problems, and 4) need to accommodate fluid freezing. Any serious

attempt to use water as a working fluid in an STC system must include an in-depth

evaluation of all applicable boiler and pressure vessel codes. This research is left as

future work. All these challenges lead to water being used as a power generation fluid

at the very large scale to overcome the economic costs of these challenges. Ammonia

has elevated toxicity and is typically limited to use in industrial settings. From this,

it can be seen that a thermodynamic screening alone is not enough to complete the

fluid selection process; HSE screening is also needed.

17.3.2 First HSE screening

Figures 17.5(a) and 17.5(b) show the color coding based on the HSE screening

methodology described above. Table 17.3 documents the tabulated information and
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Figure 17.3: Introducing Pareto frontier data of 49 fluids in REFPROP with Tc ≥
400 K and Tnbp ≤ 400.
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Figure 17.4: Maximum efficiency point of selected fluids.

the color coding. There are only four fluids: 1) water, 2) R-1233zd(E), R-1336mzz(Z),

and 3) Novec 649 that are coded green (i.e., low concern). The challenges in using wa-

ter at the distributed scale were discussed in the previous paragraph. R-1233zd(E) is

a refrigerant sold by Honeywell. During a personal communication with Rajiv Singh

of Honeywell, Rajiv noted that R-1233zd(E) has an upper temperature use limit of

about ∼440 K (170◦C) caused by trans-cis isomerization. After some time at ∼470

K (200◦C), R-1233zd(E) is expected to shift to a mixture of R-1233zd(E)/1233zd(Z)

(90/10). Stablity information is not yet complete and operation higher than ∼440

K (170◦C) is not recommend. The stability information posses a problem for using

R-1233zd(E) in a direct solar-thermal configuration because the predicted high op-

erating temperatures are ∼ 500 K or more. Shutdowns during daylight hours for a

stationary STC would achieve the stagnation temperature of the collector. For the

N–S XCPC, stagnation temperature is ∼650 K. High stagnation temperature is a

central challenge to the direct configuration with a stationary collector. Although

R-1336mzz(Z) has been shown to be stable up to ∼520 K (250◦C), it also has trans-
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cis isomerization concerns [196,197] and the thermodynamic performance is reduced.

Novec 649 is used as a fire extinguishing agent for electronics and has low thermo-

dynamic performance. Novec 649 has been previously considered for other ORC

applications.

Discussing the remaining nondominated fluids for the ORC, R-40 is classified by

ASHRAE 34 as toxic and use is highly cautioned. Methanol, acetone, and cyclopen-

tane have elevated concern because of NFPA 704 rating of 3 for flammability. In the

European Union HVAC-R working fluids with higher flammability are acceptable to

use in very small quantities. The DSSTC application is anticipated to require larger

quantities. In general, for HSE reasons, none of the nondominated fluids on the

Pareto frontier are good candidates. In the case of water, there is excessive cost at

smaller scale, because of large machine size and air infiltration. In special circum-

stances, it is possible to make limited cases for fluids that have been eliminated by

the HSE screening. For example, in industrial applications, almost all health and

safety concerns can be addressed through industrial hygiene and engineering safety

measures. These measures may increase the LCOE for an installation. The use

of benzene is a good example because it is used heavily in chemical manufacturing

(e.g., plastics). Although this is true, it is balanced by the decreased use of benzene

as a general industrial cleaning solvent after it was identified as a carcinogen. The

above results and discussions clearly motivate why there is a need to search for new

working fluids for the direct solar-thermal configuration, the indirect solar-thermal

configuration, and medium-temperature waste heat recovery applications. Chap-

ter 16 showed that it was possible to find a fluid that would have a better balance

between system efficiency ηsys and VPC ψ. Using the ORC, Figure 17.6 shows the

‘best’ test fluid from Chapter 16 with the 49 fluids from REFPROP for comparison.

It is likely that there would be one or more candidate fluids that would also have
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better HSE characteristics. Here, the importance of this new-not-yet identified fluid

is highlighted. Reviewing Table 17.3, there are several fluids coded yellow based only

on GWP. Because the ASHRAE 34 classification is not available for many fluids in

REFPROP, the NFPA 704 rating is used as a substitute, which has several chal-

lenges. For example, R-40 is rated 1-4-0 and B2 toxic. The NFPA 704 health rating

of 1 does not appear to account for toxicity. This perspective is further supported

by the example of ammonia (3-3-0 and B2), which is rated 2 health hazard points

higher than R-40 using the NFPA 704 standard, and ammonia is not label toxic in

ASHRAE 34. Another challenge is that NFPA 704 information from multiple MSDS

can sometimes appear to conflict each other. The challenge for any US system man-

ufacturer is that any system that currently uses a fluid with elevated GWP is likely

to face future restrictions domestically and current ones abroad in the European

Union. This represents a notable concern when using such fluids in a product made

by a start-up company attempting to foster a new industry. From this discussion,

it is clear that more information is required to fully assess HSE restrictions for a

particular location.

17.3.3 Second HSE screening

Reviewing the results of the first screening, several fluids were coded yellow based

on GWP. In an effort to ensure reasonable working fluids were not eliminated, a

second HSE review is conducted. Fluids with an NFPA 704 flammability hazard of 3

or 4 were always ASHRAE 34 Class 2 or 3 for flammability. Starting with all 49 fluids

and removing fluids banned under 40 CFR 82, an NFPA 704 flammability rating of

3 or greater, and GWP ≥ 1000, the list is reduced to eight fluids. Removing sulfur

dioxide because of toxicity in ASHRAE 34, seven fluids remain. Table 17.4 lists the

remaining seven fluids and ammonia, which are also displayed in Figure 17.7. Novec
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Figure 17.5: Health, safety, and environmental concerns for 49 fluids in REFPROP.
Green, yellow, and red note low, medium, and higher concern respectively. Black
notes fluids banned by 40 CFR 82.
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649, HFE-245cb2, and HFE-7000 are removed for low system performance. HCFO-

1233zd(E), HFO-1336mzz(Z), HFE-245fa2, and water remain. Ammonia is added

back for comparison because it has the highest VPC of the 49 fluids, and it is a well-

known natural refrigerant. HFE-245fa2 has elevated GWP and it is not acceptable for

use in the European Union. Although HFE-245fa2 is not currently banned from use

in the United States, the industry is moving away from working fluids with notable

GWP. HCFO-1233zd(E) has an upper temperature limit of about ∼440 K. HFO-

1336mzz(Z) is known to be stable up to 540 K [196, 197]. Both HCFO-1233zd(E)

and HFO-1336mzz(Z) may not be able to withstand stagnation temperatures when

the system is not in use and the stationary collectors are exposed to sunlight. Further

investigation of stability is required and left as future work. HCFO-1233zd(E) has

a Tnbp = 291.4 K, and HFO-1336mzz(Z) has a Tnbp = 306.5 K. This means both

fluids are low-pressure refrigerants with internal condenser pressures below that of

ambient for many operating conditions. The low pressure provides the possibility

of 1) lower machine costs in terms of the thicknesses required to contain the fluid,

2) higher machine costs because of the larger machine size compared to ammonia,

and 3) air infiltration and the associated costs required to mitigate and/or repair the

resulting damage. Points 1 and 2 indicate a need to research the effect of Tnbp on

machine costs; accounting for both effects and is left as future work. The second HSE

screening illustrates the many and complex trade-offs that exist in the fluid options.

The reader is again encouraged to use the methodologies demonstrated to perform a

location/application-specific screening of fluids prior to selecting a fluid. Any serious

attempt to build a non-tracking DSSTC system would likely have trouble using a

fluid other than water because of the stagnation temperature issue. This means

that an indirect system would be required to protect the ORC working fluid from

stagnation temperatures in the collector. This shift would also result in lower system
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Table 17.4: Results for fluids in REFPROP with Tc ≥ 400 K and Tnbp ≤ 400 K

Row Name
ORC ORC+IHX

Tc Tnbp ηsys ψ ηsys ψ
[K] [K] % [ J

m3 ] % [ J
m3 ]

3 Ammonia (R-717) 405.4 239.8 10.51 3.80e6 10.58 3.36e6
25 Novec 649 441.8 322.2 7.24 1.66e5 8.57 1.63e5
33 HFO-1233zd(E) 439.6 291.4 9.69 5.64e5 10.20 5.47e5
34 HFO-1336mzz(Z) 444.4 306.5 9.08 3.11e5 9.62 3.06e5
43 HFE-245cb2 (RE-245cb2) 406.8 278.8 7.87 6.17e5 8.34 6.04e5
44 HFE-245fa2 (RE-245fa2) 444.9 302.4 9.10 3.66e5 9.63 3.60e5
45 HFE-7000 (RE-347mcc) 437.7 307.4 8.12 2.59e5 8.83 2.55e5
49 Water (R-718) 647.0 373.1 11.84 3.99e4 11.38 3.73e4

efficiency because of the heat exchange process between the two working fluid circuits

in an indirect system. One possible alternative is to adjust the STC design with the

goal to achieve a lower stagnation temperature without compromising efficiency at

operational temperatures.

17.3.4 Testing critical temperature and normal boiling point temperature as

reduced criteria

Figure 17.8 shows the correlation results and confirms that ηsys is correlated to

Tc with some scatter and ψ is strongly correlated to Tnbp. The scatter is likely caused

by influences from the specific heat, system effects, and vapor dome shape. These

results also show that the Region 4 boundaries will not screen out relavent fluids

for consideration. Comparing Figures 17.8(a) and 17.8(b) shows that using an IHX

increases system efficiency in most cases. The LCOE analysis to decide whether or

not to include an IHX is left as future work.

17.4 Conclusions and summary

Based on Tc ≥ 400 K and Tnbp ≤ 400 (Region 4), screening the fluids in REF-

PROP found 50 fluids. Simulating 49 fluids to determine ηsys and ψ showed there
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Figure 17.8: Reduced search criteria (Tc and Tnbp) correlations from 49 fluids in
REFPROP.
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are many options with various trade-offs between the two characteristics. The results

confirmed that Region 4 is sufficiently less restrictive to ensure important fluids are

not overlooked. Further screening based on health, safety, and environmental con-

cerns left few, if any, good choices. R-1233zd(E) and R-1336mzz(Z) are identified as

good options from a HSE standpoint despite a notable loss in efficiency compared to

water. Upon further investigation, a stability problem with trans-cis isomerization

was noted, with R-1336mzz(Z) stability being better documented. This leads to the

need to evaluate stability of R-1233zd(Z) and R-1336mzz(Z) in the future. A second

screening was performed identifying the same fluids as the best options. The second

screening also identified a several of refrigerants with elevated GWP and therefore

greater risk of use. Given the lack of highly stable alternatives, the stagnation issue

will likely require the use of an indirect system to protect the the ORC working fluid.

An alternative solution to the temperature issue is to redesign the STC to lower the

stagnation temperature. This investigation highlights the need to seek out new flu-

ids for DSSTC and waste heat recovery applications because no one fluid is ‘best’ in

every category. Tc and Tnbp are confirmed good initial screening criteria to avoid the

computationally expensive calculations needed to determine ηsys and ψ. While the

original methods are adapted from the HVAC-R industry search for working fluids,

adapting this search process to DSSTC and waste heat recovery applications is the

original work of this author.

17.5 Future work

During the course of conducting this research, several additional routes of explo-

ration were noted and left for future work:

• Model ORC and ORC + IHX performance for R-1233zd(Z) and further explore

suitability.
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• Upgrade IHX model to include enthalpy.

• Repeat this analysis for the fluids that only have a REFPROP v10 file format

as REFPROP v9.1 was used in this work. This has two benefits: 1) additional

fluids have been added and 2) the algorithms have been refined.

• Extend this analysis to the fluids in the DIPPR 2016 database by writing .fld

files for them.

• Extend this analysis to the fluids in NIST DB 103b.

• Refine the HSE screening by including more screening characteristics such as

refrigerant concentration limit (RCL), permissible exposure level (PEL), work-

place environmental exposure limit (WEEL), etc.

• Repeat this analysis for indirect configurations and waste-heat-recovery appli-

cations.

• Upgrade analyses to include a lifecycle cost of energy (LCOE) estimation and

minimization.

• Research boiler and pressure vessel code requirements to determine locations

and impacts on design costs.

• Research fluid stability at stagnation temperatures.

• Research the effect of Tnbp on machine costs while accounting for both machine

size and machine thicknesses.
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18. PERFORMANCE ANALYSIS OF R-1233ZD(Z) IN A DIRECT

SOLAR-THERMAL HEAT ENGINE

18.1 Introduction/background

Cis-1-chloro-3,3,3-trifluoropropene R-1233zd(Z) is a little-known compound that

was explored for foam blowing applications. In recent years, trans-1-chloro-3,3,3-

trifluoropropene R-1233zd(E) has been commericalized by Honeywell as a R-11 re-

placement and for ORC applications with a recommended operating temperature

limit of ∼440 K (170◦C) [198]. These two molecules form a trans-cis stereo iso-

mer pair. Although there is a modest amount of research on the trans orientation

of the molecule R-1233zd(E), only two papers were found on the cis orientation

R-1233zd(Z) [199, 200]. For R-1233zd(E), Honeywell recommends a maximum op-

erating temperature limit of ∼470 K (200◦C) in the special case that a mixture of

R-1233zd(E)/1233zd(Z) (90.0/10.0) is acceptable to form overtime. Percentages of

refrigerant mixtures are based on molar mass throughout this work, although iso-

mers provide a special case where the percentage based on mass is the same as that

based on moles because the molar mass is the same. In Chapter 17, REFPROP

v9.1 fluids were screened by Tc and Tnbp, then the remaining fluids were simulated

for use in the direct solar-thermal configuration (Figure 18.1). The analysis found

that R-1233zd(E) had favorable thermodynamic properties, whereas the information

about chemical stability is limited, possibly unfavorable. The main challenge is to

determine how the isomers will thermally react and change into the counterpart or

decompose into something else (for chemical stablity background, see [26, 201]). At

elevated temperatures, some isomers tend to shift from trans to cis, meaning the

cis isomer is more stable e.g., R-1336mzz(Z); however, this is not necessarily always
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the case. Some trans-cis isomers can shift between the two configurations. The goal

of this chapter is to study the thermodynamic performance of R-1233zd(Z) and ex-

plore the performance of various mixtures of both isomers. Because R-1233zd(Z)

is under development, there is much to be learned about the isomerization process,

including the thermal decomposition rate as a function of temperature, and iso-

merization conversion rates as a function of temperature. The thermodynamic and

transport properties are not all well measured. The current study is asking and an-

swering the question “Assuming the isomers R-1233zd(E) and R-1233zd(Z) can form

a stable mixture, what would the thermodynamic performance be of a direct solar-

thermal organic Rankine cycle with an internal heat exchanger ORC + IHX system

(Figure 18.2)?” This information can be used to motivate further reseach into the

isomerization and decomposition processes. Rajiv Singh of Honeywell has been kind

enough to share a preliminary REFPROP v9.1 [185] fluid file for R-1233zd(Z) [198].

The equation of state (EOS) for R-1233zd(Z) is based on Extended Correspond-

ing States (ECS) [189]. NIST has already measured and fit R-1233zd(E) for use in

REFPROP [202]. Because fluid development is expensive and time consuming, it is

important to check thermodynamic performance at multiple stages in the develop-

ment process. Here, the goal is to perform a preliminary check of thermodynamic

performance in a direct configuration solar-thermal organic Rankine cycle with an

internal heat exchanger ORC + IHX system.

18.2 Methodology

Using the simulation methodology of Chapter 17, R-1233zd(Z) is simulated for

use in a direct solar-thermal ORC + IHX heat engine. The simulation is performed at

Tamb = 300 K and Geff = 1000 W/m2. The second portion of the simulation process

is to analyze the special case where the two isomers approach a fixed ratio (assuming
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that a specific ratio is achieved in the long run as a function of high operating temper-

ature). Because it is not yet clear if this is possible or what the mixture ratio would

be, nine mixture ratios are studied. The mixtures are uniformly distributed as fol-

lows: R-1233zd(E), R-1233zd(E)/1233zd(Z) (90.0/10.0),... ,R-1233zd(E)/1233zd(Z)

(10.0/90.0), R-1233zd(Z). This leads to eleven results, one for each of the pure flu-

ids, and nine results uniformly spanning the binary mixing possibilities. Operating

a mixture is only possible if both isomers do not thermally decompose into prod-

ucts other than R-1233zd(E) or R-1233zd(Z). The thermal decomposition rate as a

function of temperature of both isomers are not yet well studied.

18.3 Results and discussion

Because the thermodynamic cycle (ORC + IHX) can be defined by the location

of the expander inlet in the T-s diagram (all other states are calculated from this

and the assumptions, see Chapter 17 for more information), one can plot cycle and

system performance attributes on a T-s diagram. Figure 18.3(a) shows the results for

R-1233zd(E) based on the NIST-supplied fluid file. The green data points note the

nondominated Pareto frontier in the system efficiency ηsys verses volumetric power ca-

pacity (VPC) ψ space for that fluid. Figure 18.3(d) shows the results for R-1233zd(Z)

based on the Honeywell preliminary fluid file. There is an increase in area where cal-

culations failed. These failures result from the Tm numerical averaging along/near the

critical pressure line. See Chapter 14 and Equation 14.4 for more information. This is

typical of fluids using preliminary fit coefficients for the EOS because the area around

the critical point is the most difficult area to accurately model. Figures 18.3(b)

and 18.3(c) show results for mixtures R-1233zd(E)/1233zd(Z) (70.0/30.0) and R-

1233zd(E)/1233zd(Z) (30.0/70.0) respectively. Figure 18.4(a) shows preliminary re-

sults for R-1233zd(E)/1233zd(Z) (50.0/50.0). Note the area at the left where some
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results violate Carnot’s law. Figure 18.4(b) shows the calculation domain shifted to

avoid this problem. The most likely cause of the problem is the IHX heat exchanger

model defined in Equations 17.1, because the IHX model assumes no phase change.

Because the results of interest are not inside the vapor dome, the overall results are

not affected. Although there are three noted issues with the performance of modeling

R-1233zd(Z) in mixtures and as a pure fluid, these problems do not undermine the

overall results.

The high operating temperatures 550 K or more of R-1233zd(E), R-1233zd(Z)

and their binary mixtures in a direct solar-thermal ORC + IHX system create two

similar concerns: 1) This is above the currently recommended maximum limit of

∼470 K (200◦C) during operation, and 2) The direct configuration does not protect

a fluid from the collector stagnation temperature which is estimated to be ∼650

K for the N–S XCPC (Chapter 9). There are three alternatives that may help to

resolve this problem: 1) Use the fluid in an indirect configuration to protect the

fluid from higher temperatures, which will also lower the system efficiency because

of the entropy generation of the additional heat exchanger, 2) Explore the use of

temperature-dependent coatings on the absorber area to increase heat rejection when

the collector is above a predetermined temperature, and 3) Use noble metals or

hastelloy materials of construction for all surfaces in fluid contact to increase chemical

stablity of the fluid. The second option is currently being explored in STC to limit

thermal stress thereby increasing longevity and lowering cost. A fourth alternative

is to minimize the time the fluid is at high temperature [198]. This alternative is

discounted because of the time it takes for the fluid to be heated in the collector

and cooled in the expander is perceived to be a notable portion of the time it takes

the fluid to complete one full cycle in the heat engine. A second issue exists with

this fourth alternative. When the system is not operating while the sun is within
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(a) R-1233zd(E).
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(b) R-1233zd(E)/1233zd(Z) (70.0/30.0).
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(c) R-1233zd(E)/1233zd(Z) (30.0/70.0).
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Figure 18.3: Selected design exploration results.
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(a) Original results.

1700 1750 1800 1850 1900 1950
300

350

400

450

500

550  

Entropy [J/(kg K)]

 

T
e

m
p

e
ra

tu
re

 [
K

]

S
y
s
te

m
 e

ff
ic

ie
n

c
y
 O

R
C

+
IH

X

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

(b) Final results.

Figure 18.4: R-1233zd(E)/1233zd(Z) (50.0/50.0) showing problematic area of de-
sign exploration.

view of the solar collector, the fluid is exposed to stagnation temperatures of the

collector until the equipment is returned to operation. The sun is typically within

the collector view 8 to 16 hours per day, depending on the time of year and location.

The maximum efficiency point of each fluid is selected. These selected data

points are used to represent each fluid in Figure 18.5, where R-1233zd(E) is green,

R-1233zd(Z) blue, and the mixtures are uniformly shaded from green to blue. Water

and ammonia use the ORC model whereas all other fluids use the ORC + IHX model.

This result is quite powerful. It shows that a preliminary assessment of R-1233zd(E),

R-1233zd(Z), and their mixtures perform notably better than R-1336mzz(Z) in ef-

ficiency and machine size for all but pure R-1233zd(Z), which has nearly the same

machine size measure as R-1336mzz(Z). If both R-1233zd(E) and R-1233zd(Z) are

chemically stable if they meet the following criteria: 1) A stable or constant mixture

is possible based on high operating temperature, 2) Thermal decomposition rate is

low (decomposition into something other than R-1233zd(E), and R-1233zd(Z) at the
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operating temperatures of the machine). If these criteria are met, then these results

clearly show R-1233zd(E), R-1233zd(Z), and their mixtures are excellent candidates

for ORC applications. This result is independent of the binary mixture ratio. The

direct configuration for solar-thermal power generation has different thermodynamic

performance than the indirect configuration or waste heat recovery ORC applications

because of the lack of a second heat transfer fluid (Figure 18.1 and Chapter 13);

therefore, the machine size and efficiency estimates here will not necessarily directly

translate to the other applications. Further simulation using the indirect configura-

tion for solar and waste heat recovery configurations are necessary for more specific

analysis.

Chapter 17 found that health, safety, and environmental (HSE) requirements

are far more restrictive than thermodynamic requirements. R-1233zd(E) has an

ASHRAE 34 classification of A1. Ravij Singh of Honeywell shared that an engi-

neering judgment (best guess) has been made that when R-1233zd(Z) is evaluated

for classification, it will likely be class B1 with an occupational exposure limit OEL

around 100 ppm [198]. For comparison, ammonia, R-1233zd(E), and R-1336mzz(Z)

have OELs of 25 ppm, 800 ppm, and 500 ppm respectively. It is thought that R-

1233zd(Z) may have similar toxicity to toluene, which is currently used in industrial

ORC applications. This means that a mixture of R-1233zd(E) and R-1233zd(Z) may

work to reduce the overall toxicity making R-1233zd(Z) more generally acceptable

from an HSE perspective.

18.4 Conclusions and summary

Compared to R-1336mmz(Z), the thermodynamic performance of R-1233zd(Z)

and the binary mixtures with R-1233zd(E) are excellent. The process of isomerization

alone does not pose a market barrier to using a R-1233zd(E)/1233zd(Z) mixture in
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medium- to high- temperature applications; however, thermal decomposition into

byproducts other than R-1233zd(E) or R-1233zd(Z) may or may not pose a barrier.

Using a mixture also allows for the possibility of reducing the overall toxicity of

R-1233zd(Z). These results demonstrate the potential economic benefit of bringing

R-1233zd(Z) to market for use as a pure fluid and in a mixture with R-1233zd(E).

Using a R-1233zd(E)/1233zd(Z) mixture to lower the toxicity and avoid isomerization

issues are the original work of this author. The results also motivate the value of

performing further research. To accomplish this, further testing and evaluations are

needed.

18.5 Future work

During the course of conducting this research, several opportunities for future

work are noted:

• Research the trans-cis isomeration process and temperature dependence.

• Study the thermal decomposition rates of R-1233zd(E) and R-1233zd(Z).

• Refine the R-1233zd(Z) REFPROP fluid file.

• Determine more accurate mixing coefficients for R-1233zd(E) and R-1233zd(Z).

• Design exploration and simulation in additional ORC applications.
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PART V. COMPONENT CONSIDERATIONS FOR HEAT ENGINES
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19. SIMPLE SIMULATION OF A DSSTC SYSTEM

19.1 Introduction/background

The one main goal of the dissertation is to evaluate electricity generation per-

formance of a DSSTC system. In Chapter 12, an oversimplified heat engine model

was combined with the solar simulation created in Part II. In Part IV two basic

Rankine cycle thermodynamic models of heat engine performance were created. The

focus was to determine a fluid and cycle that resulted in the ‘best’ possible per-

formance. Water/ammonia was determined to be the best fluid when considering

system efficiency ηsys/volumetric power capacity ψ respectively. No known fluid per-

formed ‘best’ when considering both ηsys and ψ as these two design attributes form

a Pareto frontier. In Chapter 17, both a simple Rankine cycle with or without su-

perheating (ORC) and a Rankine cycle with an internal-heat exchanger (ORC +

IHX) were modeled for fixed irradiance and ambient temperature. Health, safety,

and environmental (HSE) screening found that few if any fluids perform well in both

thermodynamic and HSE requirements. R-1336mzz(Z) was identified as a potential

working fluid and, R-1233zd(Z) was noted as a future possibility because it is not yet

marketed. There are other thermodynamic cycle that might be considered such as

using a combined cycle with a top and a bottom fluid to leverage the benefit of one

fluid being high in critical temperature and the other low in normal boiling point.

Additionally, one may consider a mixture of fluids as an alternative way of leverag-

ing the benefits of individual components. In general, testing mixtures is difficult

because for many fluids, especially organic fluids, mixtures with water require cus-

tom mixing coefficients to be experimentally determined. Some of these alternatives

result in increasing machine complexity, therefore equipment cost. It was shown
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that efficiency is weakly correlated with critical temperature and VPC is strongly

inversely correlated with normal boiling point. It was further shown that there is a

relationship between critical temperature and normal boiling point, which prevents

the fluid designer from independently selecting both fluid properties. The research

showed that there is a possibility of finding a fluid that used the Rankine cycle with

superheating to have a higher ψ than water and only a small reduction in ηsys. The

results of Part IV show promise and fail to completely treat the subject. This leaves

the search for what cycle and fluid pair are ‘best’ for the direct solar configuration

furthered, yet incomplete.

In Chapter 4, The Twomey et al. 2013 [31] contribution was discussed. Twomey et

al. 2013 considered solar and ambient temperature variability using a monthly value

to update a sine function to model diurnal variability. The indirect configuration

using thermal storage was considered in the Twomey et al. 2013 work. Here the

direct configuration and variability are considered on an hourly basis using TMY data

from NREL as discussed in Chapter 6. In Chapter 17, 49 fluids were considered and

modeled using fixed irradiance and ambient temperature. The models used included

part-load performance of the STC and fixed pump/expander efficiency. Two versions

of the model were developed: 1) ORC and 2) ORC + IHX. The chapter included

HSE evaluations of the fluids and left the reader with the challenging task of selecting

a fluid and cycle for themselves because of the ambiguity of HSE and LCOE.

When accounting for the varying solar resource, it is natural to also account

for machine size and part-load performance of equipment. At the same time, it is

reasonable to consider equipment interfaces because the components are required to

function in harmony over a wide range of operating conditions. In this part of the

dissertation, the goal is to investigate how electricity generation of a DSSTC is im-

pacted by considering the limits of components and interfaces between components.
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The current chapter will address variability by simulating the previously made ORC

and solar models on TMY data. The next chapter will focus on determining pump

and expander performance as a function of first size and second part-load once the

size has been fixed. Once the pump and expander models have been upgraded, the

new heat engine model will be simulated on TMY data.

19.2 Methodology

In this chapter, water (ORC), ammonia (ORC), R1233zd(E) (ORC + IHX),

and R1336mzz(Z) (ORC + IHX) are reviewed by simulating each of them on a

standardized set of Geff and Tamb pairs. Tabulated results will be presented for

several locations. Graphical results will be presented for a single location. A second

round of discussion will present the heat engine performance data for each fluid. The

exact choice of fluid is somewhat unimportant as any fluid with a reasonable level

of thermodynamic performance will allow the design methods and challenges to be

demonstrated. The intent of this chapter is to demonstrate methods and principles

which can be used to inform design. Accounting for the limits of components and

the interfaces between them will be accomplished in several steps:

1. Graphically understand the variability of the solar resource and ambient tem-

perature conditions.

2. Simulate the combined solar-heat engine system model on TMY data, using

fixed expander/pump efficiency and part-load performance for only the STC.

3. Develop graphical methods to review results.

19.2.1 Resource variability, introducing the linearly normalized bivariate histogram

When using a solar collector to drive a heat engine there are two environmen-

tal parameters of note, irradiance and ambient temperature, because both of these
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parameters effect equipment performance. Figure 19.2 shows histograms of each pa-

rameter for College Station, Texas. In the context of this discussion, the effective

irradiance of the N–S XCPC is used because that particular collector was found to

perform the best. Presenting the data in two separate histograms oversimplifies the

design requirements because the relationship between irradiance and ambient tem-

perature is neglected. To recover the lost information, one can plot the data on

a bivariate histogram as shown in Figure 19.3. Bivariate histograms are typically

used in statistics. The bivariate histogram is two variable binning and therefore an

unobstructed top down view of the bin counts with color coding is used to display

the data. There is a second problem with how the information is displayed, namely

that bin counts of irradiance only communicates to a designer the number of hours

(because the TMY data used is hourly) in a year a particular ambient condition

exists. It does not tell the designer the energy yield potential of a particular bin.

By converting the irradiance bin counts into a ratio (energy content of the bin nor-

malized by the total annual energy content), the idea of a uniformly normalized

histogram can be altered to display the linearly normalized histogram (linear in irra-

diance) (Equation 19.1). The converted bin counts show the distribution of energy

over irradiance (Figure 19.4). This method can be used to create a new bivariate

histogram that provides a designer with energy content information which is of great

importance (Figure 19.5). The linearly normalized bivariate histogram can be used

to better understand resource variability for a particular location, and it is original

work by this author.

Ebin =(Bin count) ∗ (mean bin irradiance) (19.1a)
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(b) Effective irradiance Geff (N–S XCPC).

Figure 19.2: Histograms of Tamb and Geff , results for College Station, TX (TMY3)

Etotal =
∑
bins

Ebin (19.1b)

ratio =
Ebin

Etotal
(19.1c)

19.2.2 Simulation of the solar-heat engine system model

Figure 19.1 shows a simplified flow chart for the overall model being simulated.

Part II discusses the irradiance and collector modeling which are based on the N–S

XCPC design by Roland Winston [132], the AWM by Perez [126]. The solar model

accounts for solar variablity and part-load thermal performance. Part IV discusses

the ORC heat engine model which is based on fixed expander and pump efficiency.

The generator model assumes a fixed 100% efficiency so the reader may add their own

size appropriate assumption or stated anotherway, the discussion proceeds focusing

on shaft power rather than electric power. The net result of efficiency assumptions

are that the simulated model best matches the variable expansion/temperature dif-

ference case of Chapter 12, and the model best approximates being able to adjust
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Figure 19.3: Bivariate histogram, results for College Station, TX (TMY3).
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(a) Effective irradiance Geff (N–S XCPC).
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Figure 19.4: Linearly normalized histogram of the effective irradiance, results for
College Station, TX (TMY3).

367



Figure 19.5: Linearly normalized bivariate histogram, results for College Station,
TX (TMY3), based on Geff for the N–S XCPC.
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machine size each hour without the penalties for such advantages. While it is com-

pletely unrealistic to change machine size each hour, the results provide a base case

to which the results of Chapter 12 can be compared. The simulation leverages the bi-

variate histogram for each location by modeling the 12 temperatures of each column

of bins, because simulating heat engine performance is independent of irradiance.

Then the simulation leverages the bivarate histogram again to multiply a vector of

length 24 of collector performance by the array of heat engine performance. This

process allows for 12× 24 = 288 simulations be calculated efficiently and also avoid

performing ∼ 4300 simulation for each hour in the year with daylight. Even with

these code improvements, calculating the necessary arrays for simulation took several

hours for each fluid. The benefit is that the input performance arrays are calculated

and saved, they can be called into memory and multiplied by the bivariate histogram

bin counts for any of the TMY locations quite quickly. This means that the bivari-

ate histogram and the linearly normalized bivariate histograms are highly useful

in understanding the solar resource and in making efficient code. Using bivariate

histograms to streamline simulation is original work by this author.

19.3 Results and discussion

19.3.1 Bivariate histograms

Figure 19.6 shows two bivariate histograms for irradiance at College Station,

Texas. The plan of array irradiance POAI G provides a better basis for net energy

calculation, and the Geff N–S XCPC provides a better basis for energy modeling.

These irradiance values are determined at the respective optimal mounting angle.

Part II discusses irradiance basics and modeling methods in addition to the main

topic of building a custom solar simulation. Part III discusses irradiance before and

after optics at various latitudes and mounting angles.
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(a) G for POAI. (b) Geff for N–S XCPC.

Figure 19.6: Comparsion of two bivariate histograms: G for POAI and Geff .
Results for N–S XCPC at College Station, Texas using TMY3 data.

Table 19.1: Selected sites in the TMY3 dataset

Name ID Φ [◦] β∗ [◦] E∗§

Key West Intl Arpt, FL 722010 24.55 29.0 1.72
College Station, TX 722445 30.58 34.0 1.41
Merced, CA 724815 37.28 34.5 1.80
Seattle-Tacoma Intl, WA 727930 47.46 40.5 1.21
Shemya AFB, AK 704140 52.71 52.5 0.37
§ Annual energy based on Geff (N–S XCPC) [MWh/(m2·year)]

Table 19.1 is taken from Chapter 12 and provides the optimal mounting angle

for each location being simulated. Figures 19.7 - 19.11 show the bivariate histogram

results for the five TMY locations. Key West, Florida has good solar resource and a

narrow range of ambient temperature compared to the other sites. Shema, Alaska has

very poor solar resource. College Station, Texas has a marginally better solar resource

than Seattle-Tacoma, Washington due to the humid haze during summer; where as,

Seattle-Tacoma typically has cloudy/overcast conditions for a notable amount of the

year. Merced, California has the best solar resource of the five because of the desert

conditions there.
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(a) Bivariate histogram. (b) Linearly normalized bivariate histogram.

Figure 19.7: Key meteorological parameters for Key West, FL (TMY3). Annual
energy based on Geff for the N–S XCPC.

(a) Bivariate histogram. (b) Linearly normalized bivariate histogram.

Figure 19.8: Key meteorological parameters for College Station, TX (TMY3).
Annual energy based on Geff for the N–S XCPC.
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(a) Bivariate histogram. (b) Linearly normalized bivariate histogram.

Figure 19.9: Key meteorological parameters for Merced, CA (TMY3). Annual
energy based on Geff for the N–S XCPC.

(a) Bivariate histogram. (b) Linearly normalized bivariate histogram.

Figure 19.10: Key meteorological parameters for Seattle, WA (TMY3). Annual
energy based on Geff for the N–S XCPC.
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(a) Bivariate histogram. (b) Linearly normalized bivariate histogram.

Figure 19.11: Key meteorological parameters for Shemya, AK (TMY3). Annual
energy based on Geff for the N–S XCPC.

19.3.2 Simulation simple - overall performance

Figure 19.12 shows the energy performance for four fluids using the N–S XCPC

design with a simple heat engine simulation on TMY3 data for College Station,

Texas. The relative energy distribution is nearly exactly the same for each fluid op-

tion. The total annual energy produced per square meter of collector area changes.

Table 19.2 summarizes overall performance for the locations and fluid options. As

expected, when ranking the fluids by the system efficiency, the same order is found

as was indicated by the tests of Chapter 17 which used fixed ambient temperature

and irradiance: 1) water, 2) ammonia, 3) R1233zd(E), and R1336mzz(Z). Water is

problematic to use because of the high costs of: machine size, air infiltration, and

regulation (Chapter 17). Ammonia is challenging to use in general because of the

toxicity rating (ASHRAE 34 B2L), although it is more commonly used in industrial

settings. One exception to this is the use of ammonia in hockey rink refrigeration sys-

tems. Both R1233zd(E) and R1336mzz(Z) have chemical stability concerns because

373



of the heat engine high pressure side operating temperature. Chapter 18 showed

that there was a possible way to use a mixture of R1233zd(E) and R1233zd(Z) to

meet both health, safety, and environmental (HSE) requirements, chemical stability,

and achieve a reasonable level of thermodynamic performance in both machine size

(volumetric power capacity VPC or ψ) and system efficiency ηsys. R1336mzz(Z) has

the lowest ηsys and smaller ψ than R1233zd(E). Each fluid has promise and problems.

All four fluids will demonstrate the design principles and challenges.

Chapter 12 discussed an oversimplified heat engine performance model and sim-

ulated it using TMY data at several locations. There are two key results that can be

compared to the current simple simulation of this chapter. First, the oversimplified

model predicted the annual energy yield using variable temperature difference for

College Station, Texas of 122 kWhe/(m2·yr) assuming η2 = 0.5, and the simplified

model of this chapter predicted 118 kWhe/(m2·yr) using R1233zd(E) as the working

fluid. Second, the oversimplified model predicted a maximum ∆T of 275 K. This

results in a mean temperature of 447.5 K assuming TL = 310 K. Using the simpli-

fied model of this chapter predicted a maximum mean temperature of 430 K. These

results are surprisingly close given the simple methods of the oversimplified model

of Chapter 12, and show support that the oversimplified model can be used to gain

performance knowledge prior to performing more in depth analysis that requires a

notably larger amount of computational work. This shows that the oversimpified

model can be used as a good screening tool for site locations.

19.3.3 Simulation simple - in-depth performance review

Heat engine performance depends on both the irradiance level Geff , the ambient

temperature Tamb, and the chosen working fluid. This means that heat engine perfor-

mance modeling can be performed independent of location. Figure 19.13 shows the
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(a) Water. (b) Ammonia.

(c) R1233zd(E). (d) R1336mzz(Z).

Figure 19.12: Shaft Energy Eshaft using four different fluids and the N–S XCPC
at College Station, Texas
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overall system efficiency based on Geff for the four fluids of interest. Figure 19.14

shows four additional heat engine characteristics for R-1233zd(E). Figure 19.14(a)

shows wide variance in expansion ratio. Figure 19.14(b) shows wide variance in

volumetric power capacity ψ. The wide variance in expansion ratio and VPC pose

significant challenges in designing a DSSTC system for use. While R-1233zd(E)

results are discussed here, Figures 19.15–19.17 show similar results for each of the

other three fluids. Chapter 14 discusses the challenge of identifying the ‘best’ ther-

modynamic state for the inlet of the expander and the need for future research into

this problem. In the absence of a detailed analysis leading to a robust solution, the

simple solution of selecting the state that maximizes system efficiency was chosen.

Clearly, selecting the maximum system efficiency point results in heat engine design

challenges because of the wide variability in expansion ratio and VPC found in the

simulations here. It is not immediately clear what expander inlet state choice might

reduce the variability in expansion ratio and VPC without comprising efficiency.

More research on the methods for operating a DSSTC heat engine and selecting the

expander inlet state are needed as one can not practically change heat engine designs

each hour of operation to accommodate the changing expansion ratio.

19.4 Conclusions and summary

In this chapter, the use of bivariate histograms are developed and the linearly

normalized bivariate histogram is introduced and are the original work of this author.

A numerically efficient simulation of a simple DSSTC system is created. The simple

simulation using fixed pump efficiency, fixed expander efficiency, and a part-load

performance model of the N–S XCPC provides confirmation of the oversimplified

model of Chapter 12. The detailed results in this chapter determine net system

efficiency based on G for POAI in the range of 5–10% depending on fluid choice
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(c) R-1233zd(E).
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Figure 19.13: System efficiency based on Geff at College Station, Texas.
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Figure 19.14: Various heat engine parameters for R1233zd(E).

379



260 270 280 290 300 310 320
0

200

400

600

800

1000

1200  

T
amb

 [K]

 

G
e
ff
 [

W
/m

2
]

E
x
p

a
n

s
io

n
 r

a
ti
o

100

200

300

400

500

600

700

800

(a) Expansion ratio.

260 270 280 290 300 310 320
0

200

400

600

800

1000

1200  

T
amb

 [K]

 
G

e
ff
 [

W
/m

2
]

V
o

lu
m

e
tr

ic
 p

o
w

e
r 

c
a

p
a

c
it
y
 [

J
/(

m
3
)]

1

2

3

4

5

6

7

8

9

x 10
4
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Figure 19.15: Various heat engine parameters for water.
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Figure 19.16: Various heat engine parameters for ammonia.
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Figure 19.17: Various heat engine parameters for R1336mzz(Z).
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and solar resource. Four fluids were considered: water, ammonia, R1233zd(E), and

R1336mzz(Z). While water is found to have the best efficiency, its use is challenged

because of machine size and other related costs. R-1233zd(E) and R-1336mzz(Z)

may not be chemically stable enough for use in a direct system. Ammonia may

not be acceptable for use in residential applications because of elevated toxicity

and flammability. The promise of smaller machine size, and good efficiency has

proven challenging even for this unrealistic design method. Results confirm wide

variance in expansion ratio and VPC resulting in design challenges that remain to be

resolved. A compromise between the design attributes of system efficiency, machine

size, expansion ratio is expected. It may be that an indirect system is required to

lessen the variability by including storage which would lower performance predictions

and increase system costs, yet the design might be more realistic. The simulation

methods employed in this work and the results are the original contributions of this

author. In Chapter 20, part-load performance of the pump and expander are included

using the ORC model with superheating.

19.5 Future work

One future work is to simulate additional fluids and locations. A second future

work is repeated from Chapter 14, “Identify a method to select the best choice for the

thermodynamic state at the expander inlet given that this work has shown competing

benefits in the design attributes.” This second future work is of vital importance in

the effort to create a design methodology based on system modeling that is consistent

with real world performance. In Chapter 20, additional challenges will be identified

that are required to be solved to enable realistic performance modeling.
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20. PART-LOAD SIMULATION OF A DSSTC SYSTEM

20.1 Introduction/background

Chapter 14 covered building a organic Rankine cycle (ORC) heat engine model

as shown in Figure 20.1. Model performance was calculated at Tamb = 300 K and

Geff = 1000 W/m2. Chapter 19 used this model to simulate performance on typical

meteorological year (TMY) data using part-load performance of the solar collector

and fixed performance of the expander and pump on 288 unique weather conditions.

Figure 20.2 shows the two canonical solar heat engine configurations. While the

results of both chapters combined the ‘best’ irradiance modeling methods available,

both fall short of realistically capturing the expected performance of a DSSTC direct

configuration on real world weather data, because Chapter 19 showed the fixed pump

and expander performance resulted in implicitly assuming variable machine size at

each weather condition. This implicit assumption, commonly found in many solar

heat engine modeling papers, severely limits the voracity of the results. In this

chapter, size and technology appropriate part-load performance models of pump and

exapnder are reviewed and the best available modeling is used to simulate realistic

annual performance on TMY data by including part-load performance for a pump

and expander.

20.1.1 The general search for the best technology

An informal review was conducting of all pumping and expanding technologies.

There does not exist a single source or even several sources that discuss part-load

performance of pumps or expanders that covers both scale of size and the wide range

of flow conditions that are possible when an engineer is designing a process. This
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knowledge is domain specific such as in the oil and gas industry, manufacturing in-

dustry such as flow metering devices etc. There are an endless number of pumping

devices (e.g., twin screw, sliding vane, piston, gear rotor, internal gear rotor, external

gear rotor, axial turbine, radial turbine etc...). Also when considering compression

devices, one can add many more design families to the list (e.g., scroll etc...). Almost

all of the pumping compression devices can be redesigned to perform expansion. The

physical basis upon which these devices are designed can be broken into two general

categories: 1) positive displacement, and 2) velocity based (compression or expan-

sion). Turbo-machinery can be a problematic term to use to delineate these two

categories as turbo-machinery does not always provide velocity based expansion or

compression. Devices that relying on velocity based compression/expansion typically

do no perform well at small machine because the optimal rotational rate of the ma-

chine increases with decreasing size. As the machine becomes smaller the flow friction

losses become greater. The result is that the best efficiency of the machine decreases

with decreasing size. Because the size scale of a DSSTC system in this research

is set to the residential scale (very small machine size), velocity based expansion

devices are not the first choice. The remaining devices include, scroll, twin screw,

sliding vane, gear rotors (both internal and external), and piston. Piston pumps are

known to be less efficient than other options for most applications. Adding to the

complexity, most equipment manufacturers do not give clear reliable efficiency data

for equipment. Compounding this, even when efficiency information is given, it is

typically for a single working fluid and a specific flow condition.

After an extensive research effort to identify technology for pumping and expand-

ing that meet the modeling requirements, to be able to adjust scale, working fluid,

and flow conditions only three technologies were found for pumping: Blackmer in

Grand Rapids, Michigan; Smith Pumps in Newbury Park, California; and StarRotor
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in College Station, Texas. Blackmer is an industry leader in making many pumping

technologies including sliding vane pumps and compressors. Unfortunately, at the

time this research was completed in 2014, Blackmer only provided performance data

using water as the working fluid. There was no clear way to create a reliable sliding

vane model that would allow adjustment of the efficiency function based on fluid

properties and flow conditions without substantial experimentation. This is well

outside the scope of this research effort. Smith Pumps makes an external gear rotor

pump that specializes in pumping liquid refrigeration products in transfer applica-

tions. This typically means low head pressure. Smith Pumps provides performance

information based on viscosity of the working fluid. It was not readily clear how to

adapt the Smith Pump performance curves for expansion without substantial exper-

imental work. StarRotor is a start-up company that has designed a highly efficient

gerotor (gerotor are also known as georotor and internal gear rotor and can be used in

pumping, compression, and expansion applications). StarRotor uses patented tech-

nology to achieve extremely tight tolerances to maintain high volumetric efficiency

(low leakage losses). StarRotor technology was selected because the technology can

be used in pumping, compression, and expansion applications by adjusting the the

design parameters. Performance curves provided by the CTO Dr. Mark Holtzapple

show a comparison of StarRotor technology to traditional turbine where StarRotor

is notably more efficient in the range of small to medium scale.

20.2 Methodology

Adapting the StarRotor models to make a thermodynamic model that consists of

part-load performance of the solar thermal collector (STC), pump, and expander is

outlined here. In addition to creating a thermodynamic model, the model is simlu-

ated on typical meteorological (TMY) data from the National Renewable Energy Lab
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(NREL) (Chapter 6). To accomplish the simulation, a nested optimization structure

is adopted where the inner optimization is determines the operating variables and

the outer optimization determines the design variables.

20.2.1 StarRotor pump and expander models

StarRotor performance models are provided in two stages: 1) maximum efficiency

vs. shaft power and efficiency vs. shaft speed for a specific size (Figure 20.3). Ap-

pendix N contains the details on how the data for the figures is determined. There

are a few assumptions that were made to adapt the performance figures provided

by StarRotor. It is common knowledge that pumping is generally less efficient than

expansion processes. This is due to the fact that waste heat entering the fluid during

pumping works to make the pumping process less efficient. Conversely, waste heat

entering the fluid during expansion has the opposite effect. To account for this ef-

fect, the expansion performance curve is higher than the pumping curve. Secondly,

the figures provided by StarRotor extrapolate to the stall shaft speed, meaning that

the efficiency near the stall speed is not reliable. Figure 20.3(b) neglects this issue.

There is a third issue with the figures provided by StarRotor, the performance data

for expansion was for a fixed pressure ratio of 2. In this chapter, modeling perfor-

mance is based on expansion ratio rather that pressure ratio to better account for

performance. The leakage rate at a specific shaft speed is not properly accounted for

as it is possible with different fluids to have the same expansion ratio and different

pressure ratios. A fourth limitation is that the StarRotor models do not account for

off design performance. Operating a StarRotor expander at expansion ratios other

than the designed expansion ratio can not be accounted for. A fifth, limitation of

the pump and expansion models is that the figures from StarRotor do not account

for viscosity differences between fluids. The StarRotor data is based on the com-
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pression of air. The data from Smith Pumps has a clear advantage in this regard as

the performance model is adjusted for viscosity. Figure 20.4 compares the viscosity

of the fluids identified in Chapter 17 to air. Figure 20.4(b) shows that the viscosity

of the fluids in the gas state are five times lower than that for air. The leakage is

expected to be higher than the modeling methods used here predict and that over

all efficiency is over predicted. Dr. Mark Holtzapple indicated that more detailed

performance models existed internally and declined to share those models. In the

provided figures from StarRotor, it was not immediately clear where the boundary

between experimental data and theoretical prediction falls. Despite the limitation in

the models and the information provided by StarRotor, StarRotor technology repre-

sents the best option to explore. In this work, the models are assumed engineering

judgments. Should the research in this chapter show favorable results, the next

step would be to experimentally verify the StarRotor technology and create accurate

models that account for the problematic issues discussed. Consistent with the theme

of the other chapters in this dissertation, inspiration is taken from the nearest re-

lated industry the heating ventilation air-conditioning and refrigeration (HVAC-R)

industry [203–207]. AHRI Standard 540 accounts for off design compression ratio

operation at full-load and requires separate performance equations for each specific

design and fluid.

The lack of perfect part-load pump and expander models should not dissuade the

research from progressing, because the simulation results can provide insights into

the operation and performance over a wide range of operating conditions. This has

never been done in the literature at any scale. For example, the Ivanpah solar thermal

power plant north of Ivanpah, California across the state line from Primm, Nevada.

The plant has three generating units and is designed to have a total annual production
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Figure 20.3: Pump and expander performance models.

of 940 GWh/year and it cost 2.2 billion dollars to build. Ivanpah has struggled with

production problems since it was commissioned in 2014. These production problems

are related in part to properly modeling and achieving part-load system performance.

This highlights the importance of modeling part-load performance properly and in

academia, the need to develop methods to do this properly. The design principles

are the same in-depend of scale or technology.

20.2.2 Adapted heat engine models

The thermodynamic model is solved in a very similar way to the work in Chap-

ter 14. The key difference is that the current model requires the mass flow rate to be

taken into account. One must root find to determine the shaft speed of the pump.

The shaft speed of the expander and the shaft speed of the pump are not necessarily

the same. In this model, it is assumed that shaft energy can be transfered from

expander to pump without loss. In practice this is not possible without direct shaft

linkage. The second key difference is that the limitation of no being able to model

off design performance requires the inlet and exit states of the expander be such that
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Figure 20.4: Dynamic viscosity of 49 fluids compared to air.

the designed expansion ratio Υ is maintained. Both of these issues severely limit

performance in practice. StarRotor has patented a variable expansion design; how-

ever, a prototype of the design has not been built or tested. This prevents modeling

a variable expansion option. Appendix N contains the thermodynamic model code.

20.2.3 Optimization of operation variables

Of the 288 weather conditions defined in Chapter 19, optimization of the oper-

ating variables is carried out for each weather condition. The previous sentence is

accompanied by one caveat, for a given location not all 288 operating conditions are

represented; therefore, given a location, conditions with a zero bin count skip the

optimization calculation for operating variables. This is done to increase computa-

tional efficiency. The optimization of operation variables for one weather condition

is shown in Equation 20.1,

Pshaft = max
x

f(x,y) (20.1a)
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subject to:

x =[xlb,xub] (20.1b)

gi(x) ≤0 i = 1, 2 (20.1c)

where:

g1(x) =|P4 − Pl| − 1 (20.1d)

g2(x) =Qorc −Qcol (20.1e)

x1 =[131, 3600] = ω (20.1f)

x2 =[Plb, Pub] = P1 (20.1g)

x3 =[Slb, Sub] = S1 (20.1h)

y1 =Vpump (given) (20.1i)

y2 =Vexpander (given) (20.1j)

y3 =Υ (given) (20.1k)

Plb =f1(T = 260, Q = 1) (20.1l)

Pub =f2(T = 675, S = f1(T = 260, Q = 1)) (20.1m)

Slb =Sright − 0.5 ∗ (Sright − Sleft) (20.1n)

Sub =Sright + 3 ∗ (Sright − Sleft) (20.1o)

Sright =f1(T = 260, Q = 1) (20.1p)

Sleft =f1(T = 260, Q = 0) (20.1q)

where pressure is in Pa, temperature is in K, specific entropy is in J/(kg K), and power

is in W. Pshaft is the shaft power output of the heat engine. The thermodynamic
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state properties are defined in Figure 20.1. Pl is the pressure at the exit of the

expander which is calculated from expander performance. Because, P3 = P4 and Pl

may not match because of the choice of inlet expander state, this constraint forces

the optimization algorithm to meet this physical requirement. Qorc is the input heat

required by the heat engine. Qcol is the heat produced by the collector. ω is the

expander shaft speed given in RPM. Vpump is the inlet chamber volume of the pump

given in m3. Vexpander is the inlet chamber volume of the expander given in m3. Υ is

the expansion ratio. The bounds on P1 and S1 are chosen to allow the optimization

great latitude in the choice of the inlet expander state, yet avoid, as much as possible,

regions of the thermodynamic space were REFPROP will fail. The functions fi

denote using REFPROP to determine thermodynamic properties by giving two state

properties from which all others can be calculated. The result of the optimization

of operating conditions is to maximize the shaft power for each of the 288 weather

conditions given a specific set of design variables. This is accomplished by finding the

optimal expander shaft speed (therefore mass flow rate of the ORC heat engine) and

the optimal expander inlet state in the T-s diagram for the thermodynamic cycle.

20.2.4 Optimization of design variables

For a given location, the optimization of the design variables is accomplished by

aggregating the shaft power of the 288 individual weather conditions and the bin

counts N . This method is shown in Equation 20.2,

Eshaft =
i=288∑
i=1

(Pshaft)iNi (20.2)

where Eshaft has units of Wh/year. This structure results in an outer optimization

of design variables and optimization of operation variables (at most 288 times) at
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the inner level. The outer optimization is accomplished using a genetic algorithm

with a population of 38. The optimization was completed on one node of Ada at

the high performance computing research facility at Texas A&M University, which

results in 19 cores for parallel processing. The optimization problem definition is

shown in Equations 20.3,

Eshaft = max
y

f(y) (20.3a)

subject to:

y =[ylb,yub] (20.3b)

gi(y) ≤0 i = 1, 2 (20.3c)

where:

g1(y) =y2 − 100 ∗ y1 (20.3d)

g2(y) =y1 − 10 ∗ y2 (20.3e)

y1 =[0, 1] = Vpump (20.3f)

y2 =[0, 10] = Vexpander (20.3g)

y3 =[0, 40] = Υ (20.3h)

where constraint g1 requires the inlet-chamber size of the expander Vexpander to be less

than 100 times the inlet-chamber size of the pump Vpump, and constraint g2 requires

the inlet-chamber size of the pump Vpump to be less than 10 times the inlet-chamber

size of the expander Vexpander. While these are not physical constraints, conservation

of the mass flow rate in both components must be matched by first calculating the
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mass flow rate of the expander and then the code attempts to determine the shaft

speed of the pump. If the sizing is such that no shaft speed of the pump in the

range of 131 - 3600 RPM can accomplish this the code will fail and return a not

a number (NaN) value to the optimization algorithm. The constraints are meant

to prevent calculating designs that are known to not work. During model testing

it was determined that typical well functioning designs have a ratio Vexpander
Vpump

∼ 10.

This simulation method is designed to work with any of the ten locations discussed

in Chapter 11. The Merced, California location in the TMY3 dataset is selected,

because it is the TMY location nearest the Roland Winston research group’s testing

facility where the XCPC designs were tested.

20.3 Results and discussion

The results and discussion are broken down into five parts:

1. Overall part-load simulation results

2. Part-load simulation results detail

3. Pump/expander shaft linkage issue

4. Electrical generation design issue

5. Flow conditions in the STC

20.3.1 Overall part-load simulation results

Figure 20.5 shows that the genetic algorithm moved toward convergence on a local

optimal solution. This optimal solution is believed to be the global optimal solution

for the given modeling methods. The optimal results are shown in Equation 20.4,

V ∗pump =1.25e−6 m3 (20.4a)
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V ∗expander =1e−5 m3 (20.4b)

Υ∗ =6.965 (20.4c)

E∗shaft =31.72 MWh/year (20.4d)

where the ∗ denotes optimal results. At the optimum, the annual system efficiency

ηsys is 7.85% based on Geff . The net annual system efficiency is 6.85% based on G

(plane of array irradiance (POAI)). Using the methods in Chapter 19 that assume

fixed pump and expander efficiency resulted in annual system efficiency ηsys of 8.88%

based on Geff and net annual system efficiency of 7.75% based on G (plane of

array irradiance (POAI)). This shows that the addition of practical requirements

of mass flow rates, part-load performance of the pump and expander, and fixed

expansion ratio result in lower performance. The optimum design for many locations

in the TMY datasets should be similar to the optimum found for Merced, California,

although it is left as future work to optimize designs for more locations and test the

sensitivity the optimal result with location.

20.3.2 Part-load simulation results detail

Figure 20.6 shows the solar resource and ambient temperature conditions for

Merced, California. Figures 20.7 - 20.12 show both the simple simulation results

of Chapter 19 and the optimal part-load simulation results of this chapter for each

heat engine characteristic of interest. The expansion ratio is not shown as the part-

load simulation of this chapter fixes the expansion ratio Υ = 6.965. The single

largest change is that the part-load heat engine is not able to operate at all the solar

conditions. This is due to having a fixed size and part-load efficiency. It is also due

in part to having a fixed expansion ratio. However, note the modest reduction in

overall efficiency.
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Figure 20.5: Convergence of the genetic optimization.

(a) Bivariate histogram. (b) Linearly normalized bivariate histogram.

Figure 20.6: Key meteorological parameters for Merced, CA (TMY3). Annual
energy based on Geff for the N–S XCPC.
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(a) Simple simulation. (b) Part-load simulation.

Figure 20.7: Shaft Energy Eshaft per unit area using the N–S XCPC and ammonia
at Merced, California.

Figure 20.8: Part-load simulation: shaft energy Eshaft using the N–S XCPC and
ammonia at Merced, California.
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(a) Simple simulation. (b) Part-load simulation.

Figure 20.9: System efficiency based on Geff and ammonia at Merced, California.
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Figure 20.10: Mean temperature based on Geff and ammonia at Merced, Califor-
nia.
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(a) Simple simulation. (b) Part-load simulation.

Figure 20.11: Volumetric power capacity ratio based on Geff and ammonia at
Merced, California.
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Figure 20.12: Cycle efficiency based on Geff and ammonia at Merced, California.
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20.3.3 Pump/expander shaft linkage issue

As pointed out in the methodology section, the pump and expander do not nec-

essarily have the same shaft speed. Figure 20.13 shows the shaft speeds of both

components. Figure 20.14 shows the speed ratio of the two shafts. This problem

represents a critical issue in the design of the heat engine that is left as future work.

During the progress of completing this research, several options were briefly explored

to resolve this issue. Including a continuously variable transmission (CVT) and/or a

gear box results in additional losses in a system that is roughly only 6%–9% efficient

(Figure 20.15). A CVT was identified in the correct size scale and is commonly

used in ATV and golf cart vehicles. Nuvinci Technologies by Fallbrook Technologies

makes the CVT. After contacting the company for further information found that

the CVT is geometrically limited in the relative speed ratio of the two shafts by a

factor of two. The variance of shafts speeds may limit what conditions it can operate

at. A designer would have to accept the discrete gear ratios of a traditional gearbox

and those losses are much greater for smaller transmissions than what are found in

the automotive industry. The alternative is to accept losses from both technologies

and have both a CVT and a traditional gearbox. A third option exists, which is

to drive the pump using a separate electric motor/drive system and harvest shaft

energy from the expander using a separate drive system (Figure 20.16). This also

has problems with additional equipment and additional losses. Exploring solutions

to these problems are left as future work.

20.3.4 Electrical generation design issue

Continuing the electrical discussion, many power applications have different shaft

load profiles. For example, wind generation requires power produced reduces and

stalls for high winds (high shaft speed). Power is not proportional with shaft speed
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(a) Pump. (b) Expander.

Figure 20.13: Shaft speed of the pump and expander over the operating conditions.

Figure 20.14: Speed ratio of pump to expander.
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Figure 20.15: diagram of a direct configuration with CVT.

Figure 20.16: Electrical drive models with size appropreate performance assump-
tions.
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Figure 20.17: Expander shaft: power, torque, and speed relationship.

over a wide range. Power generation in emergency vehicles requires maximum power

at idle speeds while the vehicle is parked and low power production while at higher

speeds corresponding to times when the vehicle is moving and there are no to little

power power loads for emergency work. Raven Technologies makes such a product

(http://raventechpower.com). AC synchronous power generation operates at a set

shaft speed which is synchronized to the grid and is typically a fixed multiple of 60

Hz (in the USA). The ratio is fixed by the generator windings and the designed shaft

speed of the generator. For AC synchronous generators, the torque on the shaft is

varied to vary the power output while keeping a fixed shaft speed. Figure 20.17

shows that the part-load simulation results in a mixed case where both shaft speed

and torque are varied.

20.3.5 Flow conditions in the STC

One of the simulation and model engineering judgments is to use the thermal

performance equation of the STC determined using a heat transfer oil with alternate

working fluids and flow conditions. In the models, the STC is used to heat a fluid from
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the liquid state, vaporize it under two-phase flow conditions, and finally superheat

the fluid. These conditions are outside the scope of the testing that was performed

to quantify the thermal performance. Using the simulation results of this chapter

that include mass flow rate ṁ, allows for the evaluation of the engineering judgment.

To begin, and analysis of the flow conditions during performance testing is com-

pleted. Given variability of the dynamic viscosity µ, the hydraulic diameter Dh, and

the cross-sectional area A, the Re number is bound, as shown in equation 20.5,

Red =
ṁDh

µA
(20.5a)

0.56 ≤µ ≤ 71.57 cP at 295◦C and 25 ◦C (20.5b)

where ṁ = 0.08 kg/s, Dh, and A vary between the inner tube and the outer annulus

of the STC as shown in Figure 5 of Kim et al. 2013 [132]. See also Appendix N

for additional details. Kim et al. 2013 Table 1 noted that the hydraulic diameter of

the collector is Dh = 3.5 mm. Here, it is determined that there are two hydraulic

diameters Dh = 6 mm and Dh = 2.5 mm for the inner tube and outer annulus

respectively. It is not clear from Kim et al. 2013 or Balkoski 2011 [208] how the

value of 3.5 was determined. The fluid property data for Duratherm 600 was obtained

directly from https://durathermfluids.com. Figure 20.18 shows the results for the

inner tube and outer annulus. Figure 20.18(a) shows that for many of the operating

temperatures the collector is designed for, the flow is turbulent even though the heat

transfer analysis performed by Balkoski 2011 assumed laminar flow. It is widely

known in the turbulence field that once a flow trips turbulent it is difficult to return

the flow to laminar conditions. Even though Figure 20.18(b) shows a much higher

operating temperature before the flow trips turbulent, it is unlikely to be laminar,

because the annular section is after the inner tube in the flow path. This is especially
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Figure 20.18: Reynolds number of the flow using Duratherm 600.

true when considering the welds and piping to connect the inner tube to the outer

annulus.

Figure 49 in Balkoski 2011 [208] shows that the temperature profile of the pipe

surfaces are not constant. Figure 49 also shows that the heat flux is not uniform,

because the temperature profile has curvature. If laminar flow is assumed, the Nusselt

number should be between 3.66 and 4.36 for uniform temperature and uniform heat

flux respectively, as shown in Equations 20.6,

Nu =
h̄L

k
(20.6a)

h̄ =
kNu

2L
W/(m2 K) (20.6b)

3.66 ≤Nu ≤ 4.36 (20.6c)

0.125 ≤k ≤ 0.140 W/(m K) at 295◦C and 25 ◦C (20.6d)

where Nu is the Nusselt number, k is the thermal conductivity, L is the length of the

absorber tube, and h is the heat transfer coefficient. See also Appendix N for addi-
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(a) STC inner tube. (b) STC outer annulus.

Figure 20.19: Reynolods number Re for the operating conditions from the part-
load simulation with ammonia as the working fluid.

tional details. Sampling in the ranges of Nu and k result in a minimum/maximum

heat transfer coefficient h̄ of 0.1395/0.1861 W/(m2 K) respectively.

Performing a similar analysis on the simulation results using ammonia as the

working fluid, Figure 20.19 shows that the flow is laminar for all conditions for both

hydraulic diameters. In heat transfer it is common knowledge that turbulent flow

promotes mixing; therefore, turbulent flow promotes heat transfer. While the laminar

result, means that the theory applied by Balkoski 2011 is more fitting, it does not

mean the resulting STC thermal performance equation is applicable to the ammonia

case. A deeper look into the heat transfer coefficient is required.

The simulation results with ammonia can be divided into two categories: 1)

PH > Pc, and 2) PH < Pc. The first category is a supercritical, cycle and the second

category is a subcritical cycle. The first category does not have two-phase flow heat

transfer or a clear division between liquid heating and vapor heating. The second

category has clear boundaries between liquid heating, two-phase flow heating, and

vapor heating. Because of the differences in the two categories, two distinct analyses
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will be completed.

First bounding the heat transfer coefficient for the supercritical category is com-

pleted by determining the enthalpy weighted average thermal conductivity along the

constant pressure line from STC inlet to outlet. A greater accuracy is achieved,

by determining the average conductivity using enthalpy weighting. Figure 20.20

shows density and thermal conductivity along a supercritical constant pressure line.

Figure 20.21 shows the enthalpy weighted average thermal conductivity based on

weather conditions. For supercritical cycles found in operating conditions, in a min-

imum/maximum heat transfer coefficient h̄ of 0.1922/0.2752 W/(m2 K) respectively.

This bounding range is notably higher than the range previously found using the

test conditions and Duratherm 600 as the working fluid. The conclusion is clear,

supercritical cycles with ammonia have higher estimated heat transfer coefficients

than liquid heating with Duratherm 600. Higher heat transfer coefficients result in

lower temperature differences between the fluid and the absorber heat transfer fin,

and higher thermal efficiency. For supercritical cycles with ammonia, using the ther-

mal performance model equation unchanged results in a slight under estimate as the

conductivity of the absorber fin and tubing walls are unchanged.

Second, bounding the heat transfer coefficient for the subcritical cycle category

is completed by determining the ratio of heat transferred in the vapor phase to the

heat transferred in the two-phase flow (Figure 20.22). Using liquid heat transfer as

a base, a rule of thumb for: 1) vapor phase heat transfer is a factor of five lower heat

transfer coefficient, and 2) two-phase flow heat transfer is a factor of five greater

heat transfer coefficient. Reviewing the ratio of vapor phase heating to two-phase

flow heating will indicate if the over all heat transfer coefficient is raised or lowered

compared to the liquid heating phase. The results of this analysis determined only

three operating conditions that have a ratio below 1. For the weather conditions using
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Figure 20.20: Properties along a supercritical constant pressure line for ammonia.

Figure 20.21: Enthalpy weighted average thermal conductivity. Results use am-
monia as the working fluid.
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Figure 20.22: Vapor to two-phase heat ratio for subcritical cycles using ammonia.

a subcritical cycle, the net result is a lower heat transfer coefficient. This results in

higher absorber surface temperatures which lead to lower collector thermal efficiency

than is modeled. Because the convective heat transfer coefficient for the working fluid

does not directly correlate to over all thermal efficiency, it is not possible to make any

strong conclusions about the magnitude of the over or under prediction. Comparing

Figures 20.8, 20.21, and 20.22 reveals that the weather conditions that correlate to

subcritical cycles and lower than predicted efficiency are a smaller share of the annual

energy than the weather conditions that correlate to supercritical cycles and higher

than predicted efficiency. A reasonable engineering judgment is to conclude that

there is a higher probability that the net annual energy yield is under predicted.
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20.4 Conclusions and summary

The clearest and most powerful conclusion is that more research into part-load

performance of the components of the system is needed. While this chapter is the

most in depth system modeling ever completed for DSSTC in the public domain,

it falls short of the originally desired accuracy because of limited performance in-

formation on the components. Despite these limitations, several design challenges

have been identified: 1) The need to explore the benefit of adjustable expansion,

2) the need to address the pump/expander shaft linkage issue, 3) the need to cre-

ate a collector thermal model that properly accounts for the operating conditions.

Accounting for machine size, part-load, and component interfacing clearly results in

lowered performance compared to Chapter 19. An in depth analysis of flow con-

ditions in the STC shows that more research is required to achieve high accuracy

modeling of thermal performance under a wide range of operating conditions and

working fluids. The simulation methods employed and the results are the original

contributions of this author.

20.5 Future work

During the research preparing this chapter, several future works were identified:

• Determine (experimentally and theoretically) heat transfer modeling to con-

verge on a realistic model for collector thermal performance.

• Account for the effects of collector mounting angle in the heat transfer model.

• Redesign the absorber of the XCPC for accommodate two phase flow condi-

tions.

• Create an exapnder performance testing standard.
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• Investigate solutions to include variable expansion.

• Determine StarRotor expander performance including variable pressure and off

design expansion ratio.

• Determine StarRotor pump performance for a wide range of operating condi-

tions and working fluids.

• Explore electrical and mechanical solutions to the pump/expander shaft linkage

issue.

• Identify electrical generation technologies to efficiently convert shaft energy to

electrical energy for this application.

• Create a condenser model based on experimental results for a wide range of

operating conditions and fluids.
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PART VI. COMPARISON OF DSSTC TO PHOTOVOLTAIC SYSTEMS AND

ROAD MAP
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21. IN SUMMARY: A COMPARISON OF DSSTC TO PV

21.1 Introduction/background

The goal of the dissertation was to increase the depth and breadth in model-

ing solar thermal collector performance (STC). The work focused primarily on the

performance prediction of combining an organic Rankine cycle heat engine (ORC)

with STC in a direct configuration for electricity production (Figure 21.1). One

key aspect of the work was to make size appropriate efficiency assumptions and to

model part-load performance while simulating the system model on realistic weather

data. These goals were achieved with mixed results. The direct system offers the

simplest design and the potential for the highest electricity efficiency. This is true

for standard peak solar conditions of 1000 W/m2 irradiance and 300 K ambient

temperature. Chapter 19 results show that assuming changing equipment size at

each operating condition (fixed pump efficiency, fixed expander efficiency, and part-

load performance for the STC) resulted in reduced performance from the standard

peak solar conditions. Chapter 20 showed that the wide range in operating condi-

tions found in the TMY datasets resulted in low electricity efficiency performance

from the equipment when considering part-load performance of the STC, pump, and

expander. The indirect system with thermal storage may have higher annual per-

formance when simulating a STC + ORC model under part-load performance. Had

the results been more favorable, this would have provided a new market for the

XCPC designs. Throughout the research process many aspects of DSSTC perfor-

mance modeling were advanced. Most of these contributions can be applied to the

respective fields of study independent of the larger research outcome. Because the

direct configuration at standard conditions offers the best efficiency and the lowest
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equipment costs, it can be compared to PV as a good benchmark. If PV is shown to

perform better, then there is reduced expectation that the direct configuration can

compete, because it will have both a cost and performance challenge to overcome.

If the DSSTC system compares favorably over PV then there may be hope that a

method will be found to increase performance under part-load conditions. To this

end, a comparison of photovoltaic collector (PVC) and XCPC costs is undertaken.

The goal of both PV and DSSTC is to be able to out compete the other in both elec-

tricity generation and thermal generation. When this is achieved, one set of collectors

can be used to meet both electrical and thermal loads. When accounting for solar

variability, electrical demand variability, and thermal demand variability thoughout

the a typical year, there is greater freedom to balance production and demand with

one set of collectors [34]. This characteristic provides additional economic value.

Collector

ExpanderPump

Condenser

(a) Direct system.

Collector

Pump
HX or
thermal
storage

ORC heat
engine

(b) Indirect system.

Figure 21.1: Two canonical solar-thermal system configurations.
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Table 21.1: Cost and production infromation for the Artic Solar XCPC

Year Cost [$/unit] Cost† [$/ft2] Production‡

2015 820–1200 31.64–46.30 0
2018 700–900 27.01–34.72 50
†Based on aperture area
‡January of the year

21.1.1 DSSTC data for direct configuration

At ideal conditions, Chapter 14 found that the direct configuration for DSSTC has

second law efficiency of about 70% using water as the working fluid (0.7 = 0.27/(1−
310
500

) at ideal conditions Tamb = 300 K and Geff = 1000 W/m2 ). Table 21.1 shows

cost and production data provided by William Guiney CEO of Arctic solar [146,209].

Cost of the collector to an installer is the price the manufacturer has set and includes

a profit margin for the manufacturer above the manufacturer’s cost to make the

collector. All values presented in this chapter are costs from the installers point of

view. This is the cost to the installer to buy collectors on the whole sale market and

does not include freight. The STC design has an aperture area of 25.92 ft2 and a

gross area of 29.05 ft2. The design marketed by Arctic Solar is different than the

design outlined in Kim 2013 [132] and modeled in this work. The Arctic Solar version

maybe more efficient as it currently has an absorber tube design several generations

more advanced. Arctic solar estimates a ballpark figure of $1.50/W installed cost

for the collectors depending on operating temperature and project conditions. There

are currently orders for 1,000 units in the project pipeline. The Arctic Solar market

is to supply industrial thermal energy loads, domestic and commercial hot water,

space heating using heat pumps, and cooling using double effect absorption chillers.

Double effect absorption chillers have a coefficient of performance (COP) of 1.4.

There is strong evidence that the solar heat for industrial processes (SHIP) in-
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dustry is growing (https://www.solar-payback.com). Solar Payback is a three year

initative to promote SHIP in four countries (South Africa, India, Mexico, and Brazil).

To guesstimate market potential, a review of thermal uses in the United States is

undertaken. Fox et al. 2011 [210], estimates the break down of US thermal energy

use in the temperature range 0–260 ◦C. Using Fox et al. numbers for 2008 in the US

about 8% of the total energy consumption is used thermally in the range of 100–260

◦C across the residential, commercial, and industrial energy sectors. From the re-

sults of Chapter 11, one can approximate STC efficiency at 35% in this tempreature

range. One can argue that this assumption is too low or high; however, this choice

will illistrate the magnetude of the industry market potential. It is assumed that the

XCPC design will only capture about 25% of the market. Using this information,

the size of the US XCPC collector market can be estimated with data for annual

energy consumption in the United States [211]. The resulting calculation is shown

in Equation 21.1,

370e6 collector =

[
(0.25)(0.08)(97.399Quad

year )(1.055 EJ
Quad)(2.778e11kWh

EJ )

(5 kWh
m2·day)(365 day

year)(0.35)(2.41 m2

collector)

]
(21.1a)

21.1.2 PV data

To enable a comparison of PV and STC, PV data is gathered and presented

in Table 21.2. In the last few years, domestic hot water heater manufacturers have

brought heat pump based hot water heaters to market. Rather than using traditional

electrical resistance heating elements that have a maximum efficiency of 1, the most

efficient air sourced hot water heat pumps have a COP of 3. This means that for

one unit of electricity the homeowner can receive 3 units of heat. This benefit is

moderated by the additional cost of the unit and the potential for more expensive
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Table 21.2: Costs and peak module efficiency for residential PV

Year# Panel cost [$/Wdc]§ System installed cost [$/Wdc]† Efficiency [%]‡

2015 0.70 3.18 15.1
2016 0.64 2.98 15.6
2017 0.35 2.80 16.2

# Report year, reported data typically from the prior year
§2015 report data from Figure 4 [212]
§2016 report data from Figure 13 [213]
§2017 report data from Figure 15 [214]
†In 2017 USD, from Figure 17 of [214]
‡Data from Figure 3 [214]

maintenance. These models are even available in common home improvement stores.

21.2 Methodology

To project XCPC manufacturing costs into the future, the data from Table 21.1 is

used in a learning curve with learning rates of 5%, 10%, 15%, and 20%. Figure 21.2

shows that the STC system is similar to the PV system. The STC system has

additional components, namely the heat engine components. Because the inverters

are highly likely to be identical or have extremely similar costs, the STC must be less

expensive than the PVC to compete in power production. The amount the STC is

lower in cost than the PVC can be used to pay for the heat engine components. The

goal is to compare current costs and performance of the two methods of producing

electricity and evaluate crossover potential for DSSTC systems. Crossover is the

ablity of a technology to meet both thermal and electrical demand. The future

potential depends on the learning curve projections which can only be viewed as

tentative estimates.

A second analysis is performed to evaluate the reverse question. What is the

crossover potential of PV to compete in supplying thermal loads such as domestic

hot water or heat pumps. To do this, the cost of PV is discounted by the COP of the
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Figure 21.2: Box diagrams of DSSTC and PV systems.
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heat process. In both analysis the system installed costs are neglected. This means

that the results are for comparative purposes only as the collector costs are the only

element of total system cost being compared. Installation costs for the remaining

system components are neglected. Comparing the ability of DSSTC systems to

compete is carried out for three cases: 1) 2015 data, 2) 2017 data for PV, 2018 data

for the XCPC, and 3) 2017 data for PV, projected future cost data for the XCPC.

The ability of PV systems to compete is carried out for the last case only: 2017 data

for PV, projected future cost data for the XCPC.

21.3 Results and discussion

The first step is to project future XCPC cost using a learning curve (Figure 21.3).

The results show that the large market potential provides a sizable opportunity for

the XCPC cost to come down. Future cost from the learning curve, shows a range of

values are possible from 100–400 $/unit. The comparison results are presented in two

parts: 1) comparison of collector costs for electricity production and 2) comparison

of collector costs for thermal production. Appendix O contains the code used to

perform the calculations and create the figures.

21.3.1 Comparison of collector costs for electricity production

Figure 21.4 shows that the XCPC collector was initially too expensive for a

DSSTC system to out compete a PV system for electricity production. Figure 21.5

shows that the XCPC collector as part of a DSSTC will have only a small probability

of being able to out compete PV for electricity generation. This is especially true

when considering that PVC cost is not projected into the future. The limitation

of this is lessened by the fact that PVC costs have dropped from $7/W in 2006

to $0.35/W in 2016. Figure 21.6 shows a sensitivity analysis for collector thermal

performance using a future collector cost of $250/unit. The results show that ±10%
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changes in XCPC thermal performance do not materially change the conclusion that

the XCPC design will most likely have trouble competing with PV in a electricity

only application. From the analysis presented here, the limitations of DSSTC to

compete against PV for electricity only production are a result of several conditions:

1) the low cost of PV panels on the whole sale market, 2) the efficiency of PV versus

DSSTC to produce electricity (Carnot’s law limitations of DSSTC), and 3) STC

thermal losses as a function of temperature and irradiance.

The result that DSSTC has a low probability of competing with PV for elec-

tricity production does not mean that PV is always the best choice. For example,

take an industrial manufacturer wants to do their part to help the environment by

installing renewable energy production equipment to meet a large portion of their

energy demand. The company is located in an area that has a colder more over-

cast weather pattern during the winter months which also matches the peak thermal

loads and minimum electrical loads. The summer holds the opposite relationship.

Having two sets of collectors to meet both electrical and thermal loads would mean

both sets would have to be oversized to meet peak demand. This results in both

sets of collectors being idle for part of the year which increases the levelized cost of

energy (LCOE) and the payback period. The alternative is to undersize the systems

and subsidize with energy from the natural gas and electricity grids. This lowers

the size of the systems and reduces project cost effectiveness because of fixed project

costs (e.g., permitting). Another alternative is to use a ORC heat engine to make

electricity in the summer when thermal loads are low and electricity loads are high.

The DSSTC system may not be cost effective in producing electricity, the additional

cost of the ORC may be much less than the cost of the larger PV system and the cost

of idle capital in the form of the thermal collectors not being fully used in summer.

This example shows that there is a need to balance production and demand to max-
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Figure 21.3: Learning curve for the XCPC. Results based on the mean reported
cost.

imize capital effectiveness. Fully exploring the potential of DSSTC to accomplish

this is left as future work. Another related future work is to explore how the reverse

can be accomplished by using the PV system to supply thermal demand. A third

future work is to compare PV and DSSTC options for several common installation

applications.

21.3.2 Comparison of collector costs for thermal production

In this section, the reverse analysis is performed where an XCPC are used to

produce heat and PVC are used to produce electricity for electric resistance heating

(efficiency of 1 or COP of 1), absorption chillers, and heat pump applications. This is
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(a) 2015 data for both PVC and XCPC.
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Figure 21.4: Comparison of PV and DSSTC performance for electricity generation.
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Figure 21.5: Comparison of PV and DSSTC performance for electricity generation
using projected future XCPC cost.
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Figure 21.6: Comparison of PV and DSSTC performance for electricity generation
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assumptions.

424



accomplished by plotting the XCPC cost in $/W to the PVC cost in $/W for several

XCPC cost values from the learning curve and several COP (Figure 21.7). The

XCPC design is meant to be competitive above 100 ◦C where most heat pumps are

not efficient, because of larger temperature differnces. There are other STC designs

that are more efficient below 100 ◦C (Chapter 8). This provides a clear market

for PV systems to be combined with air source heat pumps to meet domestic hot

water energy needs in residential, commercial, and industrial applications. Higher

temperature hot water needs for hotels, hospitals and other applications are a likely

market for the XCPC as the cost reduces through adoption and the technology moves

down the learning curve. The figure also shows that electric resistance heating may

have an advantage at high temperature differences over both the heat pumps and the

XCPC. Because Fox et al. 2011 [210] showed that the majority of thermal demand

in the United States was below 260 ◦C in 2008, the XCPC can meet the bulk of

the thermal energy market, especially in industrial and commerical applications.

Figure 21.6 show the cost performance of the XCPC at $250/unit under three thermal

efficiency assumptions. Adjustment of the thermal efficiency of the XCPC does not

materially change the result.

21.4 Conclusions and summary

The direct DSSTC system was found to have a low probability of being able

to compete against PV systems for electricity production even when considering

future collector cost. Given solar resource and energy demand variability on an

annual basis, further analysis is needed to determine whether or not direct or indirect

configurations of DSSTC can compete in electricity production to increase thermal

system utilization. Currently, neither PV or DSSTC systems are generally capable

of wide application crossover. This tends to prevent one set of collector from being
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installed to supply both electrical and thermal loads. One exception of this is to

use PVC to supply energy to air source heat pump hot water heater for domestic

hot water demand. This is particularly true in small scale installations such as

residential, because the fixed project costs are eliminated for the STC system. In

spite of these failures of the XCPC to compete against PV systems for electricity

production and domestic hot water, there is a large US based market for the XCPC

to supply thermal energy in the intended design range of 100–260 ◦C. This chapter

is the original work of the author.

21.5 Future work

In this work, several future works were noted and are listed:

• Explore using DSSTC to improve collector utilization using both direct and

indirect configurations.

• Research the extent that PV systems can be used to cost effectively supply

energy to thermal demand with the use of heat pumps and other conversion

equipment.

• Compare PV and DSSTC options for several common installation applications

to explore crossover potential.
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timization of the low-temperature solar organic Rankine cycle (ORC). Energy

Conversion and Management, 51(12):2846–2856, December 2010.

[31] B. Twomey, P.A. Jacobs, and H. Gurgenci. Dynamic performance estimation

of small-scale solar cogeneration with an organic Rankine cycle using a scroll

expander. Applied Thermal Engineering, 51(1-2):1307–1316, March 2013.

432



[32] S. Quoilin, M. Orosz, H. Hemond, and V. Lemort. Performance and design

optimization of a low-cost solar organic Rankine cycle for remote power gen-

eration. Solar Energy, 85(5):955–966, May 2011.

[33] Zachary Mills Norwood. A better steam engine: Designing a distributed con-

centrating solar combined heat and power system. Dissertation, University of

California, Berkeley, Berkeley, CA, 2011.

[34] Zachary Mills Norwood, Nathan Kamphuis, and Dan Soltman. Distributed

solar-thermal/electric generation. Unpublished report, University of California,

Berkeley, Berkeley, CA, December 2006. Author Nathan Kamphuis maybe

contacted at nkampy@gmail.com for a copy.

[35] Vincent Lemort, Sylvain Quoilin, Cristian Cuevas, and Jean Lebrun. Test-

ing and modeling a scroll expander integrated into an organic Rankine cycle.

Applied Thermal Engineering, 29(14-15):3094–3102, October 2009.

[36] Richard Perez, Pierre Ineichen, Robert Seals, Joseph Michalsky, and Ronald

Stewart. Modeling daylight availability and irradiance components from direct

and global irradiance. Solar Energy, 44(5):271–289, 1990.

[37] J. W. Spencer. Fourier series representation of the position of the sun. Search,

2(5):172, May 1971.

[38] Jean Meeus. Astronomical algorithms. Willmann-Bell, Richmond, VA, 2nd

edition, December 1998.

[39] Ibrahim Reda and Afshin Andreas. Solar Position Algorithm for solar radiation

applications. Technical Report NREL/TP-560-34302, NREL National Renew-

433



able Energy Labratory, 1617 Cole Boulevard, Golden, Colorado 80401-3393,

January 2008.

[40] Christian A. Gueymard and Jose A. Ruiz-Arias. Extensive worldwide valida-

tion and climate sensitivity analysis of direct irradiance predictions from 1-min

global irradiance. Solar Energy, 128:1–30, April 2016.

[41] ISO 9488 (1999). ISO 9488-1999 Solar energy - vocabulary. Standard ISO

9488-1999, International Organization for Standardization, Geneve, Switzer-

land, 1999.

[42] Nathan Robinson. Solar radiation. Elsevier Pub. Co., Amsterdam and New

York, 1966.

[43] M. Sengupta, A. Habte, S. Kurtz, A. Dobos, S. Wilbert, E. Lorenz, Thomas

Stoffel, D. Renne, Christian Gueymard, D. Myers, Stephen Wilcox, P. Blanc,

and Richard Perez. Best practices handbook for the collection and use of solar

resource data for solar energy applications. Technical Report NREL/TP-5D00-

63112, National Renewable Energy Laboratory, Golden, CO, February 2015.

[44] Christian A. Gueymard and Daryl R. Myers. Evaluation of conventional and

high-performance routine solar radiation measurements for improved solar re-

source, climatological trends, and radiative modeling. Solar Energy, 83(2):171–

185, February 2009.

[45] Frank Vignola, Joseph Michalsky, and Thomas L. Stoffel. Solar and infrared

radiation measurements. CRC Press, Boca Raton, FL, 2012.

[46] P. Blanc, B. Espinar, N. Geuder, C. Gueymard, R. Meyer, R. Pitz-Paal,
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APPENDIX A

CODES FOR THE USE OF THE SPA

This appendix includes the codes written to use the SPA by NREL. It does not

contain the source code of the SPA, which can be obtained from the NREL website.

A.1 Shell script for downloading astronomical time data

# bash - /bin/bash

# ksh - /bin/ksh

# change shell: chsh -s SHELL Then logout and in.

EXECPATH=/usr/local/bin/

EXECPATH2=/usr/bin/

# c04 data IAU 2000 (Paris ut1-utc data 1962 to present by month)

# with header

wget -N http://hpiers.obspm.fr/iers/eop/eopc04/eopc04_IAU2000.62-now

#

# USNO data delta_T = 32.184s + (TAI - UTC) - (UT1 - UTC)

# = TT - UT1 from maia.usno.navy.mil main page.

# USNO TAI - UTC = leapseconds NOTE: MJD = JD - 2400000.5

# from Astronomical Almanac 2016 page M4.

wget -N http://maia.usno.navy.mil/ser7/tai-utc.dat

# USNO 1600s to 1800’s delta_T by 6month period

wget -N http://maia.usno.navy.mil/ser7/historic_deltat.data

# USNO deltat feb 1973 - present monthly period

wget -N http://maia.usno.navy.mil/ser7/deltat.data
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# daily ut1-utc values can be downloaded at

# http://maia.usno.navy.mil/search/search.html

# from 1-2-1973 in 1 year chunks

#

cp eopc04_IAU2000.62-now DUT1.txt

# deleting 14 lines of header

sed ’1,14d’ DUT1.txt > DUT1_noheader.txt

cp deltat.data DT.txt

cp historic_deltat.data histDT.txt

sed ’1,2d’ histDT.txt > histDT_noheader.txt

cp tai-utc.dat leap_s.txt

A.2 Script for processing data

function [ leaps ] = leap( MJD, leap_s )

% Written by Nathan Kamphuis Mar 2017

% This code takes in leap second information

% and calculates the leap second

% for each day in the list MJD,

% where MJD is the Modified Juilean Date

% leap_s

% 1 2 3 4 5 6 7

% year, month, day, MJD, X, X1, X2

[ m, n ] = size(MJD);

leaps = NaN(m,n);

% base case Before First leap second in history

index = ( MJD < leap_s(1,4) );
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leaps(index) = 0;

[ k, ~ ] = size(leap_s);

% main cases

for i=2:k,

index = ( MJD >= leap_s(i-1,4) ) & ( MJD < leap_s(i,4) );

leaps(index) = leap_s(i-1,5) +...

( MJD(index) - leap_s(i-1,6) )*leap_s(i-1,7);

end

% ending case Last known leap second and beyond

index = ( MJD >= leap_s(k,4) );

leaps(index) = leap_s(k,5) +...

( MJD(index) - leap_s(k,6) )*leap_s(k,7);

end %leap.m

clear all; clc, format long, format compact,

% Written by Nathan Kamphuis March 2017

% this code imports the data from the orginal sources

% less the headers and

% builds the needed array of Delta T and DUT1

%% loading DUT1 = UT1 - UTC data from Paris Observatory

% 1962 to present, daily resolution

load(’DUT1_noheader.txt’)

DUT1_noheader(:,[5,6,8:end]) = [];

% 1 2 3 4 5

% year, month, day, MJD, DUT1 in seconds
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%% loading Delta T = TT - UT1 = 32.184 + (TAI - UTC) - (UT1 - UTC)

% TT = 32.184 + TAI

% TAI = Atomic time

% DT = 32.184 + leap seconds - DUT1

% Febuary 1, 1973 to present, monthly resolution

load(’DT.txt’)

% year, month, day, DT

%% loading historic DT data 1657 to 1984 semi-annual resolution

load(’histDT_noheader.txt’)

histDT_noheader(:,4:end) = []; % deleting LOD and error

% year, Delta T = TDT-UT1 in seconds, error in seconds

%% loading TAI - UTC = leap seconds, descrete jumps always just after

% on the start of the day.

fid = fopen(’leap_s.txt’,’r’);

%% Reading file data

A = textscan(fid,’%s’,’delimiter’,’\n’); % cell for each line

fclose(fid);

A = A{1,1}; % pulling out the cell

%% Setting up and reading in data

[j, ~]=size(A);

leap_s=NaN(j,7);

% 1 2 3 4 5 6 7
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% year, month, day, MJD, X, X1, X2

for i=1:j,

leap_s(i,1) = str2double(A{i,1}(1:4)); % Year

DateVector = datevec(A{i,1}(6:8),’mmm’);

leap_s(i,2) = DateVector(1,2); % Month

leap_s(i,3) = str2double(A{i,1}(11)); % Day

leap_s(i,4) = str2double(A{i,1}(17:25)) - 2400000.5; % MJD

leap_s(i,5) = str2double(A{i,1}(38:47)); % X in seconds

leap_s(i,6) = str2double(A{i,1}(60:64)); % X1

leap_s(i,7) = str2double(A{i,1}(70:77)); % X2

end

%% Determining leap years

% http://scienceworld.wolfram.com/astronomy/LeapYear.html

% http://scienceworld.wolfram.com/astronomy/GregorianCalendar.html

% 45:-3:9 BC leap years

% AD leap years 8:4:1580

% Oct 4 to Oct 15 in 1582 days 5-14 skipped switch to

% Gregorian calendar after 1582, years divisible by 100

% and not divisible by 400 are not leap years.

% 1584:4:present remove ( X/100 r=0 & X/400 r~=0)

% therefore 1700,1800,1900 are not leap years and 2000 is.
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%% Determining days of the year by determining days in the month

% make a fist, start on the knuckle of either end, count months

% on the knuckles and grooves. Knuckles are 31, grooves are 30

% save Feb which is 28 or 29 depending on leap year.

Month = [31; 28; 31; 30; 31; 30; 31; 31; 30; 31; 30; 31];

num_days_1961 = sum(Month);

%% build array of dates in 1961

Year_1961 = NaN(num_days_1961,5);

% 1 2 3 4 5

% year, month, day, MJD, DUT1 in seconds

for i=1:12,

for j=1:Month(i),

index = sum(Month(1:i))- Month(i)+j;

Year_1961(index,1:3) = [1961,i,j];

end % j

end % i

% set MJD in Year_1961

Year_1961(:,4) = ( leap_s(1,4):1:(leap_s(3,4)-1) )’;

%% cat on front of DUT1 and save as DUT1

DUT1 = cat(1,Year_1961,DUT1_noheader);

%% Memmory allocation for final results

[ m, n ] = size( DUT1 );

astro_data = NaN(m,n+1);
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astro_data(:,[1:n-1,n+1]) = DUT1(:,1:n);

% 1 2 3 4 5 6

% year, month, day, MJD, DT, DUT1

% will use Dt (5) as temp storage for leap seconds

%% Calculate leap seconds

astro_data(:,5) = leap( astro_data(:,4), leap_s );

%% write code to back fill DUT1 data for 1961 from the other sources

% Note: Assume TDT = TT

DT_1961_1_1 = histDT_noheader(histDT_noheader==1961,2);

DT_1961_7_1 = histDT_noheader(histDT_noheader==1961.5,2);

% half day error

% Note: 365/2 = 182.5 and 7/1 is day 182

% calculate DT_1961_1_1 from known leap second and known DUT1 for

% continuity.

DT_1962_1_1 = 32.184 + astro_data(366,5) - astro_data(366,6);

% DT = TDT - UT1 = 32.184 (TAI - UTC) - (UT1 - UTC);

% DUT1 = (UT1 - UTC) = 32.184 + TAI-UTC - DT

% this allows one to back caluclate the DUT1 data for 1961

% which was not availible from Paris.

astro_data(1:182,6) =...

linspace(DT_1961_1_1,DT_1961_7_1,182)’;
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temp = linspace( DT_1961_7_1,DT_1962_1_1,(37665 - 37480) )’;

astro_data(183:365,6) = temp(2:end-1);

% DUT1 = (UT1 - UTC) = 32.184 + TAI-UTC - DT

astro_data(1:365,6) = 32.184 + astro_data(1:365,5) -...

astro_data(1:365,6);

%% overwriting leap seconds with DT

astro_data(:,5) = 32.184 + astro_data(:,5) - astro_data(:,6);

%% save leap_s and DUT1

save(’astronomical_data’,’astro_data’)

%%%%%% Now verification of the calculated data is needed. %%%%%%%

%% Plotting error between DT and histDT_noheader: years 1974-1984

% annual resolution

year = histDT_noheader(635:2:655,1);

diff = DT(12:12:132,4) - histDT_noheader(635:2:655,2);

figure(1)

clf, hold on, grid on,

plot(year,diff,’.’,’MarkerSize’,30)

set(gca,’FontSize’,30) %,’XTick’,0:10:90)%,’YTick’,0:0.1:1)

% axis([0 90 0 1])

xlabel(’Year’,’FontSize’,30)

ylabel(’DT_{USNO}-DT_{hist}’,’FontSize’,30)
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legend(’Difference in years 1974 to 1984’,’Location’,’NorthEast’)

hold off,

%% data testing for DT

dut1_max = max( abs( astro_data(:,6) ) );

%% plotting final data by MJD

index = ( astro_data(:,2)==1 | astro_data(:,2)==7 ) &...

astro_data(:,3)==1;

astro_data_f_test = astro_data(index,:);

% reducing the years to match

astro_data_f_test(49:end, : ) = [];

histDT_test = histDT_noheader(609:end,:);

figure(2)

clf, hold on, grid on,

plot(astro_data(:,4)-37300,astro_data(:,5),’.’,...

astro_data_f_test(:,4)-37300,histDT_test(:,2),’.’,...

’MarkerSize’,30)

set(gca,’FontSize’,30) %,’XTick’,0:10:90)%,’YTick’,0:0.1:1)

% axis([0 90 0 1])

xlabel(’MJD-37300’,’FontSize’,30)

ylabel(’DT_{calc}’,’FontSize’,30)

% legend(’Difference in years 1974 to 1984’,’Location’,’NorthEast’)

hold off,
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%% plotting difference

diff = astro_data_f_test(:,5) - histDT_test(:,2);

figure(3)

clf, hold on, grid on,

plot(astro_data_f_test(:,4)-37300,diff,’.’,...

’MarkerSize’,30)

set(gca,’FontSize’,30) %,’XTick’,0:10:90)%,’YTick’,0:0.1:1)

% axis([0 90 0 1])

xlabel(’MJD-37300’,’FontSize’,30)

ylabel(’DT_{calc}-DT_{Hist.}’,’FontSize’,30)

% legend(’Difference in years 1974 to 1984’,’Location’,’NorthEast’)

hold off,

%% Testing final data against USNO data for DT

% performed in the range provided in the DT data from USNO.

% this data is monthly and starts in feb of 1973.

% reducing astro_data_f which is daily to monthly

astro_data_f_test = astro_data(astro_data(:,3)==1,:);

% reducing the years to match

astro_data_f_test([1:145,674], : ) = [];

%% Plotting error between DT and astro_data_f_test for 1973 Feb

% to 2017 Jan, monthly resolution

diff = astro_data_f_test(:,5) - DT(:,4);
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figure(4)

clf, hold on, grid on,

plot(diff,’.’,’MarkerSize’,30)

set(gca,’FontSize’,30) %,’XTick’,0:10:90)%,’YTick’,0:0.1:1)

% axis([0 90 0 1])

xlabel(’month’,’FontSize’,30)

ylabel(’DT_{calc}-DT_{USNO}’,’FontSize’,30)

% legend(’Difference in years 1974 to 1984’,’Location’,’NorthEast’)

hold off,

A.3 Script for calling the SPA C code in Matlab

#include "mex.h"

//#include <stdio.h>

#include "spa.h"

#include <matrix.h>

/*

* spa_tmym.c - Nathan Kamphuis AUG 2013

* This code allows MATLAB Calls to the SPA_Calculate by NREL

* for calculating the position of the sun and related values

*/

/*

* This Code is complied by MATLAB with the following command

* mex -v spa_tmym.c spa.c

* mex -v CFLAGS="\$CFLAGS -std=c99" spa_tmym.c spa.c for the SC EOS
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*

* The following files are needed:

* spa.c, spa.h and of course spa_tmym.c

*

* This code is called as follows:

* []=spa_tmym(a,b)

* where a is a double vector of [year; month; day; hour; minute;

* second; DT; DUT1]

* Its important to note that all these values need to convert to

* int in C with (int)year type casting.

* Except for second which can be an actual double

* b is a double vector of [timezone; Lat; Lon; El; Pres.; Temp.;

* Slope; Azm_Rot;]

*

* [incidence]=spa_tmym(a,b)

* [incidence, zenith]=spa_tmym(a,b)

* [incidence,zenith, azimuth_astro]=spa_tmym(a,b)

*

*/

/* $Revision: 0.1 $ */

void mexFunction( int nlhs, mxArray *plhs[],

int nrhs, const mxArray *prhs[] )

{
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int spa_result; // declare result

double *x,*x1,*y1,*y2,*y3,*y4,*y5,*y6;

// declare inputs and outputs

spa_data spa; // declare the SPA structure

size_t mrows,ncols,mrows1,ncols1; // working vars

/* Check for proper number of arguments. */

if(nrhs!=2) {

mexErrMsgIdAndTxt( "MATLAB:SPAm:invalidNumInputs",

"two inputs required.");

} else if(nlhs>6) {

mexErrMsgIdAndTxt( "MATLAB:SPAm:maxlhs",

"Too many output arguments.");

}

/* The first input must be a noncomplex double 8x1 array.*/

mrows = mxGetM(prhs[0]);

ncols = mxGetN(prhs[0]);

if( !mxIsDouble(prhs[0]) || mxIsComplex(prhs[0]) ||

!(mrows==8 && ncols==1) ) {

mexErrMsgIdAndTxt( "MATLAB:SPAm:inputNotRealDouble6x1array",

"The first input must be a noncomplex double 6x1 array.");

}

/* The second input must be a noncomplex double 8x1 array.*/
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mrows1 = mxGetM(prhs[1]);

ncols1 = mxGetN(prhs[1]);

if( !mxIsDouble(prhs[1]) || mxIsComplex(prhs[1]) ||

!(mrows1==8 && ncols1==1) ) {

mexErrMsgIdAndTxt( "MATLAB:SPAm:inputNotRealarrayDouble",

"The second input must be a 8x1 noncomplex array double.");

}

/* Create matrix for the return argument. */

plhs[0] = mxCreateDoubleMatrix(1, 1, mxREAL);

plhs[1] = mxCreateDoubleMatrix(1, 1, mxREAL);

plhs[2] = mxCreateDoubleMatrix(1, 1, mxREAL);

plhs[3] = mxCreateDoubleMatrix(1, 1, mxREAL);

plhs[4] = mxCreateDoubleMatrix(1, 1, mxREAL);

plhs[5] = mxCreateDoubleMatrix(1, 1, mxREAL);

/* Assign pointers to each input and output. */

x = mxGetPr(prhs[0]);

x1 = mxGetPr(prhs[1]);

y1 = mxGetPr(plhs[0]);

y2 = mxGetPr(plhs[1]);

y3 = mxGetPr(plhs[2]);

y4 = mxGetPr(plhs[3]);

y5 = mxGetPr(plhs[4]);

y6 = mxGetPr(plhs[5]);
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/* Setting int values in spa input */

spa.year = (int)x[0];

spa.month = (int)x[1];

spa.day = (int)x[2];

spa.hour = (int)x[3];

spa.minute = (int)x[4];

spa.second = x[5];

/* setting double values in spa input */

spa.timezone = x1[0];

spa.delta_ut1 = x[6]; /* Updated Mar 2017 for input value */

spa.delta_t = x[7]; /* Updated Mar 2017 for input value*/

/* Updated Nov 2015 dt from 67 to 47 dut1 was zero */

spa.longitude = x1[2]; /* To account for the reverse order*/

spa.latitude = x1[1]; /* between tmy and SPA*/

spa.elevation = x1[3];

spa.pressure = x1[4];

spa.temperature = x1[5];

spa.slope = x1[6];

spa.azm_rotation = x1[7];

spa.atmos_refract = 0.5667;

/* setting function type */

spa.function = SPA_ALL;

/* Call the SPA subroutine. */
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spa_result = spa_calculate(&spa);

if (spa_result == 0) //check for SPA errors

{

/* set output array values */

y1[0] = spa.incidence; //surface incidence angle [degrees]

y2[0] = spa.zenith; //topocentric zenith angle [degrees]

y3[0] = spa.azimuth_astro; //topocentric azimuth angle

//(westward from south) [-180 to 180 degrees]

y4[0] = spa.suntransit;

y5[0] = spa.sunrise;

y6[0] = spa.sunset;

} else printf("SPA Error Code: %d\n", spa_result);

}

A.4 Wrapper script

function [ Theta, Zenith, Azimuth180 ] = spa_tmym_wrap(...

tmytimept, tmyyrlydata, astro_data )

% Written by Nathan Kamphuis Nov 2016

% Wrapper for spa_tmym.m

% a=[Year Month Day Hour] Note Hour is at end of block

% SPA set to adjust to middle of 1 hour time block of data by

% subtracting an hour and adding 30 minutes.

% b=[timezone latitude longitude elevation avg pressure avg

% temperature,slope azm_rotation]

% astro_data(1) is DT in seconds

% astro_data(2) is DUT1 in seconds
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% Adjust from the end of the hour time block to the middle of the

% block.

% Since the tmy data has hours from 1 to 24 this never causes an

% error even in locations like Alaska where the sun does not set

% for 7 days in the summer. The tmy hour is the hour at the end

% of the hour time block.

time=[tmytimept 30 0 astro_data(2), astro_data(1)]’;

% must be 8x1 vector

time(4)=time(4)-1;

% the 30 and the hr - 1 find solar position in middle of

% data point that is a one hour block of time.

[Theta, Zenith, Azimuth180]=...

spa_tmym(time,tmyyrlydata’);

% f(a,b) Note the transpose

% surface incidence angle [degrees] Theta

end

A.5 Script for solar position calculation

function [ time, hrlydata ] =...

ZenithRemoval( time, hrlydata, yrlydata )

% Written by Nathan Kamphuis Feb 2017

% This function removes data points that have a solar zenith angle

% too high for use with the Perez 1990 and AWM models.
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[m, ~]=size(hrlydata);

astro_data_vect = NaN(m,2);

%% Loading astronmical data and preparing DT and DUT1 data for tmy

load(’astronomical_data.mat’)

%% following 3.1.1 of the SPA user Manual for Julian Date Calc.

time_temp = time;

index = ( time_temp(:,2)==1 | time_temp(:,2)==2 );

time_temp(index,1)= time(index,1)-1;

time_temp(index,2) = time(index,2)+12;

mjd_tmy = floor( 365.25*(time_temp(:,1)+4716) ) +...

floor( 30.6001*(time_temp(:,2)+1) ) + time_temp(:,3) +...

2 - floor( time_temp(:,1)/100 ) +...

floor( floor( time_temp(:,1)/100 )/4 ) -...

1524.5; % note B for Gregorian Calendar

% IE OCT 15, 1582 and after.

mjd_tmy = mjd_tmy + (time_temp(:,4) - 0.5 - yrlydata(1,1))/24;

% shifting date by hour shift tocenter of hour time block / timezone

mjd_tmy = mjd_tmy - 2400000.5; % converting from JD to MJD.

mjd_tmy = floor( mjd_tmy );

% if shifts didn’t cause MJD to change date then ignoring the change.

% This amounts to constant interpolation over one day for astro_data.

% using mjd to find indeies for astro data assignment

[ ~, tmy_mjd_i, astro_mjd_i ] =...

intersect( mjd_tmy, astro_data(:,4),’stable’ );

[ k, ~ ] = size( tmy_mjd_i );

% main cases
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for i=1:k-1,

tmy_index = ( tmy_mjd_i(i) ):1:( tmy_mjd_i(i+1) );

astro_data_vect(tmy_index,1:2) =...

ones(size(astro_data_vect(tmy_index,1)))*...

astro_data(astro_mjd_i(i),5:6);

end

% end case

tmy_index = ( tmy_mjd_i(k) ):1:( m );

astro_data_vect(tmy_index,1:2) =...

ones(size(astro_data_vect(tmy_index,1)))*...

astro_data(astro_mjd_i(k),5:6);

%% Calculating Irradiance

for i=1:m,

[~, hrlydata(i,12), hrlydata(i,13)]=...

spa_tmym_wrap( time(i,:), yrlydata(1,:),...

astro_data_vect(i,:) );

end

% removing data points where the Sun is too low for

% Perez and awm models

time(hrlydata(:,12)>90,:) = [];

hrlydata(hrlydata(:,12)>90,:) = [];

end %ZenithRemoval.m
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APPENDIX B

DERIVATION OF THE ISOTROPIC SKY MODEL USING HOTTEL’S VIEW

FACTOR RESULT

This appendix contains the simplest known method to derive the Isotropic Sky

Model and uses a result from Hottel’s 1967 book Radiative Heat Transfer [85]. It is

unknown who originated this method of derivation, although it seems likely that it

was Hottel himself. Chris Gueymard recommended this method in a helpful personal

communication on the subject while preparing this manuscript. The diffuse irradi-

ance DHI or Id,h are typically used interchangeably to mean the diffuse horizontal

irradiance measured or modeled.

Hottel’s Equation 2-17 on Page 37 of his book (Equation B.1), describes the area

(A2) and view factor (F12) of an arbitrary surface subtending angles ψ1 and ψ2 viewed

by an infinitesimally small Point 1. Hottel states that if the angles are on opposite

sides of the normal of Surface 1 (that in the limit approaches a point) they must be

of opposite sign.

F12 =
sinψ2 − sinψ2

2
(B.1)

From basic heat transfer, one can write

Q̇2→1 = I2A2F21 = I2A1F12 (B.2)

Q̇

A1

= I2F12 (B.3)

For a horizontal Surface 1, F12 is 1 by Equation B.1; therefore, I2 = Id,h. Clearly
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2 − β

Figure B.1: Angles of interest.

F12 = Rd. Setting ψ2 = π
2
− β and ψ1 = −π

2
(see Figure B.1), the diffuse correction

factor Rd is found for the ISM.

F12 =
sin(π

2
− β)− sin(−π

2
)

2
(B.4)

=
1 + cos β

2
, by trig addition (B.5)

Using similar logic for the ground-reflected irradiance, taking ψ2 = π
2
and ψ1 =

π
2
− β, one can write

F12 =
sin(π

2
)− sin(π

2
− β)

2
(B.6)

=
1− cos β

2
(B.7)
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APPENDIX C

2D DERIVATION OF THE ISOTROPIC SKY MODEL

This appendix contains a derivation of the Isotropic Sky Model by Badescu

2002 [62]. The model was (as far is known) originally derived by an alternate method

by Moon and Spencer 1942 [76] and presented in Section 7.2.1. The diffuse horizontal

irradiance DHI or Id,h are typically used interchangeably to mean the diffuse horizon-

tal irradiance measured or modeled. In this appendix, Id(θ) is the diffuse irradiance

from the sky dome in a 1-radian field of view at the location (θ) on the dome using

the zenith as reference normal ~N .

C.1 Determination of the irradiance of a diffuse sky element

The irradiance of a diffuse sky element (Id) is determined using the measured or

modeled diffuse horizontal irradiance (DHI or Id,h) to define the irradiance value Id

in Equation C.4, which is given by

Id,h =

π
2∫

−π
2

Id(θ) cos θdθ (C.1)

=2Id

π
2∫

0

cos θdθ by isotropic assumption and symmetry (C.2)

=2Id (C.3)

Id =
Id,h
2

(C.4)
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C.2 Determination of the diffuse transposition factor for a tilted surface

The goal is to determine the diffuse contribution DT and by inspection the diffuse

transposition factor Rd. Here, the rotated panel normal ~N∗ is not in the same

direction as the zenith ~N (except for β = 0). By the isotropic assumption, I(θ) is

simply Id (a constant); therefore, θ does not need to be transformed. Rd is given in

Equation C.11:

DT =

π
2
−β∫

−π
2

Id(θ) cos θdθ (C.5)

=Id

π
2
−β∫

−π
2

cos θdθ by isotropic assumption (C.6)

=Id[sin(
π

2
− β)− sin(−π

2
)] (C.7)

cos β = sin(
π

2
− β) (C.8)

DT =Id[cos β + 1] (C.9)

=Id,h

(
1 + cos β

2

)
(C.10)

Rd =

(
1 + cos β

2

)
(C.11)

C.3 Determination of the irradiance of a ground reflected element

The irradiance of a ground-reflected element (Ir) is determined using the mea-

sured or modeled global horizontal irradiance (GHI or It,h) to define the irradiance

value I(θ), which leads to Equation C.15 given by

ρIt,h =

π
2∫

−π
2

Ir(θ) cos θdθ (C.12)
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=2Ir

π
2∫

0

cos θdθ by isotropic assumption and symmetry (C.13)

=2Ir (C.14)

Ir =
ρIt,h

2
(C.15)

C.4 Determination of the reflected transposition factor for a tilted surface

Here, the goal is to determine the reflected contribution RT and by inspection

the reflected transposition factor Rr. Here, the rotated panel normal ~N∗ is not in

the same direction as the zenith ~N (except for β = 0). By the isotropic assumption,

Ir(θ) is simply Ir (a constant); therefore, θ does not need to be transformed. Rr is

given in Equation C.22:

RT =

π
2∫

π
2
−β

Ir(θ) cos θdθ (C.16)

=Ir

π
2∫

π
2
−β

cos θdθ by isotropic assumption (C.17)

=Ir[sin(
π

2
)− sin(

π

2
− β)] (C.18)

cos β = sin(
π

2
− β) (C.19)

RT =Ir[1− cos β] (C.20)

=ρIt,h

(
1− cos β

2

)
(C.21)

Rr =

(
1− cos β

2

)
(C.22)
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APPENDIX D

DERIVATION OF THE 3D ISOTROPIC SKY MODEL

This appendix contains a derivation of the 3D Isotropic Sky Model 2002 by Bade-

scu [62]. The method assumes that the collector is a point receiver of irradiance,

meaning that the collector area is much less than the distance squared between the

source and receiver (Aj
r2j
) [116]. The diffuse irradiance DHI or Id,h are typically used

interchangeably to mean the diffuse horizontal irradiance measured or modeled. In

this appendix, Id(θ, φ) is the diffuse irradiance from the sky dome in a 1-sr field of

view at the location (θ, φ) on the dome using the zenith as reference normal ~N .

D.1 Determination of the irradiance of a diffuse sky element

The irradiance of a diffuse sky element (Id(θ, φ)) is determined using the measured

or modeled diffuse horizontal irradiance (DHI or Id,h) to define the irradiance value

Id in Equation D.7 given by

Id,h =

∫
Id(θ, φ) cos θdΩ (D.1)

=

∫∫
Id(θ, φ) cos θ sin θdθdφ (D.2)

=Id

2π∫
0

dφ

π
2∫

0

cos θ sin θdθ (D.3)

d
dθ

sin2 θ =2 sin θ cos θ (D.4)

=Id (φ|2π0 1
2

(
sin2θ

∣∣π2
0

(D.5)

Id,h =πId (D.6)

Id =
Id,h
π

(D.7)
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D.2 Determination of the diffuse transposition factor for a tilted surface

The goal is to determine the diffuse contribution DT and by inspection the diffuse

transposition factor Rd. Here, the rotated panel normal ~N∗ is not in the same

direction as the zenith ~N (except for β = 0). By the isotropic assumption, I(θ, φ)

is simply Id (a constant); therefore, θ and φ do not need to be transformed. Rd is

given in Equation D.15:

DT =Id

π
2∫

−π
2

dφ

π
2
−β∫

0

cos θ sin θdθ +

3π
2∫

π
2

dφ

π
2∫

0

cos θ sin θdθ (D.8)

=Id

[
(φ|

π
2

−π
2

1
2

(
sin2 θ

∣∣π2−β
0

+ (φ|
3π
2
π
2

1
2

(
sin2 θ

∣∣π2
0

]
(D.9)

=
πId
2

(
sin2(

π

2
− β) + sin2(

π

2
)
)

(D.10)

cos β = sin(
π

2
− β) (D.11)

cos2 β =
1 + cos 2β

2
(D.12)

DT =
πId
2

(
1 + cos 2β

2
+ 1

)
(D.13)

=Id,h

(
3 + cos 2β

4

)
(D.14)

Rd =

(
3 + cos 2β

4

)
(D.15)

D.3 Determination of the irradiance of a ground reflected element

The irradiance of a ground-reflected element (Ir(θ)) is determined using the mea-

sured or modeled global horizontal irradiance (GHI or It,h) to define the irradiance

value I(θ, φ), which leads to Equation D.22 given by

ρIt,h =

∫
Ir(θ, φ) cos θdΩ (D.16)
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=

∫∫
Id(θ, φ) cos θ sin θdθdφ (D.17)

=Ir

2π∫
0

dφ

π
2∫

0

cos θ sin θdθ (D.18)

d
dθ

sin2 θ =2 sin θ cos θ (D.19)

ρIt,h =Ir (φ|2π0 1
2

(
sin2θ

∣∣π2
0

(D.20)

=πIr (D.21)

Ir =
ρIt,h
π

(D.22)

D.4 Determination of the reflected transposition factor for a tilted surface

Here the goal is to determine the reflected contribution RT and by inspection the

reflected transposition factor Rr. Here, the rotated panel normal ~N∗ is not in the

same direction as the zenith ~N (except for β = 0). By the isotropic assumption,

Ir(θ, φ) is simply Ir (a constant); therefore, θ does not need to be transformed. Rr

is given in Equation D.30:

RT =Ir

π
2∫

−π
2

dφ

π
2∫

π
2
−β

cos θ sin θdθ (D.23)

=Ir

[
(φ|

π
2

−π
2

1
2

(
sin2 θ

∣∣π2
π
2
−β

]
(D.24)

=
πIr
2

(
sin2(

π

2
)− sin2(

π

2
− β)

)
(D.25)

cos β = sin(
π

2
− β) (D.26)

cos2 β =
1 + cos 2β

2
(D.27)

RT =
πIr
2

[
1−

(
1 + cos 2β

2

)]
(D.28)

=ρIt,h

(
1− cos 2β

4

)
(D.29)
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Rr =

(
1− cos 2β

4

)
(D.30)
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APPENDIX E

DERIVATION OF XIE AND SENGUPTA 2016 BOUNDARY CONDITION

This appendix contains a derivation of the Xie and Sengupta 2016 boundary

condition for integrating the lune of a sphere. Use the notation in Xie and Sengupta

2016 [65] and begin by setting their Equation 4a to zero:

cos θ′ = cos β cos Θ1 + sin β sin Θ1 cosφ = 0 (E.1)

cos β cos Θ1 =− sin β sin Θ1 cosφ (E.2)
1

tan Θ1

=− tan β cosφ (E.3)

cot Θ1 =− tan β cosφ (E.4)

cotu = tan(
π

2
− u) (E.5)

tan(
π

2
−Θ1) =− tan β cosφ (E.6)

π

2
−Θ1 = arctan(− tan β cosφ) (E.7)

Θ1 =
π

2
− arctan(− tan β cosφ) (E.8)

The lower part of their Equation 4b is recovered.
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APPENDIX F

PEREZ MODEL 1990

Perez model is given in Equations F.1

ε =

[
Id,h+Ib,n
Id,h

+ 1.041ζ3
]

[1 + 1.041ζ3]
, (Perez Sky Clearness Index) (F.1a)

∆ =m
Id,h
I0
b,n

, (Perez Sky Brightness) (F.1b)

m =
[
cos ζ + 0.1500 (90◦ − ζ + 3.885◦)−1.253]−1

,

(Kasten 1965 Relative Optical Air Mass) (F.1c)

1.63860 =93.885◦
π

180◦
(F.1d)

0.0038399 =
[
0.1500

1
1.253

] ( π

180◦

)
(F.1e)

m =

[
cos ζ +

(
0.00384

1.63860− ζ

)1.253
]−1

(F.1f)

Rd =(1− F1)

(
1 + cos β

2

)
+
(a
b

)
F1 + F2 sin β (F.1g)

a =max(0, cos θi) (F.1h)

b =max(0.087, cos ζ) (F.1i)

F1 =F11 + F12∆ + F13ζ, (Perez Circumsolar Brightening Coeff.) (F.1j)

F2 =F21 + F22∆ + F23ζ, (Perez Horizon Brightening Coeff.) (F.1k)

Here, the solar zenith angle ζ is in radians and the relative optical air mass m

function is converted from the original reference to take angles with radians rather

than degrees. Collector mounting angle β is a given, the angle of incidence θi is

calculated with the SPA, and Fxx are functions of ε, which are tabulated in Table F.1.
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Table F.1: Perez 1990 model: irradiance coefficients (ε bins, where Bins 1 and 8
correspond to overcast and clear-sky conditions, respectively)

ε lower upper
F11 F12 F13 F21 F22 F23Bin bound bound

1 1 1.065 –0.008 0.588 –0.062 –0.060 0.072 –0.022
2 1.065 1.230 0.130 0.683 –0.151 –0.019 0.066 –0.029
3 1.230 1.500 0.330 0.487 –0.221 0.055 –0.064 –0.026
4 1.500 1.950 0.568 0.187 –0.295 0.109 –0.152 –0.014
5 1.950 2.800 0.873 –0.392 –0.362 0.226 –0.462 0.001
6 2.800 4.500 1.132 –1.237 –0.412 0.288 –0.823 0.056
7 4.500 6.200 1.060 –1.600 –0.359 0.264 –1.127 0.131
8 6.200 – 0.678 –0.327 –0.250 0.156 –1.377 0.251

It is interesting to note that Yang 2016 deviates from Perez et al. 1990 in formu-

lation of the Perez 1990 model. The two differences are in choosing cos 85◦ instead of

0.087 and the relative optical air mass correlation m = [cos(z)]−1 instead of the Kas-

ten 1965 result. This brings up another interesting question: How would using the

improved Kasten and Young 1989 [215] constants for m affect model performance?

These questions could be answered through direct comparison or a sensitivity study.

After careful consideration of the Perez 1990 model, circumsolar brightening F1

depends on the ratio of a/b and b is limited to values greater than 0.087, which, as

far as circumsolar brightening is concerned, limits the solar position to values slightly

less than 5◦ within the horizon and above. This value is used to limit the effect of

the sun near the horizon as cos(90◦) = 0 would result in a/b =∞. There should be

little consequence to this limit being 85◦or slightly greater. This is especially true

because Yang 2016 limits verification data to ζ < 85◦.

The value of m determines where within the model a sky condition falls. It

is known that m = [cos(z)]−1 approaches ∞ as ζ approaches 90◦. For compari-

son, Kasten 1965 and Kasten and Young 1989 approach ∼36 and ∼38, respectively.

Figure F.1 shows the differences in the three correlations in the range of values
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Figure F.1: Comparison of several relative optical air mass correlations: sec ζ,
Kasten 1965, Kasten 1989.

used in the verification data. At the 85◦ limit, there is ∼11.2% error between the

m = [cos(z)]−1 correlation and the data compiled by Kasten and Young 1989, which

accounts for density changes, spherical geometry, and atmospheric refraction of a

uniformly disperse atmosphere.
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APPENDIX G

ALL-WEATHER MODEL BY PEREZ ET AL. 1993

G.1 Definition of the All-Weather Model

The All-Weather Model (AWM) is given in Equations G.1

ε =

[
Id,h+Ib,n
Id,h

+ 1.041ζ3
]

[1 + 1.041ζ3]
, (Perez Sky Clearness Index) (G.1a)

∆ =m
Id,h
I0
b,n

, (Perez Sky Brightness) (G.1b)

m =
[
cos ζ + 0.50572 (90◦ − ζ + 6.07995◦)−1.6364]−1

(Kasten 1989 Relative Optical Air Mass in degrees) (G.1c)

1.676911473 =96.07995◦
π

180◦
(G.1d)

0.0101291 =
[
0.50572

1
1.253

] ( π

180◦

)
(G.1e)

m =

[
cos ζ +

(
0.0101291

1.676911− ζ

)1.253
]−1

(Kasten 1989 Relative Optical Air Mass in radians) (G.1f)

lv(ζse, θses) =

[
1 + a · exp

(
b

cos ζse

)] [
1 + c · exp(d · θses) + e · cos2 θses

]
(G.1g)

Lv =lv
Id,h∫

Sky Hemishpere =2π sr.[lv(ζse, θses) cos ζse]dΩ
(G.1h)

where lv is the relative radiance, Lv is the absolute radiance (which is the same as

the previously introduced Id), ζse is the zenith angle of the sky element (the same as

the polar angle (θ) in the integration), θses is the angle between the sky element and

the sun, the coefficients a to e are least-squares fit from the experimental data and

are given in Perez et al. 1993. Figure G.1 is a clear depiction of the relevant angles.
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(a) Angles used to define the sun (s), the sky ele-
ment (se) and the collector normal (cn).
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se
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(b) Angles between the sun (s), the sky
element (se) and the collector normal
(cn).

Figure G.1: Angles needed in calculation of sky models. Note the choice of coor-
dinate system can vary from work to work.

The coefficients are discrete in the sky clearness index ε and continuous in the sky

brightness index ∆ and the solar zenith angle ζ.

G.2 AWM definition clarified

To use the AWM, one must perform some additional calculations given in Equa-

tions G.2.

Id,hRd︸ ︷︷ ︸
Diffuse

=

∫
collector view of the sky

[Lv cos θsecn]dΩ (G.2a)

Rd =

[∫
collector view of the sky[lv(ζse, θses) cos θsecn]dΩ∫
Sky Hemishpere =2π sr.[lv(ζse, θses) cos ζse]dΩ

]
(G.2b)

dΩ = sin θdθdφ (G.2c)
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where θsecn is the angle between the sky element and the collector normal (Figure 9.6).

Although these additional equations are implied by experts in the field and are

necessary to complete a numerical calculation, this author was not able to find any

references for them and derived them here. It is also worth noting that the AWM

does not depend directly on any coordinates other than the zenith direction because

all angles are relative to the sun, the sky element, and the zenith. The coordinate

system (unrotated (observer), double rotated (collector), or one defined by the solar

direction) used to calculate those angles and integration are at the discretion of the

researcher, so long as the notation is consistently applied (e.g., φ, φ′ , φ′′ , φ′′s ). Here,

for consistency, those coordinates defined in the Solar Position Algorithm (SPA) and

used previously are continued. This method is based on Perez et al. 1990 Equation

17, Garcia et al. 2011 Equation A18, and personal communication with Dr. Perez.
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APPENDIX H

BRUNGER MODEL

The Brunger Model [121, 128] was created from the SKYSCAN ’83/84 data set,

which has approximately 90,000 measurements. The Brunger model is a three-

dimensional model of the distribution of diffuse irradiance over the entire sky dome,

and it is given by Equations H.1

Id,hRd︸ ︷︷ ︸
Diffuse

=

∫∫
L(θ, φ) cos θdΩ =

∫∫
L(θ, φ) cos θ sin θdθdφ (H.1a)

L(θ, φ) =Id,h

[
a0 + a1cosθ + a2 exp(−a3Ψ)

π(a0 + 2a1/3) + 2a2I(θs, a3)

]
(H.1b)

ai =fi(k, kt) for i = (0, 3) (H.1c)

k =
Id,h
It,h

(H.1d)

kt =
It,h
I0
t,h

(H.1e)

Ψ = arccos[sin θ sin θs cos(φ− φs) + cos θ cos θs] (H.1f)

I(θs, a3) =
[1 + exp(−a3π/2)]

(a2
3 + 4){

π −
[
1− 2[1− exp(−a3π)]

πa3[1 + exp(−a3π/2)]

]
[2θs sin θs − 0.02π sin(2θs)]

} (H.1g)

where (θ, φ) is the location of the 1 sr angle on the 3D sky dome (Figure 7.4), (θs, φs)

is the location of the sun (Figure H.1), k is the cloud ratio [123], kt is the Atmo-

spheric Clearness Index, and I0
t,h is the extraterrestrial global horizontal irradiance.

The coefficients ai are fit from the 90,000 sky measurements and are tabulated in

Brunger [121]. The Brunger Model has an accuracy of 11% for the diffuse compo-

493
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x (South)

z (Zenith)

φs = Γ

θs = ζ

Figure H.1: Solar location (unrotated coordinates).

nent, although the isotropic model has an overall accuracy of 7.8% [1]. The Brunger

Model is a pre-integration method because the sky conditions must be known prior

to integrating the diffuse sky to determine the diffuse transposition factor Rd.
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APPENDIX I

NUMERICAL INTEGRATION METHODS

I.1 AWM coordinate choice and method of integration

There is little published on the numerical methods used in sky radiance angular

distribution modeling. To make a well-informed choice of coordinate system, one

must consider several factors: (1) computational cost, (2) mesh consideration, (3)

simplicity of code, and (4) numerical precision. Here computational cost and mesh

considerations will be emphasized while keeping the other considerations in mind.

Given an arbitrary mounting, integrating the portion of the hemisphere of the sky

within the field of view (FOV) of the collector requires two key tasks be accomplished:

(1) meshing the hemisphere, and (2) limiting the results to the portion within the

FOV. Given that the azimuth direction has 4 times the degrees as the polar direction,

meshing the hemisphere was accomplished with a fixed ratio of 4 to 1. Once the

calculations were prepared, a computer algorithm was created to vary the mesh size

and determine convergence, from which a final mesh size was selected that balances

computational cost and discretization error.

I.1.1 Elemental mesh of the surface of the hemisphere

Of paramount importance is to first realize that meshing the surface of a sphere

with uniform grid points and uniform mesh size and shape is not possible. There

are many sophisticated methods that do well attempting to approach uniformity

and can be quite complex. Making the simplest assumption to parse the polar and

azimuth angle ranges uniformly leads to the requirement that at high polar angles

(where the elements are the largest), the element sizes must be small enough to avoid
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discretization error. If not managed well, this can lead to higher computational cost.

Given that the azimuth direction has 4 times the degrees as the polar direction,

meshing the hemisphere was accomplished with a fixed ratio of 4 to 1. This reduces

the mesh degrees of freedom to 1.0 and convergence can be tested for by varying the

mesh number. Should it be necessary one can shift to a more complex meshing of

the surface to minimize costs while achieving the required accuracy.

I.1.2 Coordinate system choice

There are three obvious coordinate choices to consider:

1. Normal to the sun –The distribution of sky radiance is brightest in the circum-

solar region and the size of the region changes with sky condition; therefore,

this leads directly to the perspective of meshing the sky where the zero polar

angle is in the direction of the normal to the sun.

2. Normal to the collector –Another perspective is to center the mesh on the

normal of the collector given an arbitrary mounting (θ′′ ,φ′′).

3. Zenith –One could also simply center the mesh on the zenith direction.

Each of these three options has merit and challenges, including hemisphere vs sphere

coverage and boundary conditions that limit the domain to the portions that cor-

respond to the sky. The choice of boundary conditions must match the real sky

within the view of the plane of array (POA). This importance is again highlighted

by the Badescu 2002 paper and the original research by this author into the history

of boundary condition choices found in Chapter 7.

Centering on the sun (Option 1) keeps the smallest mesh elements near the sun

and minimizes the number of mesh points. For high solar zenith angles, this means

the whole sphere must be meshed, not just the hemisphere of the sky or POA. It
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also requires the mesh location change for each data point in the the TMY data-set

because the solar position is different at each data point.

Centering the mesh on the collector normal (Option 2) has a similar trade-off

because contributions near the collector normal will have lower discretization error

than other directions with higher angle of incidence. The collector view is at maxi-

mum 2π sr. The portion of the sky out of view of the collector does not need to be

meshed and one can maintain a hemisphere coverage and simpler boundaries. The

trade-off is between high-value grid points near the direction of the sun vs high grid

point density near the zero polar angle of the coordinate system. For a fixed mounted

collector, centering the mesh on the collector normal avoids changing mesh location.

Lastly, centering the mesh on the zenith (Option 3) loses the benefit of smaller

elements being centered on high-value areas or areas of interest. Additionally, cen-

tering the mesh on the zenith also only requires a hemisphere coverage and simpler

boundaries.

I.1.3 Coordinate system selection

After a simple thought experiment evaluating how the coordinate choices affect

the difficultly of determining the required angles (i.e, ζse, θses, θsecn shown in Fig-

ure 9.6), it appears that each choice makes one of the angles a given and the other

angles much more involved to calculate. Given the above cursory discussion on coor-

dinate choice and the resulting impacts on the numerical analysis, centering on the

sun (Option 1) appears likely to give the best results and require the most compu-

tations, centering on the collector (Option 2) appears to be much simpler given the

fixed mounting and reduced mesh coverage, and centering on the zenith (Option 3)

is conceptually the simplest yet does not first appear to provide a notable reduction

in computation for the loss in benefit of being centered on the view of the collector.
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For these reasons, centering the mesh on the collector (Option 2) is chosen. Future

work may show a different choice is ‘best’ for a particular application, desired level

of accuracy, or ability to pay the computational costs. This is especially true when

one considers the ever-changing cost of high-performance computations.
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APPENDIX J

METHODS USED FOR THE DETERMINATION OF STC PERFORMANCE

COEFFICIENTS

This appendix discusses the methodology used and evaluates the coefficients that

describe the steady-state thermal performance of the following collectors:

• HC.1

• Vitosol 300-T

• MCT

• XCPC

• SopoNova

J.1 Solar Keymark—Summary of Test Results

The Viessman Vitosol 300-T collector series (referenced in Delgado-Torres) has

three evacuated tube models: SP3A, SP3B, and CD3V. The Viessman Vitosol 300-T

and Tigi HC.1 are documented on the Solar Keymark website [141]. Figure J.1 dis-

plays the data from Solar Keymark and the extrapolated stagnation temperatures

for each of the four collectors. Comparing the extrapolated and provided stagna-

tion points reveals that Equation 8.1 is not valid between the two stagnation points

and appears to be questionable between the last supplied data point and the sup-

plied stagnation point. The full test report contains the data used to determine

the model coefficients, which could be used to make a more informed engineering

judgment. Unfortunately, the full report is confidential and is not available on the
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Solar Keymark website. This presents a challenge to the designer desiring to model

the annual energy yield of the collector for a given system design that may be out-

side the core intended use of the collector. As a best guess, one could fit the data

including the provided stagnation point in an attempt to improve the calculations.

For the comparisons in Figure 8.6, the coefficients provided by Solar Keymark were

used. The SP3A version of the Vitosol 300-T was chosen because it provided the

least discrepancy in stagnation point and the largest reported stagnation point.

J.2 Solar Rating and Certification Corporation (SRCC)

The Chormasun MCT collector was rated by the SRCC [140] under Standard

600 in 2011 and is posted online at the Chormasun website [147]. The following

data were retrieved from the data sheet: the optical efficiency F ′(τα) is η0 from

Equation 8.1, the heatloss coefficients c1 and c2 are also the same as a1 and a2,

respectively, also from Equation 8.1. The certification data supplied on the form

lacks a specified stagnation point; therefore, a self-consistency check—as was done

with Solar Keymark data—was not possible. Figure J.2 displays the performance

model.

J.3 Fitting a manufacturer supplied curve

The Sopogy SopoNova collector performance curve was found online [148]. Re-

trieving selected data points along the performance curve and fitting that data

yielded the following:

• η0 = 0.6657

• a1 = 0.1941

• a2 = 0.001281 (from A2 = 1.281 = a2G, where G was assumed to be 1000

W/m2)
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(a) HC.1.
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(b) Visotol 300 T SP3A.
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(c) Visotol 300 T SP3B.
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(d) Visotol 300 T CD3V.

Figure J.1: Solar Keymark data on collector performance.
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Figure J.2: Chromasun MCT performance data.
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Figure J.3: Sopogy SopoNova performance data.

No certification data were found; therefore, a self-consistency check—as was done

with Solar Keymark data—was not possible. Figure J.3 displays the performance

model. Unfortunately, Sopogy closed for business in April, 2014 [216].

J.4 Custom fitting from Kim 2013 for the XCPC designs

The E–W XCPC collector performance curve was found in Kim [132]. Retrieving

selected data points along the performance curve and fitting that data yielded the

following:

• η0 = 0.6189

• a1 = 0.8252
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Figure J.4: E–W XCPC performance data.

• a2 = 0.00172 (from A2 = 1.601 = a2G, where G = 932.41 W/m2)

And similarly for the N–S XCPC:

• η0 = 0.6589

• a1 = 1.012

• a2 = 0.0023251

Here, the irradiance condition was atypical. Because of the slight concentration

ratio of the collector, the net irradiance was determined in an alternate way, as seen

in Equation 14 of Kim. Figure J.4 displays the performance model.

No certification data were found; therefore, a self-consistency check—as was done

with Solar Keymark data—was not possible. Because the two XCPC counter-flow
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(a) U-tube.
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(b) U-tube partial data.

Figure J.5: XCPC U-tube performance data.
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design was selected, an alternate test of self-consistency was sought. The previous

version of the XCPC is the U-tube design [134], which has a stagnation point given

along with a performance curve. Figure J.5(a) shows the extrapolated (0.2575,0)

and provided (0.2573,0) stagnation point covering each other. Figure J.5(b) shows

that when the data above T ∗mstag
2

are removed, the resulting curve fit coefficients ex-

trapolate well. Clearly, the Winston research group provided a highly self-consistent

fit for the U-tube design of the XCPC. Absent any information to the contrary, the

extrapolation to stagnation for both of the Kim et al. 2013 XCPC designs is a valid

and a reasonable engineering judgment.
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APPENDIX K

MODIFIED 3D ISOTROPIC SKY MODEL DERIVATION

This appendix contains a derivation for the Modified 3D Isotropic Sky Model

for use with collectors that can be modeled with an acceptance angle step function.

This method is an adaption of the 3D Isotropic Sky Model by Badescu [62], derived

in Appendix D. As noted in Chapter 7 this method is based on a wrong boundary

condition; therefore, the M3DISM is not recommend for use.

K.1 M3DISM statement

The modified 3D Isotropic Sky Model is a compromise between using the nu-

merical integration method of the Brunger Model and an oversimplified sky model

with the concentration ratio correction. This model is developed by the author. The

M3DISM applies to collectors that require a bi-directional IAM that can be modeled

by a step IAM function. This method could also be extended to any IAM function

that can be analytically integrated with I(θ, φ). The M3DISM is based on repeating

the integration (Equation 7.8) for the diffuse sky irradiance Id with the product IdK.

Given that the XCPC has a sharp angle of acceptance function – similar to a step

function – the product IdK reduces to Id with the limits of integration adjusted by

the angle of acceptance in each direction. Appendix K contains the derivation of the

model and algorithm verification. M3DISM is given by equations found in Tables K.2

and K.3 for Rd and Rr respectively, where Table K.1 denotes the four cases. This

method is also based on the same general Equations 9.9–9.12.
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Table K.1: Cases of angle of acceptance limit

Case Top/Bottom limit Left/Right limit
I β ≤ αTB β ≤ αLR
II β ≤ αTB β > αLR
III β > αTB β ≤ αLR
IV β > αTB β > αLR

0 ≤ β ≤ 90◦

Table K.2: Diffuse transposition factor by case

Case Top/Bottom limit Left/Right limit Rd

I β ≤ αTB β ≤ αLR

(
2+cos(2αTB)+cos(2αLR)

4

)
II β ≤ αTB β > αLR

(
4+2 cos(2αTB)+cos(2αLR)+cos(2β)

8

)
III β > αTB β ≤ αLR

(
4+cos(2αTB)+2 cos(2αLR)+cos(2β)

8

)
IV β > αTB β > αLR

(
4+cos(2αTB)+cos(2αLR)+2 cos(2β)

8

)

Table K.3: Reflected transposition factor by case

Case Top/Bottom limit Left/Right limit Rr

I β ≤ αTB β ≤ αLR 0
II β ≤ αTB β > αLR

(
cos(2αLR)−cos(2β)

8

)
III β > αTB β ≤ αLR

(
cos(2αTB)−cos(2β)

8

)
IV β > αTB β > αLR

(
cos(2αTB)+cos(2αLR)−2 cos(2β)

8

)

508



K.2 General Setup

Starting with the general equation for irradiance, inserting the IAM for a given

collector will determine the effective irradiance Geff .

G =

∫
I(θ, φ) cos θdΩ (K.1)

G =

2π∫
0

π
2∫

0

I(θ, φ) cos θ sin θdθdφ (K.2)

Geff =

2π∫
0

π
2∫

0

I(θ, φ)K(θL, θT ) cos θ sin θdθdφ (K.3)

This method of calculating the irradiance avoids the issue of determining an effective

IAM for the diffuse and reflect components, although it requires determining I(θ, φ)

and then transforming it into the collector frame of reference. Most solar modeling

does not use this method because it is more computationally expensive. Furthermore,

it alters the meaning of efficiency from (Eth
G
) to (Eth

Geff
). Effective irradiance is used

here because it provides a more physically sound method for determining collector

performance. The effective irradiance method can be greatly simplified when the

IAM function K is close to a step function and can be approximated as a step

function. This converts the limits of integration in Equation K.3 to account for

limited field-of-view of the collector because of the acceptance angles. Changing the

limits of integration to account for acceptance angles effectively breaks the integration

into four parts. Including tilt of the collector breaks the integration parts into sub-

parts. Accounting for angles of acceptance in a general way, various values for the

longitudinal and transverse directions of the collector, results in the need to consider

several cases. Table K.4 lists the cases considered, where αTB and αLR are the
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Table K.4: Cases of angle of acceptance limit

Case Top/Bottom limit Left/Right limit
I β ≤ αTB β ≤ αLR
II β ≤ αTB β > αLR
III β > αTB β ≤ αLR
IV β > αTB β > αLR

0 ≤ β ≤ 90◦

Left (West) Right (East)

Top (North)

Bottom (South)1a 1b

2a

2b

3a3b

4b

4a

φ

Figure K.1: Collector field-of-view regions.

half angle of acceptance in the top/bottom and left/right directions respectively.

Figure K.1 shows the regions of interest, where θ = 0 is out of the page and compass

directions are in the original coordinates before tilt or azimuth rotations. Figure K.2

shows a side view of the collector under tilt rotation and includes several important

angles.

This approach results in a large number of terms in many equations that are all

similar and follow a pattern when calculating the diffuse and reflected transposition
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β
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π
2
− β

π
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− αTB

θ

Figure K.2: Angles of interest in slope rotation.

factors. Equations K.4–K.6 note the pattern:

X =Ix
∑
i

 bi∫
ai

dφ

di∫
ci

cos θ sin θdθ

 (K.4)

=Ix
∑
i

[
(φ|biai

1
2

(
sin2 θ

∣∣di
ci

]
(K.5)

=Ix
∑
i

[
(bi − ai)1

2
(sin2 di − sin2 ci)

]
(K.6)

where i denotes the limits of integration for each region.

Some common simplifications to the existing pattern depend on the values of the

limits of integration:

(
sin2 θ

∣∣di
0

= sin2 di (K.7)

sin(
π

2
− x) = cos x (K.8)
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Table K.5: Limits of integration for the diffuse transposition factor

Cases Common I II III IV
Region a b c d

1 −π
4

π
4

0 π
2
− αTB π

2
− αTB π

2
− β π

2
− β

2a π
4

π
2

0 π
2
− αLR π

2
− β π

2
− αLR π

2
− β

2b π
2

3π
4

0 π
2
− αLR π

2
− αLR π

2
− αLR π

2
− αLR

3 3π
4

5π
4

0 π
2
− αTB π

2
− αTB π

2
− αTB π

2
− αTB

4a 5π
4

3π
2

0 π
2
− αLR π

2
− αLR π

2
− αLR π

2
− αLR

4b 3π
2

7π
4

0 π
2
− αLR π

2
− β π

2
− αLR π

2
− β

cos2 x =
1 + cos2x

2
(K.9)

1
2

sin2(
π

2
− x) =

1 + cos2x

4
(K.10)

Other related equations used to evaluate the general equation follow:

Id,h =DHI = πId (K.11)

ρIt,h =ρ(GHI) = πIr (K.12)

Ix =Const. (K.13)

(K.14)

K.3 Calculation of the diffuse transposition factor

Based on Figure K.1, Table K.4, Figure K.2, and the point-receiver assumption,

Table K.5 lists the limits of integration used to determine the diffuse transposition

factor Rd.
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Table K.6: Diffuse transposition factor by case

Case Top/Bottom limit Left/Right limit Rd

I β ≤ αTB β ≤ αLR

(
2+cos(2αTB)+cos(2αLR)

4

)
II β ≤ αTB β > αLR

(
4+2 cos(2αTB)+cos(2αLR)+cos(2β)

8

)
III β > αTB β ≤ αLR

(
4+cos(2αTB)+2 cos(2αLR)+cos(2β)

8

)
IV β > αTB β > αLR

(
4+cos(2αTB)+cos(2αLR)+2 cos(2β)

8

)

K.3.1 Example Simplification

The diffuse transposition factor for Case I (β ≤ αTB and β ≤ αLR) is given by

DT =Id

π
(

1 + cos(2αTB)

4

)
︸ ︷︷ ︸

1,3

+π

(
1 + cos(2αLR)

4

)
︸ ︷︷ ︸

2,4

 (K.15)

DT =
DH

4
[2 + cos(2αTB) + cos(2αLR)] (K.16)

Rd =

(
2 + cos(2αTB) + cos(2αLR)

4

)
(K.17)

K.3.2 Diffuse transposition factor results

Using the methods developed above for all four cases yeilds Table K.6.

K.3.3 Diffuse transposition factor verification

The simplest step is to check that for αTB = 0 and αLR = 0 that Rd reduces

to the same values as 3DISM. Case I becomes β = 0 and RdM3DISM = Rd3DISM =

1; therefore, Case I checks. Cases II and III do not apply. Case IV reduces to

(Rd)M3DISM = (Rd)3DISM exactly; therefore, it also checks. Now, for Rd, Figure K.3

shows that

1. M3DISM is equal to M3DISM for αTB = αLR = 0
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Figure K.3: Diffuse transposition factor verification.

2. M3DISM is zero with no view (αTB = αLR = 90

3. For intermediate values of αTB and αLR M3DISM is

(a) continuous

(b) has the correct form

(c) is less than 3DISM
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Table K.7: Limits of integration for the diffuse transposition factor

Cases Common I II III IV
Region a b c d

1 −π
4

π
4

π
2
− β N/A∗&∗∗ N/A∗ π

2
− αTB π

2
− αTB

2a π
4

π
2

π
2
− β N/A∗&∗∗ π

2
− αLR N/A∗∗ π

2
− αLR

2b
No contribution, because 0 ≤ β ≤ 90◦3

4a
4b 3π

2
7π
4

π
2
− β N/A∗&∗∗ π

2
− αLR N/A∗∗ π

2
− αLR

* No contribution, because β ≤ αTB
** No contribution, because β ≤ αLR

Table K.8: Reflected transposition factor by case

Case Top/Bottom limit Left/Right limit Rr

I β ≤ αTB β ≤ αLR 0
II β ≤ αTB β > αLR

(
cos(2αLR)−cos(2β)

8

)
III β > αTB β ≤ αLR

(
cos(2αTB)−cos(2β)

8

)
IV β > αTB β > αLR

(
cos(2αTB)+cos(2αLR)−2 cos(2β)

8

)

K.4 Calculation of the reflected transposition factor

Based on Figure K.1, Table K.4, Figure K.2, and the point-receiver assumption,

Table K.7 lists the limits of integration used to determine the diffuse transposition

factor Rr.

K.4.1 Reflected transposition factor results

Using the same method as before, Table K.8 is developed, which shows the results.

K.4.2 Reflected transposition factor verification

The simplest step is to check that for αTB = 0 and αLR = 0 that Rd reduces

to the same values as 3DISM. Case I becomes β = 0 and RrM3DISM = Rr3DISM =
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Figure K.4: Reflected transposition factor verification.
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0; therefore, Case I checks. Cases II and III do not apply. Case IV reduces to

(Rr)M3DISM = (Rr)3DISM exactly; therefore, it also checks. Now, for Rr, Figure K.3

shows that

1. M3DISM is equal to M3DISM for αTB = αLR = 0

2. M3DISM is zero with no view (αTB = αLR = 90)

3. For intermediate values of αTB and αLR M3DISM is

(a) continuous

(b) has the correct form

(c) is less than 3DISM
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APPENDIX L

BRUNGER MODEL IMPLIMENTATION DETAILS

This appendix contains an explanation of the method and derivations of the tools

used to implement the Brunger model. It must be clearly noted that this method

uses the constant polar angle method from Badescu 2002, which is known to be

wrong as discussed in Chapter 7.

L.1 Brunger method for the XCPC

The Brunger Model allows integration of the diffuse irradiance times the IAM K

to give the proper calculation of the diffuse contribution to the effective irradiance.

This method totally avoids the non-physical model ofKd and the issue of determining

an effective angle of incidence. The Brunger model is also a validated anisotropic sky

model. The Brunger model itself provides the diffuse transposition factor (Rd) based

on sky conditions for each time block of data. Equations H.1 give the full model and

can be shown in Equations L.1–L.6:

Geff = Kθb(θL, θT )Ib,n cos θi︸ ︷︷ ︸
Beam

+ Id,hRd︸ ︷︷ ︸
Diffuse

+ ρIt,hRr︸ ︷︷ ︸
Reflected

(L.1)

Kθb(θL, θT ) =


1 if |θT | ≤ 32.5◦ ∧ |θL| ≤ 88◦

0 otherwise
(L.2)

Rd =

∫∫
L(θ(θ′′, φ′′), φ(θ′′, φ′′))

Id,h
cos θ′′ sin θ′′dθ′′dφ′′ (L.3)

Rr = undefined (L.4)

η = η0 − a1T
∗
m − a2GeffT

∗
m

2 (L.5)
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T ∗m =
Tm − Tamb
Geff

(L.6)

where the unprimed (unrotated) coordinate system describes the distribution of the

diffuse light over the sky vault (dome) and the primed (rotated) coordinate system

describes the mounting of the collector. For more information, see Appendix H.

This model is specific to each data point (period of time) one wishes to calculate the

irradiance on a sloped surface. For example, in the current discussion, the TMY3

data is used, which has hourly average data over a typical year for a given location.

This means that the determined Rd value only applies to that specific data point

whereas in the other models, the Rd value applies to all data points that are mounted

at the same slope with the same collector.

To use the Brunger method, there are six considerations:

• Which reflected transposition factor to use?

• Do the coefficients tabulated by k and kt span the range of values that will be

encountered?

• How to properly interpolate given the ai provided at each discrete (k, kt) pair?

(e.g., interpolate the integrated Rd and Rr values or the ai coefficients)

• Is the computational cost affordable?

• Are the input irradiance values measured or modeled accurately enough to

yield results outside the noise of those measurements? For example, will an

accurate model with inaccurate inputs yield inaccurate results?

• Does the added complexity yield enough additional accuracy to outweigh the

costs?
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When considering these issues, TMY3 data are modeled (SUNY) from satellite

measurements and known to be less accurate than the TMY2 data set. The compu-

tational cost to use the Brunger Model is also likely not affordable when using the

simulation to study optimal mounting angle as a function of latitude, which is the

scope of the next two chapters. At three locations that represent the diversity of sky

conditions in the United States and a fourth of all TMY3 locations, Figure L.1 shows

the coefficients (ai) tabulated by k and kt for the Brunger Model do not cover the

range of values encountered. At best, extrapolation is a dangerous prospect because

a3 is non-linear. This results in the need for additional sky measurements that cover

the range of values encountered. It is for these reasons that implementation of the

Brunger Model cannot be used for later studies in this work.

L.2 Overview of calculations

Despite the limitations noted above, the Brunger Model can be used to compare

and select from the other alternatives for calculating (Rd) using only irradiance data

for which the Brunger Model has coefficients tabulated.

Here is a brief overview of the algorithm created to implement the Brunger Model:

1. Load TMY3 data and collector specifications.

2. Calculate k and kt.

3. Remove TMY3 hourly values outside Brunger coeficients ai for k and kt.

4. Set ai values for each data point (hourly data)

5. Call SPA to determine the solar location θs and φs

6. Loop over the collector field of view for each portion of that view.

(a) Set limits of integration for this portion.
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(a) Key West, Florida. (b) College Station, Texas.

(c) Merced, California. (d) All 1020 TMY3 locations.

Figure L.1: Brunger k and kt data (black dots) compared with TMY3 values.
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(b) Set arrays of θ′′ and φ′′ values that cover this portion.

(c) Calculate corrisponding θ(θ′′, φ′′) and φ(θ′′, φ′′) values.

(d) Calculate Ψ.

(e) Calculate I.

(f) Calculate rd = L
Id,h

sinθ′′cosθ′′dθ′′dφ′′.

(g) Calculate this portions contribution to Rd and aggregate.

There are several tasks that need to be accomplished to properly use the Brunger

Model with the XCPC.

1. θ′′ and φ′′ limits of integration

2. θ(θ′′, φ′′) and φ(θ′′, φ′′)

L.3 General Setup

Starting with the general equation for irradiance, inserting IAM for a given col-

lector will determine the effective irradiance Geff .

G =

∫
I(θ(θ′′, φ′′), φ(θ′′, φ′′)) cos θ′′dΩ′′ (L.7)

G =

2π∫
0

π
2∫

0

I(θ(θ′′, φ′′), φ(θ′′, φ′′)) cos θ′′ sin θ′′dθ′′dφ′′ (L.8)

Geff =

2π∫
0

π
2∫

0

I(θ(θ′′, φ′′), φ(θ′′, φ′′))K(θ′′L, θ
′′
T ) cos θ′′ sin θ′′dθ′′dφ′′ (L.9)

where I is the total irradiance (beam + diffuse) (not I from the Brunger Model in

algorithm Step 6e above). In the case of determining the Brunger Rd transposition

factor, L
Id,h

will be used in place of the total irradiance I. This method for calculating
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Table L.1: Cases of angle of acceptance limit

Case Top/Bottom limit Left/Right limit
I β ≤ αTB β ≤ αLR
II β ≤ αTB β > αLR
III β > αTB β ≤ αLR
IV β > αTB β > αLR

0 ≤ β ≤ 90◦

the irradiance avoids the issue of determining an effective IAM for the diffuse and

reflect components, although it requires determining the transformed contribution

I(θ(θ′′, φ′′), φ(θ′′, φ′′)). Most solar modeling does not use this method because it is

more computationally expensive. Furthermore, it alters the meaning of efficiency

from (Eth
G
) to (Eth

Geff
). Effective irradiance is used here, because it provides a more

physically sound method for determining collector performance. The effective ir-

radiance method can be greatly simplified when the IAM function K is close to a

step function and can be approximated as a step function. This converts the limits

of integration in Equation L.9 to account for limited field-of-view of the collector

because of the acceptance angles. Changing the limits of integration to account for

acceptance angles effectively breaks the integration into four parts. Including tilt

of the collector breaks the integration parts into sub-parts. Accounting for angles

of acceptance in a general way, various values for the longitudinal and transverse

directions of the collector, results in the need to consider several cases. Table L.1

lists the cases considered, where αTB and αLR are the half angle of acceptance in

the top/bottom and left/right directions respectively. Figure L.2 shows the regions

of interest, where θ = 0 is out of the page and compass directions are in the original

coordinates before tilt or azimuth rotations. Figure K.2 shows a side view of the

collector under tilt rotation and includes several important angles.
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Left (West) Right (East)

Top (North)

Bottom (South)1a 1b

2a

2b

3a3b

4b

4a

φ′′

Figure L.2: Collector field-of-view regions.

South North

Zenith

Panel bottom

Panel top

Panel normal

β

αTB

αTB

π
2
− β

π
2
− αTB

θ

Figure L.3: Angles of interest in slope rotation.
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Table L.2: Limits of integration for the diffuse transposition factor

Cases Common I II III IV
Region a b c d

1 7π
4

9π
4

0 π
2
− αTB π

2
− αTB π

2
− β π

2
− β

2a 3π
2

7π
4

0 π
2
− αLR π

2
− β π

2
− αLR π

2
− β

2b 5π
4

3π
2

0 π
2
− αLR π

2
− αLR π

2
− αLR π

2
− αLR

3 3π
4

5π
4

0 π
2
− αTB π

2
− αTB π

2
− αTB π

2
− αTB

4a π
2

3π
4

0 π
2
− αLR π

2
− αLR π

2
− αLR π

2
− αLR

4b π
4

π
2

0 π
2
− αLR π

2
− β π

2
− αLR π

2
− β

L.4 Limits of integration

Based on Figure L.2, Table L.1, Figure L.3, and the point-receiver assumption,

Table L.2 lists the limits of integration used to determine the diffuse transposition

factor Rd. Here a and b limits apply to φ′′. Also the c and d values apply to the θ′′

limits of integration.

L.5 Reverse coordinate rotations

Badescu [62] used the Brunger Model to verify the 3DISM derived in Appendix D.

Badescu notes in his appendix that θ(θ′′, φ′′) and φ(θ′′, φ′′) and a transformation is

required. The method he uses to determine θ and φ was based on a right-handed

coordinate system whereas Brunger used a left-handed coordinate system. Badescu

also did not present a method to determine φ in all four quadrants. As a result, a

new method for determining θ and φ is presented here. Continuing the left-handed

coordinate system work built in Appendix M, one can write:

~x =R(−γ)R(−β) ~x′′ (L.10)

~x′′ =R(β)R(γ)~x (L.11)

~x =R(−γ)R(−β)R(β)R(γ)~x (L.12)
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I =R(−β)R(β) (L.13)

I =R(−γ)R(γ) (L.14)

~x =~x (L.15)

For an arbitrary location of interest on the sky vault, ~x′′ is

x′′ = sin(θ′′) cos(φ′′) (L.16)

y′′ = sin(θ′′) sin(φ′′) (L.17)

z′′ = cos(θ′′) (L.18)

R(−β) =


cos(β) 0 sin(β)

0 1 0

− sin(β) 0 cos(β)

 (L.19)

R(−γ) =


cos(γ) sin(γ) 0

− sin(γ) cos(γ) 0

0 0 1

 (L.20)

Using Equations L.10 and L.16-L.20 yields:

x = cos γ cos β sin θ′′ cosφ′′ + cos γ sin β cos θ′′ + sin γ sin θ′′ sinφ′′ (L.21)

y =− sin γ cos β sin θ′′ cosφ′′ − sin γ sin β cos θ′′ + cos γ sin θ′′ sinφ′′ (L.22)

z = cos β cos θ′′ − sin β sin θ′′ cosφ′′ (L.23)
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Now,

θ = arccos z (L.24)

φ = arctan
y

x
(L.25)

Lastly, a method for ensuring that the inverse trig-functions yield values in the

correct quadrant is needed. Because the domain of θ′′ is (0, π
2
− β), the domain of

θ′′ is contained in the range of θ and is always in the first quadrant; therefore, there

is no issue of quadrants for θ. Now, determining the correct quadrant for φ is a

more complicated process, although it is quite tractable. Obviously, one could eas-

ily derive a method to manually force φ to continuously move in the range (0, 2π).

Numerically, this would be less than desirable because it would require many condi-

tional statements. Rather, using pre-compiled code is preferred; therefore, atan2 in

MatLab is used in the following way:

1. Transform back to standard right-handed system then calculate φ

φ = atan2(−x,−y) (L.26)

2. Transform results to the defined left-handed system

φ = (−φ)− π

2
(L.27)

3. Force φ to be [0, 2π] continuous

φ(φ < 0) = φ(φ < 0) + 2π (L.28)

Now φ is continuous in the range [0, 2π] for the left-handed coordinate system.

527



APPENDIX M

DERIVATION OF THE COMPONENT ANGLES COMPRISING THE ANGLE

OF INCIDENCE.

This appendix contains the derivation of the method use to decompose the angle

of incidence into its two components. This will be accomplished by transforming the

solar direction from unrotated coordinates to the double-rotated coordinates of the

mounting of a STC given by

~x′′ = R(β)R(γ)~x (M.1)

The derivation is organized as follows:

1. Coordinate system definition

2. Solar direction

3. Review of coordinate transformations

4. Azimuth rotation

5. Slope rotation

6. Determination of final results

M.1 Coordinate system definition

Based on the documentation by SPA by NREL, Figure M.1 defines the coordi-

nate system. This is a left-handed system, so careful attention to angle definitions,

rotations, and signs is required.
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y (West)

x (South)

z (Zenith)

Figure M.1: Left-handed coordinate system.

M.2 Solar Direction

The SPA documentation defines the solar location as shown in Figure M.2. Based

on the angle definitions,

z = cos(ζ) (M.2)

y = sin(ζ) sin(Γ) (M.3)

x = sin(ζ) cos(Γ) (M.4)

where ζ and Γ are defined in Table 9.1. The reader should note that this definition

is based on the left-handed coordinate system.
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y′ (West)

y (West)

x (South)

z (Zenith)

Γ

ζ

Figure M.2: Solar direction.

M.3 Review of coordinate rotations

A right-handed coordinate rotation is in general,

R(θ) =


cos(θ) sin(θ) 0

− sin(θ) cos(θ) 0

0 0 1

 (M.5)

whereas a left-handed rotation matrix is defined as

R(θ) =


cos(θ) − sin(θ) 0

sin(θ) cos(θ) 0

0 0 1

 (M.6)
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y (West)

x (South)

z (Zenith)

y′

x′
γ

Figure M.3: Azimuth rotation.

M.4 Azimuth rotation

The azimuth rotation shown in Figure M.3 is given by

R(γ) =⇒


x′

y′

z′

 =


cos(γ) − sin(γ) 0

sin(γ) cos(γ) 0

0 0 1



x

y

z

 (M.7)

Applying the rotation step R(γ) to the solar direction ~x yields:

x′ = sin(ζ)[cos(γ) cos(Γ) + sin(γ) sin(Γ)] (M.8)

cos(α± β) = cos(α) cos(β)∓ sin(α) sin(β) (M.9)

x′ = sin(ζ) cos(γ − Γ), by M.9 (M.10)
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x′ = sin(ζ) cos(Γ− γ), by cos(−θ) = cos(θ) (M.11)

y′ = sin(ζ)[− sin(γ) cos(Γ) + cos(γ) sin(Γ)] (M.12)

z′ =z = cos(ζ) (M.13)

M.5 Slope or tilt rotation

The tilt rotation shown in Figure M.4 is given by

R(β) =⇒


x′′

y′′

z′′

 =


cos(β) 0 − sin(β)

0 1 0

sin(β) 0 cos(β)



x′

y′

z′

 (M.14)

Applying the rotation step R(β) to the solar direction in the rotated coordinates

~x′ yields:

x′′ = cos(β) sin(ζ) cos(Γ− γ)− sin(β) cos(ζ) (M.15)

y′′ =y′ = sin(ζ)[− sin(γ) cos(Γ) + cos(γ) sin(Γ)] (M.16)

z′′ = sin(β) sin(ζ) cos(Γ− γ) + cos(β) cos(ζ) (M.17)

M.6 Determination of final results

The solar position in the double rotated panel coordinates is given by

~x′′ = R(β)R(γ)~x (M.18)

532



y′ (Panel Left)

x′

z′ (Zenith)

y′ (West)

x′′ (Panel bottom)

z′′ (Panel normal)

β

Figure M.4: Slope or tilt rotation.
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y′ (West)

y′′ (Panel Left)

x′′ (Panel Bottom)

z′′ (Panel normal)

z′′

x′′

y′′
φs

′′

θi = θs
′′

Figure M.5: The solar direction and the angle of incidence.

This information can be used to determine the three angles of interest (θi, θLR, and

θTB). First, as depicted in Figure M.5

θi = arccos(z′′) (M.19)

This exactly matches Equation 47 of the SPA documentation and line 936 of SPA.c

code where the SPA determines the angle of incidence.

Second as depicted in Figure M.6,

θLR = arctan(
y′′

z′′
) (M.20)

θTB = arctan(
x′′

z′′
) (M.21)
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z′′ (Panel normal)

y′′ (Panel left)

θLR

(a) Panel left-right angle of incidence.

z′′ (Panel normal)

x′′ (Panel bottom)

θTB

(b) Panel top-bottom angle of incidence.

Figure M.6: Angle of incidence components.

where the arctan function is designed to correctly treat all four quadrants in two

dimensions.

Now, dropping the double prime notation (z′′ → z), Equations 9.1–9.5 are recov-

ered.
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APPENDIX N

PART-LOAD MODEL CODE

N.1 Pump and expander models

function [x] = SizeAdj(kW_Size,n)

% Nathan Kamphuis July 2013

% Finds the Coefficients for use with thermalEff Local Function in

% Expander Model, The Coeff’s adjust the part load efficiency power

% law curve by the maxiumum efficiency at 3600 rpm by the efficiency

% as a function of size.

% n=1 for expander, n=2 for Compressor

if nargin == 1,

n=1;

end

options = optimoptions(’fsolve’,’Display’,’off’); % Turn off display

x=fsolve(@(x)Coeff(x,MaxEff(kW_Size,n)),[-150 -1 1],options);

end

function [F] = Coeff(x,Eff_Size)

% Nathan Kamphuis July 2013

% For use with Fsolve to root find the coefficients of the power law

% that fit the form of the efficiency curves

F=[x(1)*(66)^(x(2))+x(3);...

x(1)*(1500)^(x(2))+x(3)-0.986174645356127*Eff_Size;...
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x(1)*(3600)^(x(2))+x(3)-Eff_Size];

end

function [y] = MaxEff(x,n)

% Nathan Kamphuis July 2013

% Taken From data on Star Rotor Estimation of max Efficiency by size

% and fit to the power law form

% x in units of kW

if n==1, % Expander Efficiency Curve

y=-0.3379.*x.^(-0.1663)+1.076;

elseif n == 2, % Compressor Efficiency Curve

y=-0.2927*x.^(-0.3311)+0.9609;

end

y(x<=0)=0;

y(y<0)=0;

end

function [y] = VolEff(x)

% Nathan Kamphuis July 2013

% Taken from Star Rotor Compressor Test at 1.9 pressure ratio on air

y=-65.98.*x.^(-1.002)+1.002;

y(x<=0|x>3600)=0;

y(y<0)=0;

end
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function [H3 S3 RPM] = ExpanderModel(m_dot_act,s)

% Nathan Kamphuis Aug 2013

% Assumes the inlet state properties are known and the isentropic

% state has also been calculated

% This model Calculates the outlet state and returns the RPM

if m_dot_act-mdot(3600,s)>0,

disp(’ExpanderModel:Actual Mass flow is too large’)

H3=NaN; S3=NaN; RPM=NaN;

elseif m_dot_act-mdot(131,s)<0,

disp(’ExpanderModel:Actual Mass flow is too small’)

H3=NaN; S3=NaN; RPM=NaN;

else

% Code to determine the RPM

try

RPM = fzero(@(x)(m_dot_act-mdot(x,s)),[131 3600]);

catch err

if strcmp(err.identifier,...

’MATLAB:fzero:ValuesAtEndPtsSameSign’)

RPM=NaN;

% This error happens when the mass flow is too high

else

rethrow(err);

end
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end

% Expansion for ORC diagram

H3 = s.State(1).H-(s.State(1).H-s.State(2).H)...

*ThermalEff(RPM,s.ExpanderModel.Coeffs);

S3 = fzero(@(x)(H3-refpropm(’H’,’D’,s.State(2).D,’S’,x,...

s.Fluid.Name)),s.State(2).S); %Enthalpy(x,s)

end

end

N.2 Misc. models

function [mdot_act, mdot_act_NaN] = mdot(x,D1,s)

% Nathan Kamphuis July 2013

% for use with Expander Model

% x is rpm and s is a structure of the problem givens

% kg/s

% Change log:

% 9-9-14 NRK Reviewed to see if Volumetric Efficiency was handled

% properly. Since the expander flows from high pressure to low

% pressure the leakage adds to the flow rate and therefore VolEff

% should be divided by not multiplied.

% 4-2-18 NRK updated state notation to D1

mdot_act = D1.*s.ExpanderModel.NumberofChambers.*...

s.ExpanderModel.InletChamberSize.*x./60./VolEff(x);

mdot_act_NaN=mdot_act;
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mdot_act(isnan(mdot_act))=0;

end

function [y] = ThermalEff(RPM,x)

% Nathan Kamphuis July 2013

% Taken from Data Star Rotor Compressor Test at 1.9 Pressure Ratio

% on Air and fit to this form which can be adjusted by SizeAdj.m

% if nargin<2,x=[-153.7, -1.238, 0.8664];end,

y= x(1).*RPM.^(x(2))+x(3);

y(RPM<66|RPM>3600)=NaN;

% % ThermalEff not defined outside the operating range

% y(RPM<=131|RPM>3600)=0;

% y(RPM<=131|RPM>3600)=NaN;

% % ThermalEff not valid for negative numbers

% y(y<0)=0;

end

function [eta, RPM] = PumpModel_SR(m_dot_act,D4,s)

% Nathan Kamphuis January 2014

% Assumes the inlet state properties are known and the isentropic

% state has also been calculated

% This model Calculates the outlet state and returns the RPM

% Change Log:

% 4-2-18 NRK updated state notation to D4 for density at state 4
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%% The If Block is for testing and code developement

if m_dot_act-mdotp(3600,D4,s)>0,

% disp(’PumpModel_SR:Actual Mass flow is too large’)

eta=NaN; RPM=NaN;

elseif m_dot_act-mdotp(131,D4,s)<0,

% disp(’PumpModel_SR:Actual Mass flow is too small’)

eta=NaN; RPM=NaN;

else

% Code to determine the RPM

% Is the Try Catch Block to protective given the if block

% it is now part of the code? Which method is faster the if

% block or the try block?

try

RPM = fzero(@(x)(m_dot_act-mdotp(x,D4,s)),[131 3600]);

eta = ThermalEff(RPM,s.PumpModel.Coeffs); % Efficiency

catch err

if strcmp(err.identifier,...

’MATLAB:fzero:ValuesAtEndPtsSameSign’)

RPM=NaN; eta=NaN;

return

% This error happens when the mass flow

% is too high or to small

else

rethrow(err);
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end

end

end

end

N.3 Thermodnamic cycle model

function [shaft_power] =...

Superheat_Cycle_Partload(x,T_amb,G_eff,s)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Written by Nathan Kamphuis April 2018

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% This function was designed to calculate the partload cycle

% calculations

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% This code uses refpropm and is credited to many others see

% refpropm for further information on this and how to properly use

% it.

%ßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßß

% refpropm Thermophysical properties of pure substances and mixtures.

% Calling sequence for pure substances:

% result=refpropm(prop_req, spec1, value1, spec2, value2,...

% substance1)

% and for mixtures

% result=refpropm(prop_req, spec1, value1, spec2, value2,...

% substance1, substance2, ..., x)

%
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% where

% prop_req is a character string showing what

% properties that are requested

% Each property is represented by one character:

% A Speed of sound [m/s]

% B Volumetric expansivity (beta) [1/K]

% C Cp [J/(kg K)]

% D Density [kg/m3]

% E dP/dT (sat) [kPa/K]

% F Fugacity [kPa] (returned as an array)

% G Gross heating value [J/kg]

% H Enthalpy [J/kg]

% I Surface tension [N/m]

% J Isenthalpic Joule-Thompson coeff.

% [K/kPa]

% K Ratio of specific heats (Cp/Cv) [-]

% L Thermal conductivity [W/(m K)]

% M Molar mass [g/mol]

% N Net heating value [J/kg]

% O Cv [J/(kg K)]

% P Pressure [kPa]

% Q Quality (vapor fraction) (kg/kg)

% R d(rho)/dP [kg/kPa]

% S Entropy [J/(kg/K)]

% T Temperature [K]
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% U Internal energy [J/kg]

% V Dynamic viscosity [Pa*s]

% W d(rho)/dT [kg/m^3-K]

% X Liquid phase &

% gas phase comp. (mass frac.)

% Z Compressibility factor

% + Liquid density of equilibrium phase

% - Vapor density of equilibrium phase

%

% spec1 is a character giving what we want to specify:

% (T, P, H, D, C, or R)

% using the specifier C will return properties at:

% The critical point

% using the specifier R will return properties at:

% The triple point

%

% value1 is the corresponding value

%

% spec2 is a character giving the second specification:

% (P, D, H, S, U or Q)

%

% value2 is the value of the second specification

%

% substance1

% is the file name of the pure fluid (or the first
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% component of the mixture), with the extension

% ".fld" excluded, that we are interested in.

%

% substance2,substance3,...substanceN

% are the name of the other substances in the

% mixture. Up to 20 substances can be handled

% Valid substance names are equal to the file names

% in the C:\Program Files\REFPROP\fluids\’ directory

% (with .FLD excluded).

%

% x is a vector with mass fractions of the substances

% in the mixture.

%

% Examples:

% 1) P = refpropm(’P’,’T’,373.15,’Q’,0,’water’) gives

% the vapor pressure of water at 373.15 K in [kPa]

% 2) [S Cp] = refpropm(’SC’,’T’,373.15,’Q’,1,’water’) gives

% Entropy and Cp of saturated steam at 373.15 K

% 3) densmix =

% refpropm(’D’,’T’,323.15,’P’,1e2,’water’,’ammonia’,[0.9 0.1])

% gives the density of a 10% ammonia, water solution at:

% 100 kPa and 323.15 K.

%
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%4) x = refpropm(’X’,’P’,5e2,’Q’,0.4,’R134a’,’R32’,[0.8, 0.2]) gives

% temperature as well as gas and liquid compositions for a mixture

% of two refrigerants at a certain pressure and quality.

% Note that, when ’X’ is requested, row 1 of the returned value is

% the liquid phase composition and row 2 is the vapor phase

% composition.

%

%5)T=refpropm(’T’,’C’,0,’ ’,0,’water’) gives the critical temperature

%ßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßß

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Setting Variable values

RPM_EXP = x(1);

P1 = x(2);

S1 = x(3);

try

%% Calc State 4 (Pump Inlet)

T4 = T_amb+s.Condenser.dT;

[S4, P4, H4, D4] = refpropm(’SPHD’,’T’,T4,’Q’,0,s.Fluid.Name);

%% Calc State 1 (Expander Inlet)

[T1, H1, D1] = refpropm(’THD’,’P’,P1,’S’,S1,s.Fluid.Name);

M_Dot = mdot(RPM_EXP,D1,s); % Requires D1 to be Calculated

%% Calc State 2 (Isentropic Change Across Expander)

% Density from Mass Conservation of positive displacment device
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D2 = D1/s.ExpanderModel.VolumeRatio;

% Isentropic so S1 = S2 Now D2 and S2 known

[S2, H2] = refpropm(’SH’,’D’,D2,’S’,S1,s.Fluid.Name);

%% Calc State 3 (Expander Outlet)

% First find the H and S at state 3 using the expander model

H3 = H1-(H1-H2)*ThermalEff(RPM_EXP,s.ExpanderModel.Coeffs);

S3 = fzero(@(x)(H3-refpropm(’H’,’D’,D2,’S’,x,s.Fluid.Name)),S2);

% Enthalpy(x,s)

% Now that two state properties are known use

% them to define State 3 S=S3,

[P_l, H3, D3]=refpropm(’PHD’,’D’,D2,’S’,S3,s.Fluid.Name);

%% Calc State 5 (Isentropic Change Across the Pump)

% s5=s4; p5=p1

[H5]=refpropm(’H’,’P’,P1,’S’,S4,s.Fluid.Name);

%% Calc State 6 (Pump Outlet)

[eta_pump, RPM_Pump]=PumpModel_SR(M_Dot,D4,s);

% Find Enthalpy from efficiency

H6= H4 +(H5-H4)/eta_pump;

% %p5=p6

% [S6,T6,P6,D6,Q6]=refpropm(’STPDQ’,’P’,P5,’H’,H6,s.Fluid.Name);

%% CVT Modeling

%{
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try

% power out of cvt

Power_Pump_f=(H6-H4)*M_Dot;

CF = (RPM_EXP*2*pi/60)*s.CVTModel.Max_Torque;

Pin=fzero(@(y)(Power_Pump_f - y*...

CVTModel_NV(RPM_Pump/RPM_EXP,y/CF)),...

[0.2*CF CF]);

CVT_Eff=CVTModel_NV(RPM_Pump/RPM_EXP,Pin/CF);

catch error

CVT_Eff = NaN;

end

%}

CVT_Eff = 1;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% % %% Remaining Calcs

% % P_L = P4;

% % P_H = P1;

% % T_l = T4;

% % dT = T1 - T4;

%% Heat engine heat input

Q_orc = (H1-H6)*M_Dot; % W_th

%% Cycle Efficiency

eta_R = ((H1-H3)-(H6-H4)/CVT_Eff)/(H1-H6);
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% h1-h3 expander power, h6-h4 pump power, h1-h6 heat input

%% Carnot efficiency of cycle

eta_c = 1-T4/T1;

%% Second Law Efficiency

eta_2 = eta_R/eta_c;

% % %% VPC (delta h)rho

% % psi = (H1-H3)*D3;

% %

% % %% Expansion Ratio

% % exprat = D1/D3;

%% bad data removal and final calcs

if eta_R<0 || eta_c<0 || eta_2<0,

eta_R=NaN;

T_m=NaN;

Q_orc=NaN;

else

%% Mean Temperature in solar collector (Enthalpy section)

n=50;

T_m = 0;

dH=(H1-H6)/(n-1);

for i=1:n,
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T=refpropm(’T’,’P’,P1,’H’,(H6+(i-1)*dH),s.Fluid.Name);

T_m=T_m+T; % sum Temperature values

end

T_m=T_m/n;

% convert total temperature into average Temperature

end

%% Calculate collector efficinecy

eta_col = s.CollectorModel.nsxcpc.eta((T_m-T_amb)/G_eff,G_eff);

%% Calculate collector heat output

Q_col = s.CollectorModel.nsxcpc.area*eta_col*G_eff; % W_th

%% Calculate shaft power out

if Q_col>=Q_orc,

shaft_power = eta_R*Q_orc; % W

else

shaft_power = NaN;

end

catch error

shaft_power = NaN;

end

end %function Superheat_Cycle_Partload.m

N.4 STC flow analysis code

clear all; close all; clc; format long, format compact,
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% Nathan Kamphuis April 2018

% This code analyizes the partload simulation results for STC flow

% conditions

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% This code uses refpropm and is credited to many others see

% refpropm for further information on this and how to properly use

% it.

%ßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßß

% refpropm Thermophysical properties of pure substances and mixtures.

% Calling sequence for pure substances:

% result=refpropm(prop_req, spec1, value1, spec2, value2,...

% substance1)

% and for mixtures

% result=refpropm(prop_req, spec1, value1, spec2, value2,...

% substance1, substance2, ..., x)

%

% where

% prop_req is a character string showing what

% properties that are requested

% Each property is represented by one character:

% A Speed of sound [m/s]

% B Volumetric expansivity (beta) [1/K]

% C Cp [J/(kg K)]

% D Density [kg/m3]

% E dP/dT (sat) [kPa/K]
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% F Fugacity [kPa] (returned as an array)

% G Gross heating value [J/kg]

% H Enthalpy [J/kg]

% I Surface tension [N/m]

% J Isenthalpic Joule-Thompson coeff.

% [K/kPa]

% K Ratio of specific heats (Cp/Cv) [-]

% L Thermal conductivity [W/(m K)]

% M Molar mass [g/mol]

% N Net heating value [J/kg]

% O Cv [J/(kg K)]

% P Pressure [kPa]

% Q Quality (vapor fraction) (kg/kg)

% R d(rho)/dP [kg/kPa]

% S Entropy [J/(kg/K)]

% T Temperature [K]

% U Internal energy [J/kg]

% V Dynamic viscosity [Pa*s]

% W d(rho)/dT [kg/m^3-K]

% X Liquid phase &

% gas phase comp. (mass frac.)

% Z Compressibility factor

% + Liquid density of equilibrium phase

% - Vapor density of equilibrium phase

%
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% spec1 is a character giving what we want to specify:

% (T, P, H, D, C, or R)

% using the specifier C will return properties at:

% The critical point

% using the specifier R will return properties at:

% The triple point

%

% value1 is the corresponding value

%

% spec2 is a character giving the second specification:

% (P, D, H, S, U or Q)

%

% value2 is the value of the second specification

%

% substance1

% is the file name of the pure fluid (or the first

% component of the mixture), with the extension

% ".fld" excluded, that we are interested in.

%

% substance2,substance3,...substanceN

% are the name of the other substances in the

% mixture. Up to 20 substances can be handled

% Valid substance names are equal to the file names

% in the C:\Program Files\REFPROP\fluids\’ directory

% (with .FLD excluded).

%
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% x is a vector with mass fractions of the substances

% in the mixture.

%

% Examples:

% 1) P = refpropm(’P’,’T’,373.15,’Q’,0,’water’) gives

% the vapor pressure of water at 373.15 K in [kPa]

% 2) [S Cp] = refpropm(’SC’,’T’,373.15,’Q’,1,’water’) gives

% Entropy and Cp of saturated steam at 373.15 K

% 3) densmix =

% refpropm(’D’,’T’,323.15,’P’,1e2,’water’,’ammonia’,[0.9 0.1])

% gives the density of a 10% ammonia, water solution at:

% 100 kPa and 323.15 K.

%

%4) x = refpropm(’X’,’P’,5e2,’Q’,0.4,’R134a’,’R32’,[0.8, 0.2]) gives

% temperature as well as gas and liquid compositions for a mixture

% of two refrigerants at a certain pressure and quality.

% Note that, when ’X’ is requested, row 1 of the returned value is

% the liquid phase composition and row 2 is the vapor phase

% composition.

%

%5)T=refpropm(’T’,’C’,0,’ ’,0,’water’) gives the critical temperature

%ßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßßß

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%% loading results

cd ..

load(’results_run_3/Sim_Partload_Calc_Test_fortesting_run_3_51.mat’)

cd STC_flow_analysis

T_v=262.5:5:317.5; % Kelvin

I_v=25:50:1175; % W/m^2

%% calculation of DH and A from Fig 5 and Table 1 of Kim 2013

L = 1.640; % m Absorber tube length

% inlet

% DH = dI-tI = 8 mm - 2 mm

DH_inlet = 0.008 - 0.002; % m

A_inlet = pi*(0.006/2)^2; % m^2

% outlet

% DH = Dout -Din for annulus

% Dout = dO-to = 12 - 1.5 mm = 0.0105 m

% Din = dI = 8 mm = 0.008 m

DH_outlet = 0.0105 - 0.008; % m

% A = pi(dout/2)^2 - pi(dI/2)^2

A_outlet = pi*(0.0105/2)^2 - pi*(0.008/2)^2; % m^2

%% baseline from Kim 2013 paper which used duratherm 600

% Re number for internal flow 3000 is the transistion between

% laminar and turbulent flow
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% Re = (rho Q DH)/(mu A)

% rho is density kg/m^3

% Q is volumetric flow rate m^3/s

% mdot = rho*Q kg/s

% mu is dynamic viscosity kg/(m s) = Pa s

% A is cross sectional area of the flow

% DH = 4A/P = Dout - Din for annulus m

% Kim 2013 Fig 19 two mass flow rates 80g/s and 40g/s

% mu in kg/(m s) is 1000 cP (centipoise (cP)) or 1 cP is 1 mPa S

% Duratherm 600 has mu = 71.57 cP @ 25 degree C

% mu = 0.56 cP @ 295 degree C

mu = linspace(71.57,0.56,100); % cP

mu = mu*1e-3; % cP to kg/(m s) or Pa s

% at 0.08 kg/s mass flow

% Re = mdot*DH/(mu A)

Re_inlet = 0.08*DH_inlet./mu/A_inlet;

Re_inlet_min = min(Re_inlet(:));

Re_inlet_max = max(Re_inlet(:));

Re_outlet = 0.08*DH_outlet./mu/A_outlet;

Re_outlet_min = min(Re_outlet(:));

Re_outlet_max = max(Re_outlet(:));

% h the heat transfer coefficient W/(m^2 k)

% Nu nesselt number

% Nu = hL/k = 4.36 for uniform heat flux and
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% 3.66 for constant wall temp

% h = k*Nu/L

Nu = linspace(3.66,4.36,100);

% k is the fluid thermal conductivity W/(m K)

% for duratherm 600 k is 0.140 W/(m K) at 25 degree C

% k is 0.125 W/(m K) at 295 degree C

k = linspace(0.140,0.125,100);

[ k_m, Nu_m ] = meshgrid(k,Nu);

h = k_m.*Nu_m/(2*L); % W/(m^2 K)

h_min = min(h(:));

h_max = max(h(:));

%% per collector mass flow rate

STC_area = 29.05; % ft^2

STC_aperture_area = 25.92; % ft^2

STC_aperture_area = ft22m2(STC_aperture_area); % m^2

number_of_STC = s.CollectorModel.nsxcpc.area/STC_aperture_area;

M_Dot_stc = M_Dot./number_of_STC;

% kg/s of ammonia per collector

%% intialization of storage variables

mu_inlet = NaN(m,p);

cp_inlet = NaN(m,p);

k_inlet = NaN(m,p);

mu_outlet = NaN(m,p);
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cp_outlet = NaN(m,p);

k_outlet = NaN(m,p);

H1 = NaN(m,p);

H_0 = NaN(m,p);

H_1 = NaN(m,p);

k_avg = NaN(m,p);

%% setting up vars for calc

P_c = refpropm(’P’,’C’,0,’ ’,0,s.Fluid.Name); % critical pressure

for i = 1:m,

for j = 1:p,

if ~isnan(P_H(i,j)*H6(i,j)*S1(i,j))

% call state 6 for: mu, cp, k (Inlet of STC)

[ mu_inlet(i,j), cp_inlet(i,j), k_inlet(i,j) ] =...

refpropm(’VCL’,’P’,P_H(i,j),...

’H’,H6(i,j),s.Fluid.Name);

% call state 1 for: mu,cp,k,h (enthalpy)(Outlet of STC)

[ mu_outlet(i,j), cp_outlet(i,j),...

k_outlet(i,j), H1(i,j) ] =...

refpropm(’VCLH’,’P’,P_H(i,j),...

’S’,S1(i,j),s.Fluid.Name);

try % average k based on enthalpy from inlet to outlet

n=50;

kavg = 0;
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dH=(H1(i,j)-H6(i,j))/(n-1);

for k=1:n,

kkavg=refpropm(...

’L’,’P’,P_H(i,j),’H’,(H6(i,j)+(k-1)*dH),...

s.Fluid.Name);

kavg=kavg+kkavg; % sum

end

k_avg(i,j)=kavg/n;

catch error

end

if P_H(i,j) < P_c

% call H (enthalpy) for P_H Q=0 and Q=1,

H_0(i,j) = refpropm(’H’,’P’,P_H(i,j),’Q’,0,...

s.Fluid.Name);

H_1(i,j) = refpropm(’H’,’P’,P_H(i,j),’Q’,1,...

s.Fluid.Name);

elseif P_H(i,j) > P_c

% call H (enthalpy) for P_H liquid to gas transistion

else

end

end

end

end

%% STC inlet

% Re number for internal flow 3000 is the transistion between
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% laminar andturbulent flow

% Re = (rho Q DH)/(mu A)

% rho is density kg/m^3

% Q is volumetric flow rate m^3/s

% mdot = rho*Q kg/s

% mu is dynamic viscosity kg/(m s) = Pa s

% A is cross sectional area of the flow

% DH = 4A/P = Dout - Din for annulus m

Re_inlet_ammonia = M_Dot_stc.*DH_inlet./mu_inlet./A_inlet;

Re_inlet_ammonia_min = min(Re_inlet_ammonia(:));

Re_inlet_ammonia_max = max(Re_inlet_ammonia(:));

% prandle number

% Pr = (cp mu)/k

% cp is specific heat at constant pressure J/(kg k)

% k is the fluid thermal conductivity W/(m K)

Pr_inlet_ammonia = cp_inlet.*mu_inlet./k_inlet;

% h the heat transfer coefficient W/(m^2 k)

% Nu nesselt number

% Nu = hL/k = 4.36 for uniform heat flux and

% 3.66 for constant wall temp

% h = k*Nu/L

h_basedon_k_avg_ammonia_436 = k_avg.*4.36./(2*L); % W/(m^2 K)

h_basedon_k_avg_ammonia_366 = k_avg.*3.66./(2*L); % W/(m^2 K)

h_k_avg_ammonia_min = min([min(h_basedon_k_avg_ammonia_436(:));...
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min(h_basedon_k_avg_ammonia_366(:))]);

h_k_avg_ammonia_max = max([max(h_basedon_k_avg_ammonia_436(:));...

max(h_basedon_k_avg_ammonia_366(:))]);

%% STC outlet

% RE number

Re_outlet_ammonia = M_Dot_stc.*DH_outlet./mu_outlet./A_outlet;

Re_outlet_ammonia_min = min(Re_outlet_ammonia(:));

Re_outlet_ammonia_max = max(Re_outlet_ammonia(:));

% prandle number

Pr_outlet_ammonia = cp_outlet.*mu_outlet./k_outlet;

% h the heat transfer coefficient

%% determine the amount of heat in liquid phase

H_liq = H_0 - H6;

%% determine the amount of heat in two phase

H_2p = H_1 - H_0;

%% determine the amount of heat in gas phase

H_gas = H1-H_1;

%% Ratio of gas to two-phase flow heat transfered
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heat_ratio = H_gas./H_2p;

%% Re number for duratherm 600 test

figure(1)

clf, hold on, grid on,

plot(mu,Re_inlet,’-k’,’LineWidth’,2)

plot([0 0.08],[3000 3000],’--k’,’LineWidth’,2)

plot([5.88*1e-3 5.88*1e-3],[0 3.5e4],’--k’,’LineWidth’,2)

set(gca,’FontSize’,20)

xlabel(’Dynamic viscosity \mu [kg/(m s)]’,’Fontsize’,26)

ylabel(’Re number’,’Fontsize’,26)

text(’String’,’\downarrow Re=3000 (turbulent transistion)’,...

’Position’,...

[0.03 4000],’FontSize’,23)

text(’String’,’\leftarrow \mu 95 ^{\circ}C’,’Position’,...

[0.0075 22500],’FontSize’,23)

% axis([xl xh yl2 yh2])

hold off,

figure(2)

clf, hold on, grid on,

plot(mu,Re_outlet,’-k’,’LineWidth’,2)

plot([0 0.08],[3000 3000],’--k’,’LineWidth’,2)

plot([2.02*1e-3 2.02*1e-3],[0 3.5e4],’--k’,’LineWidth’,2)

set(gca,’FontSize’,20)
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xlabel(’Dynamic viscosity \mu [kg/(m s)]’,’Fontsize’,26)

ylabel(’Re number’,’Fontsize’,26)

text(’String’,’\downarrow Re=3000 (turbulent transistion)’,...

’Position’,...

[0.03 4000],’FontSize’,23)

text(’String’,’\leftarrow \mu 155 ^{\circ}C’,’Position’,...

[0.0025 22500],’FontSize’,23)

% axis([xl xh yl2 yh2])

hold off,

%% Re number for ammonia results

figure(3)

clf, hold on, grid on,

myhist3(X,{T_v I_v},Re_inlet_ammonia)

view(2),

set(gca,’FontSize’,14)

xlabel(’T_{amb} [K]’,’Fontsize’,26);

ylabel(’G_{eff} [W/m^2]’,’Fontsize’,26);

% title([’Annual energy yield ’, num2str(sum(energy_yield(:))),...

% ’ [kWh/(m^2)]’], ’fontsize’,28);

set(gcf,’renderer’,’opengl’);

set(get(gca,’child’),’FaceColor’,’interp’,’CDataMode’,’auto’);

h6 = colorbar;

set(h6,’FontSize’,14)

ylabel(h6,’Reynolds number inner tube’,’Fontsize’,26)

hold off,

563



figure(4)

clf, hold on, grid on,

myhist3(X,{T_v I_v},Re_outlet_ammonia)

view(2),

set(gca,’FontSize’,14)

xlabel(’T_{amb} [K]’,’Fontsize’,26);

ylabel(’G_{eff} [W/m^2]’,’Fontsize’,26);

% title([’Annual energy yield ’, num2str(sum(energy_yield(:))),...

% ’ [kWh/(m^2)]’], ’fontsize’,28);

set(gcf,’renderer’,’opengl’);

set(get(gca,’child’),’FaceColor’,’interp’,’CDataMode’,’auto’);

h6 = colorbar;

set(h6,’FontSize’,14)

ylabel(h6,’Reynolds number outer annulus’,’Fontsize’,26)

hold off,

%% Thermal Conductivity supercritical cycle

figure(5)

clf, hold on, grid on,

myhist3(X,{T_v I_v},k_avg)

view(2),

set(gca,’FontSize’,14)

xlabel(’T_{amb} [K]’,’Fontsize’,26);
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ylabel(’G_{eff} [W/m^2]’,’Fontsize’,26);

% title([’Annual energy yield ’, num2str(sum(energy_yield(:))),...

% ’ [kWh/(m^2)]’], ’fontsize’,28);

set(gcf,’renderer’,’opengl’);

set(get(gca,’child’),’FaceColor’,’interp’,’CDataMode’,’auto’);

h6 = colorbar;

set(h6,’FontSize’,14)

ylabel(h6,’Thermal conductivity [W/(m K)]’,’Fontsize’,26)

hold off,

%% heat transfer ratio subcritical cycle

figure(6)

clf, hold on, grid on,

myhist3(X,{T_v I_v},heat_ratio)

view(2),

set(gca,’FontSize’,14)

xlabel(’T_{amb} [K]’,’Fontsize’,26);

ylabel(’G_{eff} [W/m^2]’,’Fontsize’,26);

% title([’Annual energy yield ’, num2str(sum(energy_yield(:))),...

% ’ [kWh/(m^2)]’], ’fontsize’,28);

set(gcf,’renderer’,’opengl’);

set(get(gca,’child’),’FaceColor’,’interp’,’CDataMode’,’auto’);

h6 = colorbar;

set(h6,’FontSize’,14)

ylabel(h6,’Heat ratio’,’Fontsize’,26)

hold off,
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clear all; close all; clc; format long, format compact,

% Nathan Kamphuis April 2018

% refpropm test call for X

n=1000;

[P_c, S_c ] = refpropm(’PS’,’C’,0,’ ’,0,’ammonia’);

S_l=refpropm(’S’,’P’,101.325,’Q’,0,’ammonia’);

S_r=refpropm(’S’,’P’,101.325,’Q’,1,’ammonia’);

S_test=linspace(S_l,S_r,n);

%% calls above P_c fail for quality Q

% H=refpropm(’H’,’P’,P_c+500,’Q’,0,’ammonia’)

% H=refpropm(’H’,’P’,P_c+500,’Q’,1,’ammonia’)

X = NaN(1,n);

D = NaN(1,n);

k = NaN(1,n);

for i=1:n,

[ X(i) ] = refpropm(’X’,’P’,P_c+500,’S’,S_test(i),’ammonia’);

[ D(i), k(i) ] =...

refpropm(’DL’,’P’,P_c+500,’S’,S_test(i),’ammonia’);

end

%%

figure(1)
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clf, hold on, grid on,

plot(S_test,D,’.k’,’LineWidth’,2)

set(gca,’FontSize’,20)

xlabel(’Entropy [J/(kg K)]’,’Fontsize’,26)

ylabel(’Density [kg/m^3]’,’Fontsize’,26)

% axis([xl xh yl2 yh2])

hold off,

figure(2)

clf, hold on, grid on,

plot(S_test,k,’.k’,’LineWidth’,2)

set(gca,’FontSize’,20)

xlabel(’Entropy [J/(kg K)]’,’Fontsize’,26)

ylabel(’Thermal conductivity [W/(m K)]’,’Fontsize’,26)

% axis([xl xh yl2 yh2])

hold off,
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APPENDIX O

PV and DSSTC cost analysis code

O.1 Cost analysis

clear all; clc, format long, format compact,

% Written by Nathan Kamphuis September 2014

% for testing and debugging of Irradiance Calc

%% intializing Variables

a=’/scratch/user/nathan.kamphuis/Matlab_Refprop/MainModel1/’;

b=’Functions/Specifications_Main’;

run(strcat(a,b))

cd ..

cd xcpc_Cost_Comparison

Start_Time = tic;

%% 2017 reported data for PV future projection for XCPC

PV_Panel_Cost = 0.35; % $/W

STC_cost = [100; 250; 400;];

% in dollars 820-1200 for 2015. 700-900 for 2018

STC_area = 29.05; % ft^2
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STC_aperture_area = 25.92; % ft^2

STC_cost = STC_cost/STC_aperture_area; % $ psf previous value was 15

total_collector_aperture_area = 1; % m^2

n=100;

G_EFF=1000; % W/M^2 Irradiance

Th=linspace(0,600,n); % Delta Temperature Kelivn Thigh-Tamb

dT=((Th+300)+(10+300)).*0.5-300;

% (Thigh+Tlow)/2-Tamb with Tlow being

X=dT./G_EFF;

% removing values that return negative efficiencies

X(X>s.CollectorModel.nsxcpc.X_Limit)=NaN;

q=G_EFF.*s.CollectorModel.nsxcpc.eta(X,G_EFF).*...

total_collector_aperture_area; % [Wth]

eta_el = 0.7*(1-(300+10)./(Th+300));

Cap_Ex = NaN(3,n);

Cap_Ex_Power = NaN(3,n);

for i=1:3,

Cap_Ex(i,:) = STC_cost(i).*...

m22ft2(total_collector_aperture_area)./q;

% $15psf to $ to $/Wth

Cap_Ex_Power(i,:) = STC_cost(i)*...

m22ft2(total_collector_aperture_area)./q./eta_el;

569



% $15psf to $ to $/Wel

end

Cap_Ex_Power(Cap_Ex_Power<0) = NaN;

PV_cost_1=PV_Panel_Cost;

% $/w pannel cost divided by COP for ASHP SH

PV_cost_2=PV_Panel_Cost/2.5;

% $/w pannel cost divided by COP for ASHP SH

PV_cost_3=PV_Panel_Cost/2.75;

% $/w pannel cost divided by COP for ASHP DHW

PV_cost_4=PV_Panel_Cost/3;

% $/w pannel cost divided by COP for ASHP SH

PV_cost_5=PV_Panel_Cost/4;

% $/w pannel cost divided by COP for ASHP SH

Total_Time = toc(Start_Time);

% %%

% figure(1)

% clf, hold on, grid on,

% set(gca,’FontSize’,20)

% plot(K2C(Th+300),q,’.k’,’MarkerSize’,20,’LineWidth’,2)

% xlabel(’Outlet Temperature [C]’,’Fontsize’,26)

% ylabel(’Energy Flow [W_{th}]’,’Fontsize’,26)

%%
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% a=[0 350];

a=F2C(120);

b=F2C(120);

figure(1)

clf, hold on, grid on,

set(gca,’FontSize’,20)

plot(K2C(Th+300),Cap_Ex(3,:),’.r’,...

K2C(Th+300),Cap_Ex(2,:),’-b’,...

K2C(Th+300),Cap_Ex(1,:),’--g’,’MarkerSize’,8,’LineWidth’,2)

plot(b,PV_cost_1,’sk’,b,PV_cost_2,’xk’,a,PV_cost_3,’+k’,...

b,PV_cost_4,’>k’,b,PV_cost_5,’<k’,’MarkerSize’,8,’LineWidth’,2)

% [120 120],[0.2 0.44],

legend(’400 [$/unit] XCPC’,’250 [$/unit] XCPC’,’100 [$/unit] XCPC’,...

’PVC 1 COP SH’,’PVC 2.5 COP SH’,...

’PVC 2.75 COP DHW’,’PVC 3.0 COP SH’,’PVC 4.0 COP SH’,...

’Location’,’NorthWest’)

xlabel(’Outlet temperature [C]’,’Fontsize’,26)

ylabel(’Collector capital cost [$/W_{th}]’,’Fontsize’,26)

% axis([0 400 0.15 0.5])

%%

figure(2)

clf, hold on, grid on,

set(gca,’FontSize’,20)

plot(K2C(Th+300),Cap_Ex(3,:),’.r’,...
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K2C(Th+300),Cap_Ex(2,:),’-b’,...

K2C(Th+300),Cap_Ex(1,:),’--g’,’MarkerSize’,8,’LineWidth’,2)

plot(b,PV_cost_1,’sk’,b,PV_cost_2,’xk’,...

b,PV_cost_4,’>k’,b,PV_cost_5,’<k’,’MarkerSize’,8,’LineWidth’,2)

% [120 120],[0.2 0.44],

legend(’400 [$/unit] XCPC’,’250 [$/unit] XCPC’,’100 [$/unit] XCPC’,...

’PVC 1 COP’,’PVC 2.5 COP’,...

’PVC 3.0 COP’,’PVC 4.0 COP’,’Location’,’NorthWest’)

xlabel(’Outlet temperature [C]’,’Fontsize’,26)

ylabel(’Collector capital cost [$/W_{th}]’,’Fontsize’,26)

axis([0 400 0 0.75])

%%

% a=[0 350];

% a=F2C(120);

% b=F2C(120);

figure(3)

clf, hold on, grid on,

set(gca,’FontSize’,20)

plot(K2C(Th+300),Cap_Ex_Power(3,:),’.r’,...

K2C(Th+300),Cap_Ex_Power(2,:),’-b’,...

K2C(Th+300),Cap_Ex_Power(1,:),’--g’,...

’MarkerSize’, 8,’LineWidth’,2)

plot([0 700],[PV_Panel_Cost PV_Panel_Cost],’-k’,’LineWidth’,2) %

legend(’400 [$/unit] XCPC’,’250 [$/unit] XCPC’,’100 [$/unit] XCPC’,...
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’PVC capital cost’,’Location’,’NorthEast’)

xlabel(’Outlet temperature [C]’,’Fontsize’,26)

ylabel(’Collector capital cost [$/W_{el}]’,’Fontsize’,26)

% text(’String’,’{\it 6}’,’Position’,...

% [HH(end) T_h(end)],’FontSize’,23)

axis([0 700 0 10])

O.2 STC sensitivity analysis

clear all; clc, format long, format compact,

% Written by Nathan Kamphuis September 2014

% for testing and debugging of Irradiance Calc

%% intializing Variables

a=’/scratch/user/nathan.kamphuis/Matlab_Refprop/MainModel1/’;

b=’Functions/Specifications_Main’;

run(strcat(a,b))

cd ..

cd xcpc_Cost_Comparison

Start_Time = tic;

%% 2017 reported data for PV future projection for XCPC

PV_Panel_Cost = 0.35; % $/W

STC_cost = [100; 250; 400;];

% in dollars 820-1200 for 2015. 700-900 for 2018

573



STC_area = 29.05; % ft^2

STC_aperture_area = 25.92; % ft^2

STC_cost = STC_cost/STC_aperture_area; % $ psf previous value was 15

total_collector_aperture_area = 1; % m^2

n=100;

G_EFF=1000; % W/M^2 Irradiance

Th=linspace(0,600,n); % Delta Temperature Kelivn Thigh-Tamb

dT=((Th+300)+(10+300)).*0.5-300;

% (Thigh+Tlow)/2-Tamb with Tlow being

X=dT./G_EFF;

% removing values that return negative efficiencies

X(X>s.CollectorModel.nsxcpc.X_Limit)=NaN;

q=G_EFF.*s.CollectorModel.nsxcpc.eta(X,G_EFF).*...

total_collector_aperture_area; % [Wth]

q = [0.9; 1; 1.1]*q;

eta_el = 0.7*(1-(300+10)./(Th+300));

Cap_Ex = NaN(3,n);

Cap_Ex_Power = NaN(3,n);

for i=1:3,

Cap_Ex(i,:) = STC_cost(2).*...

m22ft2(total_collector_aperture_area)./q(i,:);
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% $15psf to $ to $/Wth

Cap_Ex_Power(i,:) = STC_cost(2)*...

m22ft2(total_collector_aperture_area)./q(i,:)./eta_el;

% $15psf to $ to $/Wel

end

Cap_Ex_Power(Cap_Ex_Power<0) = NaN;

PV_cost_1=PV_Panel_Cost;

% $/w pannel cost divided by COP for ASHP SH

PV_cost_2=PV_Panel_Cost/2.5;

% $/w pannel cost divided by COP for ASHP SH

PV_cost_3=PV_Panel_Cost/2.75;

% $/w pannel cost divided by COP for ASHP DHW

PV_cost_4=PV_Panel_Cost/3;

% $/w pannel cost divided by COP for ASHP SH

PV_cost_5=PV_Panel_Cost/4;

% $/w pannel cost divided by COP for ASHP SH

Total_Time = toc(Start_Time);

% %%

% figure(1)

% clf, hold on, grid on,

% set(gca,’FontSize’,20)

% plot(K2C(Th+300),q,’.k’,’MarkerSize’,20,’LineWidth’,2)
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% xlabel(’Outlet Temperature [C]’,’Fontsize’,26)

% ylabel(’Energy Flow [W_{th}]’,’Fontsize’,26)

%%

% a=[0 350];

a=F2C(120);

b=F2C(120);

figure(1)

clf, hold on, grid on,

set(gca,’FontSize’,20)

plot(K2C(Th+300),Cap_Ex(3,:),’.r’,...

K2C(Th+300),Cap_Ex(2,:),’-b’,...

K2C(Th+300),Cap_Ex(1,:),’--g’,’MarkerSize’,8,’LineWidth’,2)

plot(b,PV_cost_1,’sk’,b,PV_cost_2,’xk’,a,PV_cost_3,’+k’,...

b,PV_cost_4,’>k’,b,PV_cost_5,’<k’,’MarkerSize’,8,’LineWidth’,2)

% [120 120],[0.2 0.44],

legend(’1.1 thermal effficiency factor’,...

’1.0 thermal efficiency factor’,...

’0.9 thermal efficiency factor’,...

’PVC 1 COP SH’,’PVC 2.5 COP SH’,...

’PVC 2.75 COP DHW’,’PVC 3.0 COP SH’,’PVC 4.0 COP SH’,...

’Location’,’NorthWest’)

xlabel(’Outlet temperature [C]’,’Fontsize’,26)

ylabel(’Collector capital cost [$/W_{th}]’,’Fontsize’,26)

% axis([0 400 0.15 0.5])
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%%

figure(2)

clf, hold on, grid on,

set(gca,’FontSize’,20)

plot(K2C(Th+300),Cap_Ex(3,:),’.r’,...

K2C(Th+300),Cap_Ex(2,:),’-b’,...

K2C(Th+300),Cap_Ex(1,:),’--g’,’MarkerSize’,8,’LineWidth’,2)

plot(b,PV_cost_1,’sk’,b,PV_cost_2,’xk’,...

b,PV_cost_4,’>k’,b,PV_cost_5,’<k’,’MarkerSize’,8,’LineWidth’,2)

% [120 120],[0.2 0.44],

legend(’1.1 thermal effficiency factor’,...

’1.0 thermal efficiency factor’,...

’0.9 thermal efficiency factor’,...

’PVC 1 COP’,’PVC 2.5 COP’,...

’PVC 3.0 COP’,’PVC 4.0 COP’,’Location’,’NorthWest’)

xlabel(’Outlet temperature [C]’,’Fontsize’,26)

ylabel(’Collector capital cost [$/W_{th}]’,’Fontsize’,26)

axis([0 400 0 0.75])

%%

% a=[0 350];

% a=F2C(120);

% b=F2C(120);

figure(3)

clf, hold on, grid on,
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set(gca,’FontSize’,20)

plot(K2C(Th+300),Cap_Ex_Power(3,:),’.r’,...

K2C(Th+300),Cap_Ex_Power(2,:),’-b’,...

K2C(Th+300),Cap_Ex_Power(1,:),’--g’,...

’MarkerSize’, 8,’LineWidth’,2)

plot([0 700],[PV_Panel_Cost PV_Panel_Cost],’-k’,’LineWidth’,2) %

legend(’1.1 thermal effficiency factor’,...

’1.0 thermal efficiency factor’,...

’0.9 thermal efficiency factor’,...

’PVC capital cost’,’Location’,’NorthEast’)

xlabel(’Outlet temperature [C]’,’Fontsize’,26)

ylabel(’Collector capital cost [$/W_{el}]’,’Fontsize’,26)

% text(’String’,’{\it 6}’,’Position’,...

% [HH(end) T_h(end)],’FontSize’,23)

axis([0 700 0 10])
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