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ABSTRACT

Scalable Networks-on-Chip (NoCs) have become the de facto interconnection mechanism in

large scale Chip Multiprocessors. NoCs devour a large fraction of the on-chip power budget of

which static NoC power consumption is becoming the dominant component as technology scales

down. Hence, reducing static NoC power consumption is critical for energy-efficient computing.

Previous research suggests power-gating routers attached to inactive cores so as to save static

power, but requires centralized control and global network knowledge. Moreover, packet deliveries

in irregular power-gated network suffer from detour or waiting time overhead to either route around

or wake up off routers. Fly-Over (FLOV) is a distributed power-gating mechanism to minimize

static power consumption in NoCs without the need for global network information. However, the

existing FLOV routing algorithm introduces unnecessary detours and pressurizes the routers in

AON column resulting in high packet latencies and network congestion.

This work proposes FLOV+, Best-Effort Minimal Routing Algorithm for Fly-Over (FLOV) to

route the packets using the shortest path in an irregular power-gated network and also relieve the

stress on the AON column. This routing algorithm aims to minimize the average packet latency and

to sustain throughput in network with power-gated routers. Synthetic workload evaluations show

that the proposed algorithm reduces average packet latency upto 9.84% in an 8-dimensional mesh

network. Simulation results also show 50% and 40% improvement in the network throughput for

restricted FLOV and generalized FLOV power gating mechanisms respectively.
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NOMENCLATURE

AON Always ON

CCL Credit Control Logic

CMP Chip Multi Processor

CPU Central Processing Unit

DSENT Design Space Exploration for Network Tool

FLOV Fly-Over

FM Fabric Manager

FSM Finite State Machine

gFLOV Generalized Fly-Over

gFLOV+ Generalized Fly-Over with Best-Effort Minimal Routing

HSC Hand Shake Control

LT Link Traversal

NoC Network-on-Chip

NoRD Node Router Decoupling

PSR Power State Register

OS Operating Systems

rFLOV Restricted Fly-Over

rFLOVopt Restricted Fly-Over with Best-Effort Minimal Routing

RC Route Computing

RP Router-Parking

RPA Router-Parking Aggresive

RPC Router-Parking Conservative
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SoC System on Chip

ST Switch Traversal

VASA VC Allocation and Speculative Switch Allocation

VC Virtual Channel
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1. INTRODUCTION

Recent years have seen a rise in multi-core architectures owing to increasing power consump-

tion and diminishing returns in the performance of uniprocessor architectures. This multi-core

wave has led to integrating hundreds and even thousands of cores on a single chip. Moore’s

law [1], makes this possible as shrinking transistor sizes has allowed denser on-chip packaging.

CMPs extract maximum performance gains using parallel programming paradigms. Performance

gains in CMPs not only depend on effectively utilizing all the cores but also on efficient data com-

munication among multiple CMP components. Thus, the interconnect fabric connecting the CMP

components must be scalable and should aim to provide low latency, high throughput and low

power consumption.

Traditionally, shared bus architectures have been used as interconnection networks in CMPs

due to their low-cost and simple control characteristics. A bus is a collection of wires connecting

various on-chip components to facilitate data communication. However, with the higher degree of

integration of on-chip components, data communication gets slowed down because of the long dis-

tance between components and large capacitive load on the bus. Moreover, shared bus architectures

use arbitration logic to resolve contention among bus request accesses from multiple components.

Arbitration logic serializes these multiple bus access requests causing severe communication de-

lays. As a result, performance gains from shared buses do not scale well with increasing core

count, typically greater than 10. Similarly, area and power requirements of crossbars restrict their

usage as interconnect networks for large scale CMPs.

NoCs have emerged as a promising alternative to manage on-chip traffic efficiently in large

scale multi-core systems. NoC architecture is heavily inspired from distributed computing net-

works. In NoC based architecture, each core is connected to a router and the routers are connected

through point-to-point connections similar to a grid. NoCs employ packet-switch communication,

where packets travel along the data links and the routers take care of buffering, and routing the

packet in the right direction to reach its destination in the network. A high level of parallelism
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can be achieved using NoCs as network links in NoC operate simultaneously on different data

packets. In NoCs, dynamic power is dissipated for both communicating data across links as well

as for switching and storage within the routers [2], while static power is consumed when routers

and links are powered-on even when they are not used. Recent studies [3, 4, 5] have also shown

that NoCs consume a significant portion of about 10% to 36% of the total on-chip power bud-

get. Thus, developing power-efficient NoC designs is of the highest priority for power-constrained

future CMPs.

Static power consumption of the on-chip circuitry is increasing at an alarming rate with the

scaling down of feature sizes and chip operating voltages towards near-threshold levels. Previous

studies [6, 7, 8, 9, 10] have shown that the percentage of static power in the total NoC power

consumption increases from 17.9% at 65nm, to 35.4% at 45nm, to 47.7% at 32nm and to 74% at

22nm. As per this trend, for sub-10nm feature sizes, static power will become the major portion of

the NoC power consumption. Furthermore, the failure of Dennard Scaling [11] has led to a dark

silicon era, where certain portion of the chip needs to be turned off to meet power constraints. Thus,

future CMP designs will have to work under stricter power envelops where all the components on

the chip cannot be run simultaneously without breaking the power and thermal constraints.

Power gating is a widely used technique to mitigate the worsening impact of static power con-

sumption. Power gating turns off the power supply to the idle components of the system preventing

leakage current flow, thereby saving up on static power consumption. A study by the International

Data Corporation (IDC) [12] has suggested that servers achieve utilization of only 10% to 15%.

Low core utlization indicates that routers attached to inactive cores are also idle for most of the

time as the core doesn’t inject or eject traffic into or from the network respectively. They are most

likely involved in routing the traffic between the active cores. Research [13] has shown that on-

chip routers can be idle 30%~70% of the time depending on the physical location of the routers

in the NoC and work load. Therefore, power-gating techniques can be applied to on-chip routers

taking advantage of their idle time. However, it is a challenging task to power-gate the routers

because a) power gating the routers could incur additional packet latency due to detours, b) inter-
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mittent packet arrivals might cut short the long period of router idle time required to compensate

for the power gating overhead, reducing the efficiency of power-gating tehcniques and c) network

might get partitioned, breaking the network connectivity. NoC router power-gating mechanisms,

therefore, needs to address the above mentioned challenges.

Boyapati et al. propose Fly-Over (FLOV) [14], a light-weight power gating mechanism, that

tries to power gate the routers as soon as the attached cores are powered down by the OS, in

a distributed manner. Since, such a distributed power-gating mechanism may create interconnect

partitions without communication paths, FLOV links are provided in power-gated routers to enable

incoming packets to travel straight through them for maintaining the network connectivity. This

way, routers can be gated for longer durations of time, compensating for the power gating overhead.

However, the existing FLOV routing algorithm introduces unnecessary detours and pressurizes

the routers in MC column resulting in high packet latencies and network congestion. This work

proposes FLOV+ , Best-Effort Minimal Routing Algorithm for FLOV, an improved version of the

existing routing algorithm. It aims to minimize the packet detours or average packet latency and

sustain throughput in a network with power-gated routers.
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2. BACKGROUND

NoC is an emerging paradigm for communications in large scale multi-core systems. NoCs pro-

vide scalable and high bandwidth communication for large scale CMPs. It facilitates data transfer

among multiple components such as processor cores, memories, specialized IP blocks present in

the CMP system. It provides point-to-point data links that route packets to their destinations with

the help of routers. This chapter briefly explains general NoC architecture and the functionality of

the building blocks involved in desgning NoCs.

2.1 NoC Architecture

A NoC system consists of three main building blocks, namely Network Interface(NI), routers

and global network links.

2.1.1 Network Interface

NI establishes connection between IP cores and the on-chip network. NI injects packets from

the core into the network and ejects data packets from the network to the core. As different com-

ponents in the CMP follow different protocols, NI brings uniformity in the on-chip network as it

packs and unpacks data as per the communication protocol required by the network. It also allows

separation between computation and communication in the CMP system.

2.1.2 Routers

As the message is injected into the network, it is broken down into packets. Packets are further

divided into fixed length flow control units called flits. Each packet consists of one head flit,

multiple body flits and one tail flit. The head flit holds the destination information. Rest of the flits

follow the same path as the head flit. The NoC architecture is governed by four parameters, namely

topology, routing, flow control and router microarchitecture. Effect of each of these parameters in

managing on-chip traffic is discussed below.
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• Topology: Topology determines the physical layout and connections between nodes and

channels(or links) in the network. Topology governs the number of hops required for the

message traversal and has a direct impact on packet latency. Topology’s effect on hop count

directly impacts the energy consumption as message traversing through links and routers

consume power. This work uses a mesh based topology. Mesh is a k-ary n-cube, where k is

number of nodes along each dimension and n is the number of dimensions. In each dimen-

sion, k nodes are connected to their nearest neighbors. 8-ary 2-cube network configuration

is used in this work.

• Routing Algorithm: For a given topology, routing algorithm decides the path to be taken by

the packets to reach the destination. Ability of the routing algorithm to balance network traf-

fic directly impacts the packet latency and throughput of the network. Thiw work proposes

Best Effort Minimal Routing Algorithm, (FLOV+) for FLOV as a part of this work aiming

to improve the performance gains while mitigating the drawbacks of the existing FLOV

routing algorithm.

• Flow Control: Flow control manages resource allocation, i.e. buffers and channel bandwidth

as the message travels along the network. In this work, NoC is configured to use Credit based

Wormhole switching flow control mechanism. Wormhole switching manages resources at the

granularity of flits. With wormhole switching, a flit is allowed to move to the next router on

the way as soon as sufficient buffer is available in the downstream router to hold this flit.

Credit based flow control manages the buffer availability by the number of credits available

at the downstream router.

• Baseline Router Architecture: The baseline microarchitecture used in this work is based on

a state-of-the-art 3-stage virtual-channel router [15]. Figure 2.1 shows the main building

blocks of the baseline router: input buffers, routing computation logic, VC allocator, switch

allocator, and crossbar. The processing inside router is pipelined into 3 stages: Routing

Computation (RC), VC Allocation and speculative Switch Allocation (VASA), and finally
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Switch Traversal (ST). The output port to which a packet should traverse is computed in

the RC stage based on the destination information in the head flit. In the VASA stage, an

available VC in the next downstream router is assigned to this packet based on the credit

information. At the same time, speculative arbitration between the inputs and outputs of the

crossbar is processed in parallel. The flits with an assigned VC and the successfully granted

switch will traverse the crossbar in the ST stage. Finally, Link Traversal (LT) is external to

the router pipeline and is also assumed to take one clock cycle.

Figure 2.1: NoC and Baseline NoC Router Architecture.

2.1.3 Global Network Links

A communication link is a set of wires connecting two routers in the network. NoC link has

two physical channels enabling full duplex communication between the routers. Channel width,

the number of wires in the channel, is maintained constant throughout the network. In most cases,

a flit corresponds to a phit, the physical unit, that is the least amount of data that can be transmitted

on the link at once. Flit width is generally equal to the channel width.

2.2 Performance and Cost

Performance of on-chip networks is measured in terms of network latency or throughput. La-

tency denotes the time required by the message to travel from source to the destination node.

Latency is calculated as the number of hops traversed times the latency to traverse a single hop.
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Besides, providing low latency communication the network should also provide high throughput.

Throughput is the maximum traffic accepted by the network. High throughput network indicates

that the network can accept maximum traffic before all the packets start experiencing high laten-

cies.

The cost associated with NoCs is calculated in terms of area and power. Large scale multi-core

processors operate under tight power budget. Hence, NoCs also work under strict power envelops.

7



3. RELATED WORK

Recently significant research has been carried out to apply power-gating techniques to NoCs

to minimize on-chip power consumption. Annavaram et al. [16] identified that the power gating

mechanisms applied are prone to performance degradation beyond acceptable limits and might

result in negative power savings. Thus, power gating techniques should be guarded against such

holes. Kim et al. [17] and Bokhari et al. [18] proposed to save link and NoC dynamic power using

voltage/frequency scaling.

Buffers in routers consume 55% of the static power while other router components consume

45% of the static power (17% of the total power) [8]. These observations imply that besides buffers,

other router components also contribute significantly to the on chip static power consumption. So-

teriou et al. [19], Matsutani et al. [20], Kim et al. [21] and Parikh et al. [10] proposed fine grained

power-gating of components inside the NoC router. But such approaches require significant addi-

tional power-gating circuitry. These approaches work well to reduce the static power consumption,

however, they only power-gate certain components (e.g. input buffer) of a router.

In [22], Chen et al. introduced a performance-aware, non-blocking power-gating scheme that

wakes up powered-off routers along the path of a packet in advance, thereby preventing the packet

from suffering router wakeup latency. Catnap [23] proposed a mechanism where a light-weight

subnetwork can be power-gated based on the priority and predicted traffic load. This work is

orthogonal to FLOV, since FLOV can be applied on top of the powered-on sub-networks to achieve

even more power savings.

Chen et al. [8] proposed a node-router decoupling (NoRD) approach to leverage the indepen-

dence of power-gating a core and its attached router. They provide a decoupling bypass route that

connects the ejection and injection channels to form a bypass link to the router. The decoupling

bypass links ensure network connectivity even for the extreme cases of all routers being turned off

by using an escape ring network. However, a bypass ring is not scalable to large network sizes.

Another issue with NoRD is that a bypass can be constructed in a (k × k) mesh, if and only if k is

8



even.

Zhan et al. [24] propose a mechanism that can activate powered down cores for performance

gains while considering thermal aware floor planning and to this order they also explore topologi-

cal/routing support.

3.1 Router Parking

Samih et al. [13] proposed Router Parking (RP) to power-gate as many routers as possible when

their attached cores are sleeping. A centralized Fabric Manager is responsible for configuring,

monitoring and re-configuring the interconnect to maintain network connectivity. FM could either

be added as a functionality to either the firmware or one of the on-chip memory controllers. RP

reconfigures the network after periodic time intervals called epochs to maintain connectivity. After

every epoch, FM gathers information regarding any change to the state of nodes attached to the

active routers. Based on the information obtained, FM decides to park (or power-gate) routers

dynamically either using RP Aggressive or RP Conservative algorithms to maintain a balanced

trade-off between power saving and performance. FM then updates the network configuration

accordingly. However, this scheme is heavily dependent on the centralized Fabric Manager (FM)

and typically takes a long time to reconfigure the network that may suspend new injections into the

network during this phase.

3.2 FLY-OVER

Unlike previous studies, Boyapati et al. [14] propose FLOV mechanism, a distributed power

gating technique to minimize static power leakage in routers. This eliminates the dependency

on a centralized control to power gate routers. In a distributed power gating technique, power

gating decision is made locally at the router through interaction with the neighboring routers.

The key challenge to take care of, while implementing a distributed power gating mechanism is

to maintain a consistent network state. To address this problem, FLOV has proposed a slightly

modified router architecture, associated handshake protocols and routing algorithm to maintain

network connectivity in the distributed scheme of power-gating routers.
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3.2.1 FLOV Router Architecture

The FLOV router architecture is provided with flov links and a latch in all the four directions

besides the baseline 3-stage virtual-channel router [15]. FLOV links in a router act as a simple

connector between the upstream and downstream routers, thus making them logical neighbors for

credit-based flow control. Multiplexers/Demultiplexers are provided to select the baseline router in

the powered-on state and the latches in the power-gated state. In power-gated state, routers do not

execute route computation or arbitration. Incoming flits are stored in the latch and forwarded to the

downstream router in the next cycle based on the precomputed route by the upstream powered-on

router. Handshake mechanism is used to communicate the power state transition to the neighbor-

ing routers. FLOV routers are also provided with Power State Registers (PSRs) and Handshake

Control Logic (HSC) block to store the power states of the neighboring routers and implement the

handshake protocols respectively.

Boyapati et al. [14] have proposed an elaborate power state transition scheme for power-gating

the routers. They have used out-of-band signals to communicate with the neighboring routers

such that the neighboring routers could update their PSRs based on the power state transition of

the router being power-gated. The handshake between the neighboring routers is meticulously

designed to maintain network connectivity. An Active or powered-on router enters the Draining

state and then consecutively to the Sleep state as described below. A router in the Sleep state first

moves to the Wakeup state and later to the Active state during the power-on phase.

On receiving the power-gating signal from the core, its attached router, call it S, waits for a few

cycles to complete the transmission of packets coming into the router or going to the core. It then

sends out a drain signal to its neighbors indicating it is in the Draining state. It also starts draining

out its input buffers simultaneously. If two neighboring routers contend to proceed to Draining

state, the router with the lower ID wins. This implies, the router with the higher ID moves back to

the Active state. A transition from Draining state back to the Active state might also occur if the

time spent by a router in the Draining state exceeds a predetermined drain_threshold.

The neighboring routers on receiving the drain_signal from the source router S, finish any
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intermittent transfers destined to router S. Neighboring routers can not initiate new packet trans-

fers after receiving the drain signal. On completion of transfer, neighboring routers send out a

drain_done signal to router S. Router S, on receiving the drain_done signals from all the neigh-

boring routers and emptying its input buffers, moves to Sleep state. On entering the Sleep state, the

router now sends out a Sleep signal to its neighbors communicating that it has entered the Sleep

state and so the neighboring routers can initiate new packet transfers. In the Sleep state, the router

turns off the baseline router pipeline and transmits the incoming packets to the downstream routers

through the latch on the FLOV link. In this state, router S, relays credits between the powered-on

routers.

A router in the Sleep state transits to Wakeup state when its core is powered on or if any of its

neighbors has a packet destined to it. Similar to the Draining state, router in Wakeup state sends out

a Wakeup signal to its neighboring routers. The neighboring routers complete the ongoing packet

transmissions while the waking up routers drains out the packets in the FLOV latch. Router in

the Wakeup state also relays credits from the downstream to the upstream router. On receiving the

drain_done signal from the downstream routers and emptying the latches, the router gets back to

the Active state resuming the baseline router operations. It sends out an Active signal to the neigh-

boring routers indicating its transition back to the Active state. Following this, the downstream

routers update their credit counters to full availability.

3.2.2 FLOV Handshake Protocols

FLOV aims to achieve power efficiency with performance-aware considerations. FLOV has

proposed two handshake protocols: restricted FLOV (rFLOV) and generalized FLOV (gFLOV).

rFLOV imposes a constraint on the network that no two consecutive routers in a row/column can

be powered down. Under this restriction, it can thus happen that router attached to a power-gated

core could not be power-gated. As such, the power saving under rFLOV is limited. gFLOV on

the other hand, lifts this restriction on the network for higher power savings. But this results in

an added complexity of handshaking between series of power-gated routers to maintain consis-

tent PSRs and credit control information. rFLOV has a relatively simpler implementation as the
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handshake happens between adjacent physical neighbors. gFLOV also imposes additional protocol

level restrictions to ease the handsake implemenation [14].

3.2.3 Dynamic Routing Algorithm

Boyapati et al. [14] have also proposed a dynamic routing algorithm to route the packets

through the irregular network 2D mesh network. To maintain connectivity in this irregular net-

work, one of the columns/rows of the network is maintained in Always-ON (AON) state. Route is

computed based on this algorithm only at the powered-ON routers while the power gated routers

simply forward the packets straight across the router. Every router divides the network into eight

partitions starting from the top right corner and moving in the anti-clockwise direction and num-

bered from 0 to 7 respectively. Routing algorithm is based on two variables: the partition in which

the packet is destined to and the power state of the neighboring routers.

For the packets destined in partitions 1, 3, 5 and 7; the router routes them directly to Y+,

X-, Y- and X+ directions respectively. FLOV links would ensure connectivity to the destination

routers despite the power-gated routers in the path. Packets destined in partitions 0, 2, 4, and 6

would involve a turn to the destination. Packet delivery to the destination can not be guaranteed as

the power-gated routers do not involve in router computation. Based on YX routing scheme, the

packet is sent to the Y direction but if the router in the Y direction is power-gated, the packet is

forwarded to X direction. But if the routers in both Y and X directions are power-gated, the packet

is routed towards the AON routers where the packet could make a turn towards the destination

router. Routing back to the same row again at the AON routers is prohibited to avoid livelock

situations.

However, this adapative routing algorithm is not completely deadlock free. Duato’s algoritham

and timeout mechanism are used for deadlock recovery. As per Duato’s algorithm [25], one VC is

every router is reserved as Escape VC for deadlock recovery. Escape VCs together form the Escape

sub-network. Deterministic routing is followed in the escape network that ensures packet delivery

to the destination router. In the escape sub-network, packets with destinations in partitions 1, 3,

5 and 7 are directed towared Y+, X-, Y- and X+ directions respectively, while the packets with
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destinations in partitions 0, 2, 4 and 6 are directed towards the AON column. Packets stuck in

regular VC sub-network for a longer duration than the pre-determined threshold are directed to

the escape sub network to guarantee the packet delivery to the destination. Also, turns from south

towards east, from east towards north, from east towards south and from north towards east are not

allowed to ensure deadlock freedom.
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4. BEST-EFFORT MINIMAL ROUTING ALGORITHM FOR FLY-OVER

4.1 Motivation

FLOV routing algorithm works well with low to medium fraction of routers power-gated. As

the power-gated routers continue to increase, more packets will be directed to escape sub-network.

This might cause low regular VC utilization and high congestion in escape sub-network especially

the AON column. FLOV routing thus incurs unnecessary packet detours and as such the packets

would not be routed through shortest path in some cases.

Packets with destinations located in partitions 0, 2, 4, and 6, would involve a turn to the destina-

tion. But, with the increase in fraction of power gated routers, it is highly likely that the immediate

physical neighbors would be power-gated and the packet would be routed to AON column to make

a turn towards the destination as per the existing FLOV routing algorithm. Intuitively, the packet

could also make a turn at the nearest active router on the path rather than being directed to the

escape sub-network to make a turn. This would evenly balance the network traffic and relieve the

congestion in the AON column. Moreover, the routing algorithm could also exploit the power state

information of the nearest logical neighbors, stored in PSRs, to make an informed routing decision

to achieve the shortest path to the destination. In case the logical neighbors are power-gated, then

the packet could be directed to the destination through the escape sub-network. This idea builds the

motivation to explore an improved version of the exisiting routing algorithm, Best-Effort Minimal

Routing Algorithm for FLOV to achieve minimal path routing.

4.2 Key Idea

Figure 4.1(a) and (b) show the sub-optimal and optimal routing examples, respectively. In (a),

a packet is sent from Router 9 to Router 0 using FLOV routing algorithm. Destination is located in

partition 2 and it involves a turn to the destination. Since both physical neighbors of source router

are power-gated, the packet is directed to East for escape network all the way to AON column

where it makes turns to reach the destination, leading to 7 hops in total. Note that there exists a
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Figure 4.1: Routing Algorithm Examples: X indicates a power-gated router, Example 1 uses FLOV

Routing, Example 2 and 3 use Best-Effort Minimal Routing.

viable shortest path from Router 9 to Router 0 by flying over power-gated Router 5 to reach Router

1 and make a turn there and travel only 3 hops as shown in Figure 4.1 (b). However, FLOV routing

cannot take it due to the ignorance of the relative position between downstream Active router and

destination.

To tackle the aforementioned problem, this work proposes an improved version of the exist-

ing routing algorithm, Best-Effort Minimal Routing Algorithm by exploiting the information of

destination’s position relative to the nearest active downstream router or the downstream logical

neighbor’s position. FLOV router microarchitecture holds the power state of the logical neighbors

in a set of PSRs. The proposed algorithm also uses a partitioned-based dynamic routing algorithm

based on YX routing for packets in regular VCs, similar to FLOV routing algorithm. The routing

decision is made based on two variables, the partition which the destination falls into and power

state of the logical neighbor.

For packets with destinations in partitions 1, 3, 5, and 7, the router will send them directly

to North(Y+), West(X-), South(Y-), and East(X+) downstream routers, respectively similar to the

FLOV routing algorithm. For packets with destinations in partitions 0, 2, 4, and 6, the route will

include a turn towards the destination. In the proposed dynamic routing algorithm, if the logical

neighbor in the Y direction is powered-on , the packet will be sent to this router using YX routing.

If the logical neighbor in the Y direction is power gated, the router will check for a powered on

logical neighbor in the X direction, and if it exists, the source router will send the packet to it. In
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case the logical neighbors in both X and Y directions (besides the AON routers) are power gated,

the packet is routed towards the AON column.

Note that during handshaking, router switching to Sleep state need to send its corresponding

logical downstream neighbor’s power state in each direction to its upstream router. Additionally,

the handshaking was augmented to transfer the logical downstream neighbor’s power state also.

Therefore, downstream routers’ relative positions to the destination will be known and better rout-

ing decisions can be made. The proposed routing algorithm is described in Algorithm 1. With

this modification, it can also relax the burden of escape network, especially the AON column. For

FLOV escape routing, a packet is forwarded to AON column to make turnswhich can lead to con-

gestion. In contrast, when using Best-Effort Minimal Routing for FLOV, as shown in Figure 4.1(c),

the packet can make a turn at Router 10 and fly over Router 6 to reach Router 2, finally turn to West

to the destination. This routing path mitigates the pressure of AON column and is the minimal path

in the irregular power-gated network.
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Algorithm 1: Best-Effort Minimal FLOV Routing Algorithm.
Input: cur, dest, in_port, in_vc, inqueue_time
Output: out_port, vc_set

1 bool escape = false;
2 if in_vc == escape_vc || inqueue_time > threshold then
3 escape = true;
4 if dest in partition 1 then
5 out_port = North;

6 else if dest in partition 5 then
7 out_port = South;

8 else
9 out_port = GetMinimalY (cur, dest);

10 if logical_neighbor[out_port] not on minimal path then
11 out_port = East;

12 else
13 if dest in partition 1 then
14 out_port = North;

15 else if dest in partition 5 then
16 out_port = South;

17 else if dest in partition 3 then
18 out_port = West;

19 else if dest in partition 7 then
20 out_port = East;

21 else
22 out_port = GetMinimalY (cur, dest);
23 if logical_neighbor[out_port] not on minimal path then
24 out_port = GetMinimalX(cur, dest);
25 if logical_neighbor[out_port] not on minimal path then
26 out_port = East;

27 if out_port == in_port then
28 escape = true;
29 out_port = East;

30 if escape == false then
31 vc_set = regular_vcs;

32 else
33 vc_set = escape_vc;

34 return (out_port, vc_set);
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5. EXPERIMENTAL EVALUATION

Modeling architectural hypothesis in software based simulators is extensively used in the world

of computer architecture research. It helps in evaluating a design before building expensive hard-

ware systems. Simulators also enable in obtaining detailed performance metrics and quicker de-

bugging of design failures. Before proceeding to evaluate a new design idea, a baseline configu-

ration is decided and suitable workloads to test the system are also selected. Performance metrics

obtained on the baseline model serve as reference for comparison against metrics for the proposed

design. Simulators cater to different level of implementation details and simulator should be cho-

sen based on the scope of evaluation.

5.1 Simulator Configuration

FLOV power gating mechanism requires microarchitectural modifications to the router design.

Thus, NoC module is evaluated at microarchitectural level in a cycle-accurate Booksim [26] sim-

ulator. DSENT [9] is used to estimate static and dynamic power consumptions of the interconnect

components with a switching activity of 50% in 32nm technology.

Booksim is a cycle-accurate interconnection network simulator. A cycle-accurate simulator is

a software based program that simulates a microarchitecture on a cycle-by-cycle basis. Cycle ac-

curate simulators depict the system functionality accurately but are time-consuming as they update

the state of the system at every cycle much like the hardware implementation.

Booksim is modeled to implement a FLOV router microarchitecture as described in section 2.1.2.

rFLOV+ and gFLOV+ mechanisms are modeled in Booksim as a part of this work. Booksim is

configured to select one these models based on a user defined flag given at run-time. These schemes

are evaluated for different traffic pattern and traffic workload. Performance and power savings for

these models are evaluated and analyzed for two types of synthetic workloads; Uniform Random

and Tornado traffic for different injection rates. For Uniform Random traffic, each source sends

an equal amount of traffic to every destination router. For Tornado traffic, traffic is only directed
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to routers in the same row/column. Injection rate is the rate at which packets are injected into the

simulator and the injection rate is specified in packets per flit cycle. For example, an injection rate

= 0.25 means that each source injects a new packet in one out of every four simulator cycles.

At the start of the simulation, all the routers are assumed to be powered-on. For synthetic

traffic, power-gated routers are selected at random based on the fraction of power-gating, that shall

be powered down during the course of the simulation. Based on the power-gating mechanism,

these selected routers are power-gated in the increasing order of their IDs. Also, the first 10,000

cycles were used to warm up the simulation and 100,000 cycles were run in total.

Table 5.1: Simulation Testbed Parameters

Network Topology 8×8 Mesh
Input Buffer Depth 6 flits

Router 3-stage (3 cycles) router
Virtual Channel 3 regular VCs and 1 escape VC per vent, 3 vnets

Packet Size 4 flits/packet for synthetic workload
Memory Hierarchy 32KB L1 I/D $, 8MB L2 $

MESI, 4 MCs at 4 corners
Technology 32nm

Clock Frequency 2GHz
Link 1mm, 1 cycle, 16B width

Power-Gating Parameters Power-Gating overhead = 17. 7pJ
wakeup latency = 10 cycles

Baseline Routing YX Routing

Table 5.1 summarizes the simulation configuration parameters. A 2GHz clock frequency is

assumed for the routers and links.

This work compares and analyzes the results from the following designs: (a) Baseline: Baseline

design with no power-gating; (b) rFLOV: FLOV power-gating mechanism with restricted hand-

shake protocol and FLOV routing algorithm; (c) gFLOV: FLOV power-gating mechanism with

generalized handshake protocol and FLOV routing algorithm; (d) rFLOV+: FLOV power-gating

mechanism with restricted handshake protocol and Best-Effort Minimal Routing Algorithm; and (e)
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gFLOV+: FLOV power-gating mechanism with generalized handshake protocol and Best-Effort

Minimal Routing Algorithm. In the discussion forward, rFLOV schemes refer to both rFLOV and

rFLOV+. Similarly, gFLOV schemes refer to both gFLOV and gFLOV+.
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6. RESULTS AND ANALYSIS

This chapter presents performance analysis for all the schemes under evaluation for synthetic

workloads. Performance and cost parameters discussed in Section 2.2 are analysed for each of the

schemes with an objective of maximum performance gain with minimum cost overhead.

6.1 Latency Analysis

NoCs offer low latency communication solution for large scale CMPs. Thus, achieving mini-

mum average packet latency would be criteria for the analysis presented below.

Figure 6.1 summarizes the simulation results using Uniform Random traffic. Similarly, Fig-

ure 6.3 shows the results for Tornado traffic. In the figures 6.1, 6.3; the first column depicts results

for the injection rate of 0.02 flits/cycle/core while the second column is for the injection rate of

0.08 flits/cycle/core. Each row shows average latency, dynamic, and total power consumptions

for a given injection rate, respectively with the fraction of power gated routers ranging from 10%

to 80%. Figures 6.2 and 6.4 break down average packet latencies of the different mechanisms

into router latency (number of hops × router pipeline latency), link latency (total link traversals),

serialization latency (number of flits per packet), contention latency (latency due to arbitration

for switches or lack of credit i.e. waiting for credit from logical neighbors), and FLOV latency

(number of FLOV routers/links traversed).

As the number of power-gated cores increases, rFLOV+, like rFLOV, also power-gates as many

routers as possible under the aforementioned restrictions, and gFLOV+, like gFLOV, power-gates

all the routers attached to the power-gated cores. Thus, with the increasing fraction of power-

gated routers, the average packet latency for FLOV mechanisms is expected to decrease due to the

utilization of fast FLOV links to fly over the power-gated routers. FLOV link utilization avoids

3-cycle baseline router per-hop latency, since the flit is temporarily held in the FLOV latch for

once cycle, thereby reducing the packet latency.

FLOV+ achieves lower average packet latency than FLOV routing as can be seen in Fig-
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Figure 6.1: Average Latency and Power Comparison for Injection Rates of 0.02(left) and
0.08(right) flits/node/cycle with Uniform Random Traffic.

ure 6.1(a). This is mainly due to the fact that FLOV+ has higher chance to route packets through

shortest path instead of sending to AON column to make turns. Therefore, it can reduce the num-

ber of hops traversed with respect to FLOV routing. Such benefit is confirmed by Figure 6.2
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and Figure 6.4, where rFLOV+ and gFLOV+ have lower router latency than rFLOV and gFLOV

respectively across the all fractions of power-gated routers.

As per Figure 6.1, at low fraction of power-gated routers, average packet latency for rFLOV

and gFLOV is quite similar due to nearly equal number of power gated routers. gFLOV+ slightly

performs better than rFLOV+ here due to availability of higher number of active routers to make a

turn resulting in a reduced router latency and also utilization of FLOV links. As we move towards

moderate fraction of power-gated routers, the network has a fair mix of active and power-gated

routers. Figure 6.1 shows that average packet latency suddenly surges for both rFLOV and gFLOV

schemes at 40% power gated routers for injection rate of 0.08. This can be attributed to a) packet

detours in generalized FLOV power-gating mechanism indicated by the higher router and FLOV

link utilization compared to that at 30% and b) increase in the contention latency as seen in Fig-

ure 6.2. However, the improved routing algorithms prevent these packet detours and facilitate

minimal path routing as the packet latency continues to decrease for rFLOV+ and gFLOV+ as

seen in Figure 6.1.

It is also interesting to note that, with 70% of the routers power-gated in the network, gFLOV+ is

highly impacted as its packet latency overshoots the baseline configuration. This counterintuitive

behavior can be accounted to packet detours due to a sparse network with limited active routers.

As a result, gFLOV+ might have routed most of the traffic to the AON column like gFLOV as it

probably could not have located active routers in the path to make a suitable turn to the destina-

tion. Figure 6.2 also indicates an increase in contention latency at 70% power-gating. This could

be due to the credit waiting overhead as logical neighbors are located far from one another in a

sparse network at high fractions of power-gating. Also, at higher fraction of power-gated routers,

rFLOV+ performs the best as it could take advantage of the higher number of active routers in the

network compared to gFLOV+ due to the aforementioned restriction on rFLOV+.

Interestingly, the improved routing algorithm also helps FLOV achieve better latency perfor-

mance than Baseline owing to the fast FLOV links and minimal path routing. FLOV links incur

one-cycle delay compared to a three-cycle delay through the router pipeline. With FLOV links on
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the minimal path, the router pipeline stages can be avoided for faster packet delivery which can

not be done in Baseline. One exception to this trend is observed at 70% of power-gated routers as

discussed above. Average packet latency follows similar trend across different injection rates as

evident from Figure 6.1.
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Figure 6.2: Packet Latency Breakdown For Uniform Random Traffic with Injection Rate of 0.02
(a) and 0.08 (b) flits/cycle/core.

In Figure 6.3 (a), rFLOV+ and gFLOV+ perform quite similar to rFLOV and gFLOV respec-

tively with Tornado traffic. This is because in Tornado, a significant portion of the traffic injected

from each router is destined to a router in the same row/column i.e. the destination router is located

in partitions 1, 3, 5 and 7. rFLOV+ and gFLOV+ are beneficial for packets destined in partitions

0, 2, 4, 6 as they include a turn to the destination. Thus, rFLOV+ and gFLOV+ do not provide sig-
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Figure 6.3: Average Latency and Power Comparison for Injection Rates of 0.02(left) and
0.08(right) flits/node/cycle with Tornado Traffic.

nificant advantage over rFLOV and gFLOV respectively for tornado traffic. Moreover, gFLOV(+)

perform slightly better compared to rFLOV(+) due to higher FLOV link utlization owing to higher

number of power gated routers in gFLOV(+).

In Figure 6.2(a), under Uniform Random traffic, the FLOV latency increases as more cores

are power-gated for the FLOV mechanism, which shows the increased FLOV link utilization. For

Tornado traffic in Figure 6.4(c), the communication occurs between two power-on nodes in the

same row/column, and the routers in the rightmost column are always active. Therefore, less

number of FLOV links are used, which leads to reduced FLOV latency. This analysis indicates

that the performance of FLOV+ is highly sensitive to the traffic patterns and the configuration of
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Figure 6.4: Packet Latency Breakdown For Tornado Traffic with Injection Rate of 0.02 (a) and
0.08 (b) flits/cycle/core.

power-gated routers in the network.

In Figure 6.2 (b) and 6.4 (b), both rFLOV and gFLOV have relatively higher contention la-

tency compared to rFLOV+ and gFLOV+ respectively, at high fractions of power-gated cores. One

reason is that packets have higher probability of being routed to the AON router column for guar-

anteed paths to the destinations, which may create congestion in the AON router column. Also,

when packets are routed through consecutive FLOV links in a row/column, packet transmission

may be delayed due to the round-trip latency of credit information. FLOV+ reduces the contention

latency, evenly distributing the traffic and avoiding congestion in the AON column as can be seen

in Figure 6.2.

Best-Effort Minimal Routing Algorithm performs better than existing FLOV routing algorithm
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across different traffic and injection rates. This is because, even though FLOV mechanism with

FLOV routing tries to route a packet through a minimal path using FLOV links, it does not fully

exploit the nearest available active router to make a turn to the destination to avoid packet detours

and network congestion. FLOV+ takes advantage of both the FLOV links and the power state of

the logical neighbor to achieve minimal routing. This can be observed clearly in Figure 6.2(a) and

(b), where the router latency for FLOV+ schemes is the smallest among all the schemes evaluated

in this work resulting in minimum average packet latency.
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Figure 6.5: Static Power Comparison of FLOV with RP and Baseline.

6.2 Power Consumption

Figures 6.1 (b, c), 6.3 (b, c) show dynamic and total power consumptions of FLOV+schemes

in comparison FLOV with the existing FLOV routing algorithm and Baseline for multiple injection

rates. In Figures 6.1 (b) and 6.3 (b), for multiple injection rates the dynamic power consumptions

of rFLOV+ and gFLOV+ are lower than rFLOV and gFLOV respectively, since router latency of

FLOV+ is lower than the existing FLOV schemes, and thus, lower dynamic power is consumed.

Both rFLOV+ and gFLOV+ have better power savings than baseline, as they take advantage of both

the FLOV links and the improved minimal routing algorithm. Dynamic power saving is impacted

by the packet latency. As the reduction in packet latency for Tornado traffic is less compared

to Uniform Random traffic, the dynamic power saving for Tornado traffic is lesser compared to
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Uniform Randonm traffic distribution as confirmed by Figures 6.1 (b) and 6.3 (b)

Figure 6.5 shows static power consumption comparison, which is injection rate and workload

independent for FLOV based power-gating mechanisms. gFLOV(+) power-gates the routers at-

tached to power-gated cores, while rFLOV(+) power-gates a limited number of routers to preserve

the restriction. As such, gFLOV has better power savings than rFLOV. As static power consump-

tion does not depend on the routing algorithm, FLOV+ has the exactly the same power savings as

FLOV.

Figures 6.1 (c) and 6.3 (c) show total power consumptions of rFLOV+ and gFLOV+ compared

with rFLOV and gFLOV. It is clear that gFLOV+ unanimously has lower power consumption, since

the dynamic and static power consumptions in gFLOV+ are lower than the rest. The static power

saving rFLOV+ and gFLOV+is same as rFLOV and gFLOV respectively as it solely depends on

the number of power-gated routers. The power saving in dynamic power consumption FLOV+,

thus, reflects as the power savings in the total power consumption.

6.3 Throughput and Scalability Analysis

Figure 6.6 shows the load-latency curves under Uniform Random traffic with 50% cores power-

gated. As shown in Figure 6.6 (b) for a 8x8 mesh network, the throughput of gFLOV saturated

earliest, at about 0.12 flits/cycle/core, it is because these schemes power-gates most of the cores

and cannot provide sufficient service rate to sustain more packets. Then, rFLOV saturates next as

it could service more packets compared to gFLOV as it maintains higher number of active cores.

With help of routing optimization, gFLOV+ and rFLOV+ have the highest throughput among

all power-gating mechanisms as they evenly distribute traffic and aid in reducing the network

congestion. Compared to gFLOV+, rFLOV+ postpones the saturation point later. For a power-

gating mechanism, it can adapt to the traffic and adjust its power saving aggressiveness to transit

from different power-gating mode in order to provide good performance. The behaviors shown in

Figure 6.6 imply that gFLOV+ and rFLOV+ can provide guaranteed performance while power-

gate as many cores as possible compared to other mechanisms, which is a performance-power

win-win solution. Figure 6.6 also shows load-latency curves for different network dimensions.
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Figure 6.6: Load-Latency Curves for Uniform Random Traffic with 50% Cores Power-Gated for
6×6 (a), 8×8 (b) and 10×10 Mesh Network

As the network scales, the saturation points for gFLOV and rFLOV become close to each other.

gFLOV+ and rFLOV+ scale well to saturate latest but their gap reduces as network scales. One

interesting observation is that gFLOV+ surpasses the saturation point of rFLOV+ as in 10×10

scale shown in Figure 6.6 (c). This is because, as the network scales, the number of routers to

be power-gated increases with same fraction of power-gated cores. With more number of power-

gated routers, packets has higher chance to traverse through fast FLOV links in gFLOV+, which

can serve the packets faster and effectively increase its saturation load.
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7. CONCLUSION

Power gating is a promising technique that can be used to minimize static power consumption

in NoCs. Fly-Over is a light weight distributed router power gating mechanism to reduce static

power consumption in NoCs. FLOV power-gates routers attached to powered-down cores without

global network information, but still ensures network connectivity through flov links. However,

the existing FLOV routing algorithm introduces unnecessary detours and pressurizes the routers in

AON column resulting in high packet latencies and network congestion. This work has proposed an

improved routing algorithm, Best-Effort Minimal Routing Algorithm (FLOV+) that uses the power

state information of the logical neighbors and routes the packets through shortest paths improving

the utilization of the active routers in the network. This also aids in relieving the pressure on

the AON column and evenly balances the network traffic minimizing the network congestion and

packet latency.

FLOV+ was evaluated for both restricted FLOV and generalized FLOV handshake protocols

for synthetic workloads. Experiments conducted as a part of this work show that FLOV+ reduces

average packet latency upto 9.84% in an 8-dimensional mesh network. rFLOV+ and gFLOV+were

also found to achieve higher throughput compared rFLOV and gFLOV mechanisms respectively.

FLOV+ has better throughput gains at higher dimension networks and thus scales well with the

network size. Simulation results also show 50% and 40% improvement in the network throughput

for rFLOV+ and gFLOV+ power gating mechanisms respectively. The reduction in average packet

latency using FLOV+ has also resulted in about 4% reduction in the dynamic power consumption

compared to the baseline configuration at no additional hardware cost over the baseline FLOV

router.
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