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ABSTRACT

This dissertation is motivated by the lack of combined physics-based and data-driven

framework for solving power system challenges that are introduced by the integration of

new devices and new system components. As increasing numberof stochastic generation,

responsive loads, and dynamic measurements are involved inthe planning and operations

of modern power systems, utilities and system operators arein great need of new analysis

framework that could combine physical models and measuringdata together for solving

challenging planning and operational problems.

In view of the above challenges, the high-level objective ofthis dissertation is to de-

velop a framework for integrating measurement data into large physical systems modeled

by dynamical equations. To this end, the dissertation first identifies four critical tasks

for the planning and operations of the modern power systems:the data collection and

pre-processing, the system situational awareness, the decision making process, as well as

the post-event analysis. The dissertation then takes one concrete application in each of

these critical tasks as the example, and proposes the physics-based/data-driven approach

for solving the challenging problems faced by this specific application.

To this end, this dissertation focuses on solving the following specific problems using

physics-based/data-driven approaches. First, for the data collection and pre-processing

platform, a purely data-driven approach is proposed to detect bad metering data in the

phasor measurement unit (PMU) monitoring systems, and ensure the overall PMU data

quality. Second, for the situational awareness platform, aphysics-based voltage stabil-

ity assessment method is presented to improve the situational awareness of system volt-

age instabilities. Third, for the decision making platform, a combined physics-based and

data-driven framework is proposed to support the decision making process of PMU-based

ii



power plant model validation. Forth, for the post-event analysis platform, a physics-based

post-event analysis is presented to identify the root causes of the sub-synchronous oscilla-

tions induced by the wind farm integration.

The above problems and proposed solutions are discussed in detail in Section 2 through

Section 5. The results of this work can be integrated to address practical problems in

modern power system planning and operations.
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NOMENCLATURE

∆ωw,∆ωg Mismatch of wind turbine and doubly-fed induction
generator (DFIG) rotating speed from their steady-state
values.

∆ωwg Difference between∆ωw and∆ωg.

τw, τg Wind turbine mechanical torque and DFIG electro-
magnetic torque.

iqs, ids DFIG stator current on q and d axes.

iqr, idr DFIG rotor current on q and d axes.

vqs, vds DFIG stator voltage on q and d axes.

vqr, vdr DFIG rotor voltage on q and d axes.

Pe DFIG total real power output.

Qs DFIG stator reactive power output.

Pr, Pg Real power of DFIG rotor-side converter and grid-side
converter.

Clnk, vlnk Capacitance and voltage of DFIG DC-link capacitor.

Xls, Xlr DFIG stator and rotor leakage reactance.

Xm DFIG magnetizing reactance.

Rs, Rr DFIG stator and rotor resistance.

D,K Damping and stiffness of wind turbine mechanical
shaft.

Jw, Jg Inertia of wind turbine mechanical shaft 2-mass model.

Rnt, Lnt Transmission line resistance and inductance.
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Xxf Equivalent transformer reactance of transmission
system.

Cse, Csh Series and shunt capacitance of transmission system.

Li, Ci Inductance and capacitance of ith inductor/capacitor in
the network.

iqLi
, idLi

Current of ith network inductor on q and d axes.

vqLi
, vdLi

Voltage of ith network inductor on q and d axes.

vqCi
, vdCi

Voltage of ith network capacitor on q and d axes.

iqCi
, idCi

Current of ith network capacitor on q and d axes.

viqinf , v
i
dinf Voltage of ith remote power system on q and d axes.

dx
dt
, ẋ Time derivative of x.

vwind Wind speed.

δi Dynamic mechanical rotating angle ofith mass of wind
turbine mechanical shaft.

ωi, ω
∗
i Dynamic and steady-state mechanical rotating speed of

ith mass of wind turbine mechanical shaft.

∆ωi Mismatch betweenωi andω∗
i .

ωr, ω
∗
r Dynamic and steady-state DFIG electrical rotor speed.

ωrate
i Rated mechanical rotating speed ofith mass of wind tur-

bine mechanical shaft.

ωrate
g Rated mechanical rotating speed of the generator.

νi Transformation ratio of the gearbox associated withith

mass of wind turbine mechanical shaft.

ω Rotating speed of synchronous reference frame.

ωb Rotating speed corresponding to system rated
frequency.

pole Number of poles in DFIG.
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τi External mechanical torque applied toith mass of wind
turbine mechanical shaft.

Ji Moment of inertia ofith mass of wind turbine mechani-
cal shaft.

Di,j Damping coefficient of the wind turbine mechanical
shaft sections betweenith mass andjth mass.

Ki,j Stiffness coefficient of the wind turbine mechanical
shaft sections betweenith mass andjth mass.

Prsc, Pgsc Real power delivery through rotor-side converter and
grid-side-converter.

P converter
loss Real power loss of DFIG back-to-back converter.

Qg, Q
ref
g Reactive power delivery through grid-side converter and

its reference value.

Qs Reactive power delivery through DFIG stator.

Pe, Qe DFIG real and reactive power output.

vs, vr, vg terminal voltage of DFIG stator, rotor and grid-side-
converter.

vdc DC-link voltage of DFIG back-to-back converter.

is, ir, ig DFIG stator, rotor and grid-side converter current.

il DFIG terminal transmission line current.

iql, idl DFIG terminal transmission line current on q and d
axes.

iqg, idg DFIG grid-side converter current on q and d axes.

vqg, vdg Grid-side-converter terminal voltage on q and d axes.

~x, |~x| Phasor of electrical variable x and its magnitude.

Rg, Xg resistance and reactance of DFIG back-to-back
converter.
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Rl, Xl resistance and reactance of DFIG terminal transmission
line.

rr, rs resistance of DFIG rotor and stator circuits.

Xrr, Xss reactance of DFIG rotor and stator circuits.

Cdc DC-link capactance of DIFG back-to-back converter.

ẋ time-derivative of variable x.
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1. INTRODUCTION

1.1 Modern Power Grids in The Data-Rich Environment

In the past few decades, increasing number of new devices arebeing integrated into the

electric power systems, bringing new device models as well as new measurement data into

the power system planning and operations. Different from traditional power systems which

interconnect conventional power plant and non-responsiveloads through the transmission

power grids monitored by the supervisory control and data acquisition (SCADA) system,

modern power systems consist of stochastic power generations such as wind farms and so-

lar panels, responsive loads with distributed generationsand price-responsive demands, as

well as modern metering devices, such as the phasor measurement units (PMUs), which

provides massive amount of data and information on the dynamics of the transmission

power systems. These new generations, demands, and metering devices offer great op-

portunities for the entire power system business to generate, deliver, and consume elec-

tricity in a greener, smarter, more secure and more economical way. In the meantime, the

stochastic nature of the renewable generations, the marketparticipation of the active load-

ing centers, and the “curse of dimensionality” introduced by the massive amount of PMU

metering data also bring new challenges to the planning and operations of the modern

power grids in this data-rich environment.

1.2 Challenges for Planning and Operations of The Data-RichPower Grids

Figure 1.1 identifies several critical tasks for the planning and operations of the modern

power grids in the data-rich environment. With the presentation of the massive amount of

metering data and modeling parameters for system-level applications, a reliable data col-

lection and pre-processing platform is needed to ensure theavailability and accuracy of all

the metering data and modeling parameters. After the initial collection and pre-processing
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of all the metering data and modeling parameters, a situational awareness platform is es-

tablished to assess the system security and reliability using the metering data and modeling

parameters, and provide necessary alarms when critical conditions are identified. Once the

critical conditions are identified, a decision making process is then involved to diagnose

the problem and make necessary corrections. For problems that fail to be corrected through

the decision making process, system instability events maybe induced. These events are

then recorded in the form of metering data (such as PMU curves) and saved for offline

post-event analysis, in order to prevent them from happening again.

Figure 1.1: Critical tasks for the planning and operations of the modern power grids in the
data-rich environment.

In the above process for power system planning and operations, the following critical

challenges are identified for each of the major tasks:
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1) A data collection and pre-processing platform:how to ensure the data quality of

both metering data and modeling parameters, when the massive amount of data is being

integrated into the modern power grids?

2) A situational awareness platform: how to take advantage of the recent develop-

ments in the control and optimization societies, in order toimprove the situational aware-

ness in modern power systems with stochastic generations and active loading centers?

3) A decision making platform: how to combine the physics-based and data-driven

analytics to build an enhanced decision making platform andsupport the power system

planning and operations in the data-rich environment?

4) A post-event analysis platform:how to better analyze the root cause of the system

instability events induced by stochastic generations suchas wind farms and solar panels?

Motivated by the above critical challenges faced by utilities and system operators for

the planning and operations of the data-rich power grids, this dissertation takes one specific

example in each of the four critical tasks, and provides a framework to apply combined

physics-based and data-driven analytics for the modern power system planning and oper-

ations.

1.3 Combined Physics-Based and Data-Driven Analytics for Power System Plan-

ning and Operations

In this dissertation, a framework is proposed for combined physics-based and data-

driven analytics for the modern power system planning and operations. The framework is

introduced through a series of concrete examples for solving the above critical challenges

using combined physics-based and data-driven techniques.To be specific, the following

examples are presented to demonstrate the proposed framework:

1) The data collection and pre-processing platform:a purely data-driven approach

is proposed to detect bad metering data in the PMU monitoringsystems, and ensure the
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overall PMU data quality.

2) The situational awareness platform:a physics-based voltage stability assessment

approach is presented to improve the situational awarenessof system voltage instabilities.

3) The decision making platform: a combined physics-based and data-driven frame-

work is proposed to support the decision making process of PMU-based power plant model

validation.

4) The post-event analysis platform:a physics-based post-event analysis is presented

to identify the root causes of the sub-synchronous oscillations induced by the wind farm

integration.

1.4 Suggested Contributions

The main contributions of this dissertation are suggested as follows:

1. A framework is proposed for integrating measurement datainto large physical sys-

tems modeled using differential-algebraic equations.

2. A data-driven algorithm is developed for improving the data quality of PMU mea-

surement systems.

3. A comprehensive approach is proposed for exploring the power flow solvability

problem for the purpose of strengthened voltage stability monitoring of modern power

grids.

4. A decision support framework is proposed for automating the entire process of

PMU-based power plant model validation, with the capability of batch power plant model

validation and automatic diagnosis of power plant modelingerrors.

5. An enhanced analysis is presented for identifying the root causes of the wind-farm-

induced sub-synchronous oscillations.
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1.5 Dissertation Organization

The rest of the dissertation is organized as follows. Section 2 presents the purely data-

driven approach to detect bad metering data in the PMU monitoring systems. Section

3 proposes the exploration of the power flow solvability problem for enhanced system

voltage stability monitoring. Section 4 introduces the automation platform for the PMU-

based power plant model validation as well as the diagnosis framework for power plant

modeling errors. Section 5 presents the post-event analysis for identifying the root causes

of the wind-farm-induced sub-synchronous oscillations. Section 6 provides concluding

remarks to this dissertation.
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2. DATA-DRIVEN PRE-PROCESSING FOR IMPROVED PMU DATA QUALITY∗

2.1 Motivation

In recent years, there has been significant deployment of phasor measurement units

(PMU) around the world. Compared with traditional meteringunits in supervisory control

and data acquisition (SCADA) systems, PMUs provide measurements with much higher

sampling rates. The high-resolution PMU measurements contain rich information on sys-

tem dynamics, which stimulates the development of advancedanalytics, such as dynamic

state estimation [5], PMU-based model validation [6], and wide-area control and protec-

tion [7, 8]. However, as a large amount of data is streaming into the control center, the

PMU data quality problem becomes one of the major challengesfor system operators.

Generally speaking, low-quality PMU data represents data that cannot accurately reflect

the underlying system behavior. The inaccuracy can be caused by various problems such

as sensing noises, data loss, and the global positioning system (GPS) time errors. As an

example, the ratio of low-quality PMU data, reported by California Independent System

Operator (ISO) in 2011, ranged from 10% to 17% [9]. In 2013, the ratio of low-quality

PMU data in China was reported to range from 20% to 30% [10]. The online data quality

monitoring of PMUs becomes a major barrier for any advanced PMU-based analytics.

In order to improve data quality of PMU systems, various methods have been proposed.

In [11], a PMU-based state estimator is introduced to detectphasor angle bias and current

magnitude scaling problems. In [12], the Kalman filtering technique is applied to detect

low-quality PMU data. Both state estimator and Kalman filter-based approaches require

prior knowledge on system topology and model parameters fordetecting low-quality data.

∗This section is in part a reprint with permission from Meng Wuand Le Xie of the material in the
paper: “Online Detection of Low-Quality Synchrophasor Measurements: A Data Driven Approach”, in
IEEE Transactions on Power Systems, vol. 32, no. 4, pp. 2817-2827, July 2017 [1]. Copyright 2017IEEE.
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Therefore, the detection accuracy of the above approaches may be affected when gross

errors are presented in system topology or parameters. Furthermore, these methods can-

not operate successfully when state estimation diverges because of gross measurement

errors, system physical disturbances, or stressful operating conditions. In [13,14], serveral

logic-based low-quality data detection schemes are presented. These approaches compare

PMU data with certain thresholds, apply high-noise filters to raw PMU measurements, and

perform cross-checking on PMU measurements obtained in nearby physical locations, in

order to detect abnormal PMU measurements. However, these pre-defined logics may be

rendered ineffective when large disturbances occur in the studied power grid. In [15],

clustering algorithms are applied to extract information from power system time-varying

data. These clustering techniques could potentially be applied to detect system anomalies

such as low-quality PMU data or system physical disturbances. Reference [16, 17] pio-

neered a purely data-driven method to improve PMU data quality. This method applies

low-rank matrix factorization techniques to detect and repair low-quality PMU data. It has

satisfactory performance under both normal and fault-on operating conditions. However,

since the matrix factorization techniques bear high computational burden such as nonlinear

optimizations, it becomes a challenge when applied for real-time applications.

In view of the current efforts on PMU data quality improvement, this section presents a

data-driven approach for online detection of low-quality PMU measurements. It leverages

the spatio-temporal similarities among multi-time-instant PMU data, and applies density-

based local outlier detection technique to detect low-quality PMU measurements. The

major advantages of the proposed approach are summarized asfollows. (1) This is a

purely data-driven approach, without requiring any prior knowledge on system topology

or model parameters, which eliminates the potential misdetections caused by inaccurate

system information; (2) the proposed approach can operate without any converged state

estimation results and is suitable for filtering out gross measurement errors for advanced
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power system analytics; (3) the proposed approach has fast computational speed, which

could be beneficial for real-time applications; and (4) the algorithm is able to perform

detections under both normal and fault-on operating conditions. The proposed detection

algorithm differentiates high-quality PMU data recorded during system physical distur-

bances (faults) from the low-quality data, which avoids potential false alarms caused by

physical disturbances.

The rest of the section is organized as follows. Section 2.2 presents the problem for-

mulation of the low-quality PMU data detection issue; Section 2.3 discusses the proposed

data-driven approach for low-quality PMU data detection; Section 2.4 presents case study

results to verify the proposed approach; Section 2.5 provides concluding remarks to this

section.

2.2 Problem Formulation

This section presents the key features differentiating low-quality PMU measurements

from the high-quality ones. Based on these features, low-quality PMU measurements are

formulated asspatio-temporal outliersamong high-quality measurements in the power

grid. Accordingly, the low-quality PMU data detection problem is formulated to be a

spatio-temporal outlier detection problem.

2.2.1 Key Features of High-Quality and Low-Quality PMU Data

Letm× n matrixM denote a set of PMU measurements collected fromn PMU chan-

nels of the same type (i.e., all of them are voltage/current/power channels), withinm time

instants. This measurement matrix can be decomposed into the following two matrices:

M = L+D (2.1)
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where thekth column of matrixL represents the accurate measurements corresponding to

thekth PMU channel inM , andD denotes the matrix containing inaccurate information

caused by data quality problems. Each nonzero entryDij represents a measurement error

of thejth PMU channel at time instanti. Here, a PMU channel represents one of the fol-

lowing electrical quantities obtained by a PMU: voltage magnitude, voltage phasor angle,

current magnitude, current phasor angle, real power, and reactive power. Therefore,Mij

is a real number instead of a complex number.

Definition 1. Mij is defined to be low-quality PMU data if its corresponding|Dij| > τ ,

whereτ is a positive threshold to determine low-quality data.

It has been shown in [16,17], when low-quality PMU data is presented in certain power

system, the rank of matrixM would be higher than the rank of matrixL, due to the nonzero

entries in matrixD. This phenomenon indicates the linear dependency (similarity) among

PMU measurements would be weakened by data quality problems.

In order to demonstrate the above property of low-quality PMU measurements, Fig-

ure 2.1 shows voltage magnitude curves measured by two PMUs with nearby physical

locations. Both curves were recorded at the same time period, when a line-tripping fault

was presented in the system (from 3s to 5s). The upper curve contains low-quality data

at around 1s. By observing only the upper curve, it is difficult to confirm whether the

data spikes are caused by physical disturbance or data-quality problem, since all the data

spikes have outlier behavior compared with their temporal neighbors. However, by com-

paring multiple PMU curves obtained in different locationsof the system, it would be

possible to differentiate spikes caused by data-quality problems and those caused by dis-

turbances, since spikes caused by data-quality problems are outliers compared with their

spatial neighbors, while spikes caused by disturbances appear in curves recorded by mul-

tiple PMUs and therefore cannot be considered as outliers compared with their spatial

9



neighbors.
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Figure 2.1: Comparison between PMU curves with and without low-quality data [1].

The above observations can be summarized as the following key features of low-quality

and high-quality PMU data under normal/fault-on operatingconditions:

Feature 1. Both low-quality PMU measurements and fault-on PMU measurements exhibit

weak temporal similarities with the measurements obtainedat the neighboring time peri-

ods, while high-quality PMU measurements obtained during normal operating conditions

exhibit strong temporal similarities with the measurements obtained at the neighboring

time periods.

Feature 2. Low-quality PMU measurements exhibit weak spatial similarities with the

measurements obtained by the neighboring PMUs at the same time period, while fault-

on PMU measurements exhibit strong spatial similarities with the measurements obtained

by the neighboring PMUs at the same time period.

It should be noted that strong electrical connections amongneighboring PMUs are re-

quired in order for the above features to be valid. Therefore, higher PMU measurement
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redundancy would lead to better accuracy in low-quality data detection, and lack of mea-

surement redundancy could cause miss detections for the proposed algorithm. As more

and more PMUs are being installed in power grids around the world, the measurement

redundancy would be enhanced, and therefore the detection accuracy of the proposed al-

gorithm would be improved.

2.2.2 Formulation of Low-Quality PMU Data as Spatio-Temporal Outliers

According to the discussions in the previous section, low-quality PMU measurements

have weaker spatio-temporal similarities with their high-quality neighbors, under both

normal and fault-on operating conditions. Therefore, these low-quality measurements can

be formulated as spatio-temporal outliers among all the PMUmeasurements in the system.

With a proper definition of similarity metrics for PMU curves, the degree of similarity

between two PMU curves can be quantified, and data-mining techniques can be applied to

detect the spatio-temporal outliers whose degrees of similarity are significantly different

from other PMU curves.

For a measurement matrixM obtained within a certain period of time, general steps to

formulate the detection problem are described as follows:

Step 1: Define a proper similarity metric (distance function)f(Mi,Mj), which quanti-

fies the degree of similarity between theith andjth column ofM .

Step 2: Map each column ofM (a data curve obtained from certain PMU channel) to

the spaceS where the distance functionf(Mi,Mj) is defined. Each column ofM

can be represented as a point inS.

Step 3: Examine the outlier behavior of the points inS, according to distance function

f(Mi,Mj). Points lying far from the majority are more likely to be outliers with

low-quality data.
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Figure 2.2 demonstrates the above formulation through a simple example. Three2×8

measurement matricesM(1), M(2), M(3) are sampled from the same set of PMU chan-

nels at three different time periods. Each matrix contains 8PMU curves within 2 con-

secutive time instants.M(1) contains 6 high-quality PMU curves and 2 low-quality PMU

curves obtained under normal operating condition.M(2) andM(3) contain 8 high-quality

PMU curves obtained under fault-on and normal operating conditions, respectively. The

Euclidean distance is used as the similarity metric (distance function), and each PMU

curve in the three matrices is projected to the 2D Euclidean space shown in Figure 2.2.

The x and y coordinates of each point are the data values at the first and second time

instant of the corresponding PMU curve, respectively.

The following observations can be drawn from Figure 2.2: (1)The cluster of fault-on

PMU data (fault-on cluster) lies far from the clusters of high-quality PMU data under nor-

mal operating condition (normal-condition cluster), indicating weak temporal similarity

between the two clusters; (2) all the points within the fault-on cluster lie close to each

other, indicating strong spatial similarities among points within the fault-on cluster; and

(3) the two points representing low-quality PMU curves lie far from the normal-condition

cluster, as well as the majority of points in the low-qualitycluster, indicating weak spatial

and temporal similarities with their neighboring points. Therefore, the low-quality data

points can be defined as spatio-temporal outliers under thisformulation.

2.3 Online Detection of Low-Quality PMU Data

Based on the previous discussion, we propose a density-based local outlier factor

(LOF) analysis to detect low-quality PMU data. In [18], similar LOF-based techniques

are introduced for the detection of high sensing noises and false data injections in PMU

data. This section improves the similarity metrics for PMU curves, which lead to more ro-

bust performance on detecting various types of data qualityproblems, including not only
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Figure 2.2: 2D points representing PMU curves under normal/fault-on/low-quality condi-
tions. (a) Overall figure with all the 2D points under normal/fault-on/low-quality condi-
tions. (b) Zoomed-in figure with all the 2D points under fault-on condition. (c) Zoomed-in
figure with all the 2D points under normal condition and high-quality 2D points under low-
quality condition [1].

sensing noises and false data injections, but also data spikes and un-updated data problems.

2.3.1 Similarity Metrics Between Synchrophasor Curves

In this subsection, two similarity metrics are proposed fordetecting low-quality PMU

data whose variance is significantly higher or lower than itsspatio-temporal neighbor-

hoods.

Definition 2. Let M(k) denote the PMU measurement matrix obtained at thekth time

period. The length of each time period equals to the length ofthe moving data window of

the proposed algorithm. LetMi(k) andMj(k) denote theith and jth columns ofM(k).
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Let σi(k) denote the standard deviation ofMi(k), Let C denote the data set of all the

PMU measurements identified to be clean (without data quality problems) by the proposed

algorithm. The normalized standard deviation for PMU data obtained from theith channel

at thekth time period is defined as follows:

σNorm
i (k) =

σi(k)
∑t=k−1

t=1
σi(t)χC (Mi(t))

∑t=k−1

t=1
χC(Mi(t))

(2.2)

where

χC(Mi(t)) =











1 (Mi(t) ∈ C)

0 (Mi(t) /∈ C)
(2.3)

The normalized deviationσNorm
i (k) represents the standard deviation of data curve

obtained from theith PMU channel at thekth time period, normalized by the average stan-

dard deviation of the historical clean measurements obtained from the same PMU channel.

Consideringσi(k) as a indicator of the strength of system dynamic response recorded by

ith PMU channel at thekth time period,σNorm
i (k) is a normalized indicator which com-

pares the current strength of system dynamic response with the average historical strength

recorded by the same sensing channel. This normalization process removes the influence

of PMU physical locations on the dynamic strength of the PMU curves.

2.3.1.1 Similarity Metric for Low-Quality PMU Data with High Variance

The similarity metric (distance function)fH(i, j) betweenMi(k) andMj(k) is defined

as follows:

fH(i, j) =
∣

∣σNorm
i − σNorm

j

∣

∣ (2.4)
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2.3.1.2 Similarity Metric for Low-Quality PMU Data with LowVariance

The similarity metric (distance function)fL(i, j) betweenMi(k) andMj(k) is defined

as follows:

fL(i, j) = max

(

∣

∣

∣

∣

σNorm
i

σNorm
j

∣

∣

∣

∣

,

∣

∣

∣

∣

∣

σNorm
j

σNorm
i

∣

∣

∣

∣

∣

)

(2.5)

The above two similarity metrics measure the difference between dynamic strength of

data curvesMi(k) andMj(k). Since during the same time periodk, clean PMU curves

across the system tend to have similar dynamic strength (similarly low/high strength under

normal/fault-on operating condition),fH(i, j) andfL(i, j) values tend to be small for clean

measurements. However, the dynamic strength of low-quality PMU curves tend to be

different from that of the clean curves, since dynamics of low-quality PMU curves are

mainly driven by the dynamics of the data quality problems, rather than the true system

dynamics. Therefore,fH(i, j) andfL(i, j) values tend to be large for low-quality PMU

measurements.

Although both similarity metrics could reflect the outlier behavior of both low-quality

data with high variance (such as sensing noises, data spikes, etc.) and low variance (such

as un-updated data),fH(i, j) tends to be more sensitive to high-variance data problems and

fL(i, j) tends to be more sensitive to low-variance data problems. Under normal operating

conditions, the performance offH(i, j) in detecting low-variance data problems (such as

un-updated data) could be unsatisfactory. This is because under normal operating condi-

tions, the normalized standard deviations for clean measurements tend to be close to one,

while the normalized standard deviations for low-variancedata (such as un-updated data)

tend to be close to zero. Therefore, under normal operating conditions,fH(i, j) between

clean data and un-updated data would remain close to one, while fL(i, j) between clean

data and un-updated data would be a very large number. However, under normal oper-
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ating conditions,fH(i, j) between two clean data sets would be a small positive number

(close to zero), andfL(i, j) between two clean data sets would lie around one. Therefore,

the fL(i, j) value between un-updated data and clean data tends to be muchlarger than

fL(i, j) value between two clean data sets, leading to a better detection performance. This

performance difference is further demonstrated through case studies.

2.3.2 Density-Based Outlier Detections for PMU Data

Built upon the above similarity metrics, LOF analysis, which is a density-based out-

lier detection technique, is applied to solve the low-quality data detection problem. In

this subsection, procedures for calculating LOFs are briefly discussed. The mathematical

definition of “density” is presented below. Details of LOF analysis can be found in [19].

2.3.2.1 Calculation of K-Distance(P)

Let the measurement matrixM be a database consisting of synchrophasor measure-

ments. Letp, q, o be some objects inM , each object represents a column inM . Letk be a

positive integer. The distance betweenp andq, denoted byd(p, q), is defined byfH(p, q)

or fL(p, q).

For any positive integerk, thek−distance of objectp, denoted byk−distance(p), is

defined as the distanced(p, o) betweenp and an objecto∈M such that:

a) for at leastk objectso′∈M\{p} it holds thatd(p, o′)≤d(p, 0), and

b) for at mostk − 1 objectso′∈M\{p} it holds thatd(p, o′) < d(p, 0).

In the above definition,o′∈M\{p} denotes{o′ : o′∈M, o′ 6∈{p}}

Intuitively,k−distance(p) represents the distance between objectp and thekth nearest

neighbor ofp. The value ofk−distance(p) provides a measure on the density around the

object p. For the same number ofk, smallerk−distance(p) indicates higher density

aroundp.
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2.3.2.2 Identification of K-Distance Neighborhood of P

Givenk−distance(p), thek-distance neighborhood of pcontains every object whose

distance fromp is not greater than thek−distance. This concept is defined in (2.6).

Nk−distance(p)(p) = {q∈M\{p}|d(p, q)≤k−distance(p)} (2.6)

These objectsq are called thek-nearest neighbors of p.

2.3.2.3 Calculation of Reachability Distance of Object P from Object O

Thereachability† distance of object p with respect to object ois defined in (2.7).

reach−distk(p, o) = max{k−distance(o), d(p, o)} (2.7)

Intuitively, if objectp is far away from objecto, then the reachability distance between

p ando is simply their actual distanced(p, o). However, if they are “sufficiently” close to

each other, the actual distanced(p, o) is replaced by thek−distance(o). The reason is that

in doing so, the statistical fluctuations ofd(p, o) for all thep’s close too can be significantly

reduced. The strength of this smoothing effect can be controlled by the parameterk. The

higher the value ofk, the more similar the reachability distances for objects within the

same neighborhood.

Figure 2.3 illustrates the relationship among true distance d(p3, o), k−distance(o),

reach−distk(p1, o), and reach−distk(p5, o). In this example,k = 3, and true dis-

tanced(·) is the Euclidean distance‡. According to the above definitions,k−distance(o)

represents the distance between objecto and thekth nearest neighbor ofo. Therefore,

†It should be noted that the notion of reachability in this section does not refer to reachability concept in
hybrid system literature.

‡It should be noted that Euclidean distance is used here only for the illustration of the concepts of
k−distance(·) andreach−distk(·).In the proposed low-quality data detection algorithm, thetrue distance
d(·) is defined by similarity metricsfH(·) andfL(·)
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Figure 2.3:k−distance(o), reach−distk(p1, o), andreach−distk(p5, o) whenk = 3 [1].

Figure 2.4: Overall flowchart of the proposed approach [1].

when k = 3, k−distance(o) = d(p3, o), wherep3 is the third nearest neighbor ofo.

The radius of the circle in Figure 2.3 representsk−distance(o). Since true distance

d(p1, o) < k−distance(o), and true distanced(p5, o) > k−distance(o), the reachability

distance betweenp1 ando is reach−distk(p1, o) = k−distance(o), while the reachability

distance betweenp5 ando is reach−distk(p1, o) = d(p5, o). These reachability distances

reach−distk(·), developed through the comparison between the true distancesd(·) and

thek−distance(o), will then be used to formulate the local outlier factor.
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2.3.2.4 Calculation of Local Reachability Density of P

The local reachability density of pis defined as

lrdMinPts(p) = 1/(

∑

o∈NMinPts(p)
reach−distMinPts(p, o)

|NMinPts(p)|
) (2.8)

whereNMinPts(p) = NMinPts−distance(p)(p), andMinPts is a positive integer.

Intuitively, the local reachability density of an objectp is the inverse of the average

reachability distance based on theMinPts-nerest neighbors ofp.

2.3.2.5 Calculation of LOF of P

The local outlier factor of pis defined as

LOFMinPts(p) =

∑

o∈NMinPts(p)
lrdMinPts(o)
lrdMinPts(p)

|NMinPts(p)|
(2.9)

The local outlier factor of objectp captures the degree to whichp is an local outlier. It

is the average of the ratio of the local reachability densityof p and those ofp’s MinPts-

nearest neighbors. It is easy to see that the lowerp’s local reachability density is, and the

higher the local reachability densities ofp’s MinPts-nearest neighbors are, the higher the

LOF value ofp is.

2.3.3 Robust Detection Criterion and Parameter Selections

In order to improve the robustness of the proposed approach,the following detection

criterion and parameter selection procedure are applied tothe algorithm.

2.3.3.1 Robust Detection Criterion

Due to the propagation delay of electro-magnetic waves, PMUs installed at different

locations of a large-scale power system may respond to physical disturbances at the time

instants slightly asynchronous with each other. If a short moving data window is chosen
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for the algorithm, this slight time shift may cause false alarms under fault-on operating

conditions. In order to avoid the false alarms without introducing too much computa-

tional burden, PMU measurements within the current moving data window are identified

to contain low-quality data only if there are alreadyl consecutive moving data windows

prior to this current window, whose LOF values exceed the threshold value.l is a integer

slightly less than the length of the moving data window. Thiscriterion would introduce a

small detection delay to the proposed algorithm. However, since the length of the moving

data window is set to be short for the purpose of online application, the delay would be a

insignificant value.

2.3.3.2 Parameter Selections

Three parameters need to be determined for the proposed algorithm: number of nearest

neighbors (MinPts) of each object, length of the moving data window, and LOF thresh-

olds for various similarity metrics. These parameters can be determined through off-line

training using historical data. In order to reduce the detection delay, the length of moving

data window should remain short. TheMinPts value can be selected to be around half of

the total number of PMU channels, by assuming the total number of low-quality curves at

each time window should be less than the total number of high-quality PMU curves.

According to the previous discussions, the overall flowchart of the proposed algorithm

is shown in Figure 2.4. Key steps for implementing this low-quality data detection ap-

proach are as follows.

Step 1: Create the current moving data window by reading in PMU measurements at the

latest time instant.

Step 2: ComputefH(·) andfL(·) values for each pair of PMU curves.

Step 3: Compute LOF value of each PMU curve, based onfH(·) andfL(·). For each
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PMU curve, the LOF value can be calculated following the equations in the previous

subsection.

Step 4: If the LOF value corresponding tofH(·) or fL(·) of the ith PMU curve exceeds

the threshold, go to Step 5; otherwise, go to Step 7.

Step 5: If the previousl consecutive LOF values corresponding tofH(·) or fH(·) of the

ith PMU curve exceed the threshold, go to Step 6; otherwise, go toStep 7.

Step 6: The ith PMU curve is detected to contain low-quality data at currenttime win-

dow.

Step 7: Move the data window to the next time instant, and go back to Step 1.

Although the above calculation procedure involves loopingprocess for the LOF cal-

culation of each PMU curve, there is no time-consuming computation (such as matrix

inversion, decomposition, etc.) involved in the above procedure. All the operations within

the looping process request light computational efforts. The computational burden of the

entire process is not significant. The computational performance of the proposed algorithm

is demonstrated through the case studies.

2.4 Case Studies

The proposed approach is tested using both synthetic and real-world PMU data. Low-

quality measurements caused by various reasons are used to verify the effectiveness of the

approach. In all the following test cases, a unique set of algorithm parameters are used:

moving data window length = 20 data points; LOF threshold corresponding tofH(·) =

10; LOF threshold corresponding tofL(·) = 100; Number of neighboring data for LOF

algorithm = 0.5× number of PMU curves. In order to demonstrate the proposed method

is capable to detect low-quality data under fault-on operating conditions, a system physical

disturbance (fault) is recorded by the PMU data in each test case.
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2.4.1 Case Study with Synthetic Data

The synthetic PMU measurements are sampled from the simulation results of a stan-

dard IEEE-14 test system, with a sampling rate of 50Hz. A three-phase line-to-ground

fault is presented while running the simulation. In each test case, one type of low-quality

data is randomly inserted into a subset of the test data.

2.4.1.1 Synthetic Data with High Sensing Noise

This test data set contains 14 synthetic voltage magnitude measurement curves, where

3 of them (No. 1, 5, 14) contain Gaussian noises lasting from 6s to 6.4s, with a signal-to-

noise ratio (SNR) of 40dB. Figure 2.5 shows the 3 curves with data quality problems.
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Figure 2.5: Synthetic PMU measurements with high sensing noise [1].

Table I presents the detection results. It shows that all the3 noisy data segments are

successfully detected, without introducing any false alarm by the physical disturbance. A

small detection delay (less than 0.38s) is introduced, due to the length of the moving data

window. The average computing time for each moving data window is 0.0161s. Figure

2.6 presents the LOF values of all the PMU curves, when data quality problem or physical

disturbance is presented. This comparison shows that the LOF values exceed the thresh-
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old when low-quality data is presented, while remain below the threshold when physical

disturbance is presented. The results indicate the proposed method is able to detect low-

quality PMU data while avoiding false alarms caused by system physical disturbances.

Table I: Detection Results for Synthetic PMU Data with High Sensing Noise [1]

Index of PMU Starting Time of Ending Time of

with High Noise Noisy Segment Noisy Segment

1 6.22s (LOF = 620.5) 6.78s (LOF = 31.9)

5 6.34s (LOF = 429.1) 6.78s (LOF = 73.3)

14 6.34s (LOF = 418.6) 6.76s (LOF = 48.2)
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Figure 2.6: LOF values of synthetic PMU channels when physical disturbance (right) or
high sensing noise (left) is presented [1].

2.4.1.2 Synthetic Data with Spikes

This test data set contains 47 synthetic real power measurement curves, where 4 of

them (No. 3, 6, 30, 45) contain data spikes lasting from 6.3s to 6.4s. These spikes can be

caused by problems such as data loss or time skew of GPS clock [14]. Figure 2.7 shows

the 4 curves with data quality problems.
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Figure 2.7: Synthetic PMU measurements with data spikes [1].

The detection results are shown in Table II. All the 4 spikes are detected and no

false alarm is introduced by physical disturbance. The detection delay introduced by the

length of the moving data window is less than 0.36s. The average computing time for

each moving data window is0.0627s. Figure 2.8 presents the LOF values of all the PMU

curves, when data quality problem or physical disturbance is presented. It is clear that low-

quality data would cause the LOF values to exceed the threshold, while system physical

disturbances would not cause a significant increment in LOF values.

Table II: Detection Results for Synthetic PMU Data with Spikes [1]

Index of PMU Starting Time of Ending Time of

with Data Spike Spike Segment Spike Segment

3 6.46s (LOF = 107.7) 6.76s (LOF = 85.2)

6 6.46s (LOF = 113.9) 6.76s (LOF = 90.4)

30 6.48s (LOF = 102.3) 6.76s (LOF = 71.5)

45 6.44s (LOF = 270.3) 6.76s (LOF = 58.7)
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Figure 2.8: LOF values of synthetic PMU channels when physical disturbance (right) or
data spike (left) is presented [1].

2.4.1.3 Synthetic Data with Un-Updated Data

This test data set contains 14 synthetic voltage magnitude measurement curves, where

3 of them (No. 6, 12, 13) contain un-updated data lasting from6s to 6.4s. Figure 2.9 shows

the 3 curves with data quality problems.
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Figure 2.9: Synthetic PMU measurements with un-updated data [1].

Table III presents the detection results. The 3 un-updated data segments are detected,

while the presence of physical disturbance does not cause any false alarm. The detection

delay introduced by the length of the moving data window is less than 0.36s, and the
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average computation time for each moving time window is0.0128s.

Table III: Detection Results for Synthetic PMU Data with Un-updated Data [1]

Index of PMU Starting Time of Ending Time of

with Un-updated Data Un-updated Segment Un-updated Segment

6 6.36s (LOF = 3423.6) 6.40s (LOF = 3519.5)

12 6.36s (LOF = 3423.6) 6.40s (LOF = 3519.5)

13 6.36s (LOF = 3423.6) 6.40s (LOF = 3519.5)

2.4.1.4 Synthetic Data with False Data Injection

This test data set contains 47 synthetic real power measurement curves, where 4 of

them (No. 15, 21, 29, 42) contain false data injections lasting from 6s to 6.4s. Figure 2.10

shows the 4 curves with data quality problems.
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Figure 2.10: Synthetic PMU measurements with false data injection [1].

The detection results are shown in Table IV. Although physical disturbance is pre-

sented, all the 4 false data injections are correctly detected and no false alarm is intro-
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duced. The detection dely caused by the length of the moving data window is less than

0.38s. The average computing time for each moving data window is 0.0627s.

In all the above case studies using synthetic PMU measurements, the maximum de-

tection delay is less than 0.4s, and the maximum computing time for each moving data

window is less than 0.1s. It is summarized in [20] that the data latency requirements for

online quasi-steady-state applications (state estimation, small signal stability analysis, os-

cillation analysis, voltage stability analysis, etc.) range from 1s to 5s. It is clear that both

the detection delay and the computing time of the proposed method satisfy the latency

requirements for PMU-based online quasi-steady-state applications. Therefore, the pro-

posed method is suitable for online dtection of low-qualityPMU measurements, in order

to improve the accuracy of these PMU-based applications.

Table IV: Detection Results for Synthetic PMU Data with False Data Injections [1]

Index of PMU with Starting Time of Ending Time of

False Data Injection Injected Data SegmentInjected Data Segment

15 6.32s (LOF = 39.7) 6.78s (LOF = 30.9)

21 6.32s (LOF = 25.7) 6.78s (LOF = 19.9)

29 6.32s (LOF = 14.1) 6.78s (LOF = 10.7)

42 6.34s (LOF = 10.8) 6.72s (LOF = 10.9)

2.4.2 Case Study with Real-World Data

High-quality PMU measurements obtained from a real-world power grid are used to

test the proposed approach. The sampling rate of the data is 100Hz. A line-tripping fault

is recorded by the data. In each test case, one type of low-quality data is manually inserted

to a randomly-chosen subset of the test data, so that the ground truth of the existence of
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low-quality data is known for sure.

2.4.2.1 Real-World Data with High Sensing Noise

This test data set contains 39 real-world voltage magnitudemeasurement curves, where

4 of them (No. 10, 15, 23, 29) contain Gaussian noises lastingfrom 1s to 1.2s, with a SNR

of 40dB. The SNR of the original clean data set is tested to be well below 40dB. Figure

2.11 shows the 4 curves with data quality problems.
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Figure 2.11: Real-world PMU measurements with high sensingnoise [1].

Table V presents the detection results. It shows that all the4 noisy data segments are

successfully detected, without introducing any false alarm by the physical disturbance.

A small detection delay (less than 0.19s) is introduced, dueto the length of the moving

data window. The average computing time for each moving datawindow is 0.0376s.

Figure 2.12 presents the LOF values of all the PMU curves, when data quality problem

or physical disturbance is presented. This comparison shows that the LOF valus exceed

the threshold when low-quality data is presented, while remain below the threshold when

physical disturbance is presented. The results indicate the proposed method is able to

detect low-quality PMU data while avoiding false alarms caused by physical disturbances.
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Table V: Detection Results for Real-World PMU Data with HighSensing Noise [1]

Index of PMU Starting Time of Ending Time of

with High Noise Noisy Segment Noisy Segment

10 1.17s (LOF = 286.9) 1.39s (LOF = 30.0)

15 1.16s (LOF = 577.8) 1.39s (LOF = 43.3)

23 1.16s (LOF = 206.3) 1.39s (LOF = 12.3)

29 1.16s (LOF = 328.2) 1.39s (LOF = 35.1)
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Figure 2.12: LOF values of real-world PMU channels when physical disturbance (right)
or high sensing noise (left) is presented [1].

2.4.2.2 Real-World Data with Spikes

This test data set contains 22 real-world real power measurement curves, where 4 of

them (No. 3, 6, 20, 21) contain data spikes at the time instantof 1.06s. In this test case,

the length of each data spike is one sample. This test scenario is created in order to test

the performance of the algorithm in detecting single data dropout. Figure 2.13 shows the

4 curves with data quality problems.

The detection results are shown in Table VI. All the 4 spikes are detected and no

false alarm is introduced by physical disturbance. The detection delay introduced by the

length of the moving data window is less than 0.19s. The average computing time for
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Figure 2.13: Real-world PMU measurements with data spikes [1].

each moving data window is0.0150s. Figure 2.14 presents the LOF values of all the PMU

curves, when data quality problem or physical disturbance is presented. It is clear that low-

quality data would cause the LOF values to exceed the threshold, while system physical

disturbances would not cause a significant increment in LOF.

Table VI: Detection Results for Real-World PMU Data with Spikes [1]

Index of PMU Starting Time of Ending Time of

with Data Spike Spike Segment Spike Segment

3 1.22s (LOF = 52.0) 1.25s (LOF = 28.2)

6 1.22s (LOF = 124.8) 1.25s (LOF = 69.2)

20 1.22s (LOF = 50.5) 1.25s (LOF = 27.2)

21 1.22s (LOF = 71.7) 1.25s (LOF = 39.5)
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Figure 2.14: LOF values of real-world PMU channels when physical disturbance (right)
or data spike (left) is presented [1].

2.4.2.3 Real-World Data with Un-Updated Data

This test data set contains 13 real-world current magnitudemeasurement curves, where

4 of them (No. 1, 5, 7, 13) contain un-updated data lasting from 1s to 1.2s. Figure 2.15

shows the 4 curves with data quality problems.
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Figure 2.15: Real-world PMU measurements with un-updated data [1].

Table VII presents the detection results. The 4 un-updated data segments are detected,
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while the presence of physical disturbance does not cause any false alarm. The detection

delay introduced by the length of the moving data window is less than 0.18s, and the

average computation time for each moving data window is0.0115s.

Table VII: Detection Results for Real-World PMU Data with Un-updated Data [1]

Index of PMU with Starting Time of Ending Time of

Un-updated Data Un-updated Segment Un-updated Segment

1 1.18s (LOF = 4637.2) 1.20s (LOF = 4537.2)

5 1.18s (LOF = 4637.2) 1.20s (LOF = 4537.2)

7 1.17s (LOF = 3317.8) 1.20s (LOF = 4537.2)

13 1.18s (LOF = 4637.2) 1.20s (LOF = 4537.2)

Figure 2.16 presents the current magnitude data obtained from PMU channels No. 1

and No. 2, where PMU channel No. 1 contains un-updated data from 1s to 1.2s, and PMU

channel No. 2 contains clean data only. Figure 2.17 presentsthe normalized deviations

of the two PMU channels, as the computation data window moveswith time. It is clear

that: 1) under normal operating conditions, the normalizeddeviations of clean data seg-

ments lie close to one; 2) under fault-on operating conditions, the normalized deviations

of clean data segments increase significantly; 3) the normalized deviations of un-updated

data segments decrease towards zero.

Figure 2.18 presents thefH(i, j) andfL(i, j) values of PMU channels No. 1 and No.

2, as the computation data window moves with time. Figure 2.19 presents the LOF values

of PMU channels No. 1 and No. 2, as the computation data windowmoves with time. It

is clear from Figure 2.18 and Figure 2.19 thatfL(i, j) is more sensitive to the un-updated

data thanfH(i, j), and therefore leads to a better detection performance for un-updated

data.
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Figure 2.16: Real-world current magnitude PMU measurements [1].
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Figure 2.17: Normalized deviation of PMU channel No. 1 and No. 2 [1].

2.4.2.4 Real-World Data with False Data Injection

This test data set contains 39 real-world voltage magnitudemeasurement curves, where

4 of them (No. 2, 20, 27, 37) contain false data injections lasting from 1s to 1.2s. Figure

2.20 shows the 4 curves with data quality problems.

The detection results are shown in Table VIII. Although physical disturbance is pre-
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Figure 2.18: Similarity metricfH(i, j) (left) or fL(i, j) (right) between PMU channels No.
1 and No. 2 [1].
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Figure 2.19: LOF values when similarity metricfH(i, j) (left) or fL(i, j) (right) is applied
[1].

sented, all the 4 false data injections are correctly detected and no false alarm is introduced.

The detection delay caused by the length of the moving data window is less than 0.19s.

The average computing time for each moving data window is0.0475s.

In all the above case studies using real-world PMU measurements, the maximum de-

tection delay is less than 0.2s, and the maximum computing time for each moving data

window is less than 0.05s. It is summarized in [20] that the data latency requirements for
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Figure 2.20: Real-world PMU measurements with false data injection [1].

online quasi-steady-state applications (such as state estimation, small signal stability anal-

ysis, oscillation analysis, voltage stability analysis, etc.) range from 1s to 5s. It is clear

that both the detection delay and the computing time of the proposed method satisfy the

latency requirements for PMU-based online quasi-steady-state applications. Therefore,

the proposed method is suitable for online dtection of low-quality PMU measurements, in

order to improve the accuracy of these PMU-based applications.

Since the detection delay of the proposed algorithm is mainly caused by the length of

the moving data window, the delay could be estimated and removed when the occurrence

time of the low-quality data is reported. By doing this, the reported occurrence time of the

low-quality data could be very close to its actual occurrence time.

For power grids with a large number of PMUs, the computation speed of the proposed

algorithm could be further improved by applying the detection algorithm in a decentralized

framework. In large systems, multiple detection engines could be applied to process PMU

measurements obtained from different physical locations or control areas (such as different

states or different local control centers). PMUs lying far from each other could be grouped

into different subgroups, and be processed in parallel by different detection engines. This
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decentralized framework could help reduce the number of PMUchannels that need to

be processed by each detection engine, and therefore improve the computation speed of

each detection engine. Since this method does not require any system-wide information

(such as system topology), it can be easily decentralized without spending extra effort on

creating the reduced or equivalent system model.

Meanwhile, parallel processing could also help improve theonline computation perfor-

mance of the proposed algorithm. Multiple processors couldbe applied at each detection

engine, so that several consecutive moving data windows could be processed by different

processors at the same time. This parallel technique could improve the overall compu-

tation speed when the proposed algorithm is applied to powersystems with a significant

number of PMUs.

Table VIII: Detection Results for Real-World PMU Data with False Data Injections [1]

Index of PMU with Starting Time of Ending Time of

False Data Injection Injected Data SegmentInjected Data Segment

2 1.16s (LOF = 74.3) 1.39s (LOF = 71.2)

20 1.16s (LOF = 117.7) 1.39s (LOF = 111.1)

27 1.16s (LOF = 95.5) 1.39s (LOF = 91.6)

37 1.16s (LOF = 383.4) 1.39s (LOF = 365.7)

2.5 Section Conclusion

This section presents a framework that is possible for online detection and improve-

ment of PMU data quality issues. The proposed approach formulates the low-quality PMU

data as spatio-temporal outliers among all the PMU measurements, and performs detection

through a density-based local outlier detection algorithm. Similarity metrics are proposed
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to quantify the spatio-temporal similarities among multi-time-instant PMU measurements.

The proposed approach has satisfactory performance under both normal and fault-on op-

erating conditions. It requires no prior information on system modeling and topology. The

computation speed of the proposed algorithm is suitable foronline applications. Synthetic

and real-world PMU measurements are used to verify the effectiveness of the proposed

approach. This framework, if successful, could potentially boost up system operators’

confidence of PMU-based analytics in modern power systems.

Built upon this work, future research could focus on developing similarity metrics

with more sensitive and robust performance, identifying root causes of the low-quality

problems, and correcting the low-quality PMU data.
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3. PHYSICS-BASED SITUATIONAL AWARENESS FOR VOLTAGE STATBILITY

ASSESSMENT

3.1 Motivation

Power systems with deep renewable penetration are more vulnerable to voltage insta-

bilities, due to the increased generation uncertainties and decreased reactive power sup-

port of the renewable power plants [21]. Fundamentally speaking, the voltage instability

problem is induced by the underlying saddle-node bifurcation happening in the power sys-

tem [22–24]. The degree of voltage instability of a certain power system can be measured

through its voltage stability margin. Specifically, the power system voltage stability mar-

gin measures the distance between the closest bifurcation point and the current operating

condition. All the possible bifurcation points in the system form the hyper-surface of the

power flow solution boundary.

There is a large literature studying the voltage stability margins and the power flow

solution boundaries. In [25,26], continuation methods areproposed to trace the closest bi-

furcation point along a pre-specified direction of load increment. In [25], the pre-specified

loading direction is allowed to have one degree of freedom, while in [26], the pre-specified

loading direction may have two degrees of freedom, making itpossible to visualize the

power flow solution boundary in a two-dimensional space. In [27], an upper bound is pro-

vided for the voltage stability margin along a pre-specifiedloading direction, through the

second-order cone programming. In [28, 29], the bifurcation point that is locally closest

to the current operating condition is obtained through iterative method, direct method, and

optimization-based method.

In order to further explore the power flow solution boundary and the voltage stabil-

ity margin in high-dimensional loading space, we propose two approaches to visualize
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the power flow solution boundary in high-dimensional loading space, and to calculate the

global lower bound of the voltage stability margin. Compared with the existing techniques

for obtaining the voltage stability margin, the proposed approaches merit the following

advantages: 1) the proposed approaches do not assume any specified direction of load

increment, which reduces the impact of load uncertainty to the voltage stability assess-

ment; 2) the proposed approaches study the global properties of the power flow solution

boundary and the voltage stability margin around a certain operating condition, instead of

searching for the locally closest bifurcation points.

The rest of this section is organized as follows: Section 3.2describes the proposed

visualization tool for the power flow solution boundary in high-dimensional space; Section

3.3 presents the proposed method for calculating the lower bound of the voltage stability

margin; Section 3.4 provides concluding remarks for this section.

3.2 Visualization of The Power Flow Solution Boundary

3.2.1 Introduction to Power Flow Solution Boundary

The nonlinear power flow problem (in polar coordinating system) can be expressed

using the following set of equations:

f(x, λ) = 0 (3.1)

wherex∈Rn represents the bus voltage magnitudes and phase angles,λ∈Rp represents

the bus real/reactive power generations/loads.

For a point lying on the power flow solution boundary, (3.1) must be satisfied, i.e.,

it must be a power flow solution. However, since all the pointslying on the power flow

solution boundary should be bifurcation points of the corresponding dynamic system, it

must also satisfy the following equation:
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detfx(x, λ) = 0 (3.2)

wherefx(x, λ) represents the Jacobian matrix of the power flow equations, evaluated

at the current operating condition(x, λ), anddet represents the matrix determinant.

3.2.2 Formulation of The Visualization Problem

The objective of the visualization problem can be stated as follows:

For a given operating point(x0, λ0), find a collection of operating points(x∗, λ∗), such

that:

1) Each point(x∗, λ∗) lies on the power flow solution boundary (i.e., satisfies (3.1) and

(3.2)).

2) The collection of points(x∗, λ∗) describes the geology of the power flow solution

boundary around(x0, λ0).

In order to achieve the above objective, the visualization problem is formulated as the

following optimization problem, and a dynamic-programming-based approach is proposed

to solve the optimization problem:

min||λ0 − λ∗||2

s.t.f(x0, λ0) = 0

f(x∗, λ∗) = 0

detfx(x
∗, λ∗) = 0

(3.3)

The above optimization framework searches for the power flowsolution boundary

point(x∗, λ∗), which has the shortest Euclidean distance towards the given operating point

(x0, λ0). A dynamic-programming-based approach is proposed to solve the above opti-

mization problem. After running the dynamic programming algorithm, a collection of

points(x∗, λ∗) on the power flow solution boundary can be obtained, and the geology of
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the power flow solution boundary around(x0, λ0) can be characterized.

3.2.3 Proposed Solution for The Visualization Problem

The dynamic-programming-based algorithm for solving the visualization problem is

described using the following pseudo codes:

Algorithm 1: Visualization of Power Flow Solution Boundary

1 Initialization: determine a small step sizeτ for the change of parametersλ;

2 Obtain initial power flow solution(x0, λ0) by solvingf(x0, λ0) = 0;

3 Starting from(x0, λ0), obtain all the possible next moving steps by the following

iterations:

4 for k=1:1:length(λ0) do

5 λ
(k)
1 = λ0 + [0, · · · , τ, · · · , 0]T (τ is thekth element);

6 f(x
(k)
1 , λ

(k)
1 ) = 0 (f is the power flow equations) ;

7 end

8 Solve the following recursion problem using dynamic programming - memorization

technique:

9 G(x0, λ0) =

1 +MIN(G(x
(1)
1 , λ

(1)
1 ), · · · , G(x

(k)
1 , λ

(k)
1 ), · · · , G(x

(length(λ0))
1 , λ

(length(λ0))
1 )) ;

whereG(·) represents the optimization problem formulated in (3.3).

After running the above dynamic-programming-based algorithm, a collection of points

lying on the power flow solution boundary around(x0, λ0) can be obtained, and the geol-

ogy of the power flow solution boundary around(x0, λ0) can be characterized accordingly.

3.3 Calculation of Lower Bound of The Voltage Stability Margin

One of the key disadvantages of the above visualization algorithm is that, the dynamic-

programming-based algorithm performs a greedy search for the power flow solution bound-
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ary around a certain operating condition, and therefore is computationally expensive and

difficult to be applied to large-scale practical power systems.

In order to overcome the above disadvantage, another algorithm is proposed to cal-

culate the global lower bound of the voltage stability margin. The formulation of this

algorithm is presented in the following section.

3.3.1 Problem Formulation for Calculating The Lower Bound of The Voltage Sta-

bility Margin

The following optimization problem is formulated for the calculation of the lower

bound of the voltage stability margin:

min||λ0 − λ∗||22

s.t.f r(x0, λ0) = 0

f r(x∗, λ∗) = 0

vTf r
x(x

∗, λ∗) = 0

vTv = 1

xmin ≤ x∗ ≤ xmax

λmin ≤ λ∗ ≤ λmax

(3.4)

wheref r(·) denotes the power flow equations in rectangular coordinating system;f r
x(·)

denotes the Jacobian matrix of the power flow equations in rectangular coordinating sys-

tem;v denotes the left eigenvector of the power flow Jacobian matrix fx(x
∗, λ∗); xmax and

xmin denote the upper and lower bounds forx∗, respectively; andλmax andλmin denote

the upper and lower bounds forλ∗, respectively.

The key advantage of (3.4) is that, by applying power flow equations in rectangular co-

ordinating system, and introducing the left eigenvector ofthe power flow Jacobian matrix,

the above optimization problem can be formulated as a polynomial-constrained polyno-
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mial optimization problem. The lower bound of the minimal value of the above problem

can be obtained through a series of sum-of-squares (SOS) relaxations. The proposed al-

gorithm for obtaining the SOS-based lower bound of the original problem is presented in

the following section.

3.3.2 Proposed Solution for Calculating The Lower Bound of The Voltage Stability

Margin

The following algorithm is proposed for obtaining the lowerbound of the polynomial-

constrained polynomial optimization problem described in(3.4):

Algorithm 2: Calculating Lower Bound of The Voltage Stability Margin

1 Initialization: Formulate (3.4) into the following polynomial-constrained

polynomial optimization form:

ζ∗ = min. f0(x) s.t. fk(x) ≥ 0 (k = 1, · · · , m) ;

2 Obtain the following generalized Lagrangian function:

L(x, µ1, · · · , µm) = f0(x)− Σm
k=1µk(x)fk(x), for ∀x ∈ Rn, ∀µk ∈ SOS∗ ;

3 Obtain the following generalized Lagrangian dual:

max η s.t. L(x, µ1, · · · , µm)− η ≥ 0 (∀x ∈ Rn), µ1 ∈ SOS∗, · · · , µm ∈

SOS∗ ;

4 Obtain sum-of-squares (SOS) relaxation of orderr:

ηr = max η s.t. L(x, µ1, · · · , µm)− η ∈ SOSr (∀x ∈ Rn), µ1 ∈

SOSr1, · · · , µm ∈ SOSrm ;

5 Solve the above SOS relaxation using SOS optimization engine (via semi-definite

programming), and obtain the lower boundηr ;

6 Check the tightness ofηr. If needed, updater usingr + 1 and re-run the algorithm ;

whereSOSrk denotes the set of sum of square polynomials with degree≤ rk; r denotes

the relaxation order of the SOS relaxation;rk = r − ⌈degree(fk)/2⌉ (k = 1, · · · , m) is
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chosen to balance the degrees of all the termsµk(x)fk(x) (k = 1, · · · , m).

The details of the above sum-of-squares relaxation can be found in [30–32]. It is

proved in [30,31], that under a moderate assumption which requires the feasible region of

the original polynomial optimization problem to be compact, the global minimum of the

original polynomial optimization problem can be approximated as closely as desired by

solving a finite sequence of SOS optimization problems through semi-definite program-

ming (i.e.,ηr ≤ ηr+1, ηr → ζ∗ asr → ∞).

3.4 Case Studies

The proposed visualization algorithm is tested using a three-bus test system. Figure 3.1

shows the one-line diagram of the three-bus system. In the test system, Bus 1 is modeled as

the slack bus, Bus 2 is modeled as the PQ bus, and Bus 3 is modeled as the PV bus. When

visualizing the power flow solution boundary in high dimensional space, the following

parameters remain unchanged: the terminal voltage magnitude of Bus 3 (the PV bus), as

well as the terminal voltage magnitude and voltage phase angle of Bus 1 (the slack bus).

The following three variables can be changed independentlyin order to obtain the power

flow solution boundary in the high-dimensional space: the real power load variation of

Bus 2 (PQ bus), the real power generation variation of Bus 3 (PV bus), and the reactive

power load variation of Bus 2 (PQ bus).

Figure 3.2 shows the visualization of the power flow solutionboundary (around the

current operating condition) in the three-dimensional space, where the three axes denote

the real power load variation of Bus 2 (PQ bus), the real powergeneration variation of Bus

3 (PV bus), and the reactive power load variation of Bus 2 (PQ bus), respectively. It can

be seen from Fig. Y, that there are multiple local minimal points existed in the non-convex

three-dimensional surface.
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Figure 3.1: One-line diagram of the three-bus test system.

Figure 3.2: Three-dimensional power flow solution boundaryaround the current operating
condition.
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3.5 Section Conclusion

In this section, we propose two approaches to visualize the power flow solution bound-

ary in high-dimensional loading space, and to calculate theglobal lower bound of the

voltage stability margin. Compared with the existing techniques for obtaining the voltage

stability margin, the proposed approaches merit the following advantages: 1) the proposed

approaches do not assume any specified direction of load increment, which reduces the

impact of load uncertainty to the voltage stability assessment; 2) the proposed approaches

study the global properties of the power flow solution boundary and the voltage stability

margin around a certain operating condition, instead of searching for the locally closest

bifurcation points.

In the future work, we would explore the power flow solution boundaries of various

test systems, and further improve the proposed approaches according to the verification

results.
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4. COMBINED PHYSICS AND DATA DECISION SUPPORT FOR POWER PLANT

MODEL VALIDATION ∗

4.1 Motivation

The phasor measurement unit (PMU) based power plant model validation (PPMV) has

been widely adopted in North America for identifying and correcting inaccurate power

plant dynamic models. In the North America Electric Reliability Corporation (NERC)

guidelines and standards [33–36], the generator owners (GOs) are suggested to perform

PMU-based PPMV to determine interim power plant model parameters in supplement of

their long-term plans for the offline tests, and the planningcoordinators (PCs) are required

to implement a documented process to perform model validations using PMU disturbance

recordings, which includes not only the determination of anunacceptable model, but also

the resolution to the underlying model problems. These guidelines and standards urge the

PCs and GOs to establish a systematic and standardized process for applying PMU-based

PPMV to all the eligible power plants within their systems. Given the huge number of

power plants available in North America power grids, it would be a challenging and time-

consuming task for PCs and GOs to perform the PMU-based PPMV on a regular basis, if

convenient software tools are not available.

4.1.1 The Concept of PMU-Based PPMV

In order to use PMU-recorded disturbance data to validate the dynamic model of a spe-

cific power plant, a PMU must be installed at the point of interconnection (POI) between

the power plant and the rest of the system. The dynamics of therest of the system is then

∗This section is in part a reprint with permission from Meng Wu, Weihong Huang, Frankie Qiang Zhang,
Xiaochuan Luo, Slava Maslennikov, and Eugene Litvinov of the material in the paper: “Power Plant Model
Verification at ISO New England”, at2017 IEEE PES General Meeting, Chicago, IL [2]. Copyright 2017
IEEE.
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represented using the PMU measurements obtained at the POI.Detailed dynamic models

of the system outside the studied power plant are ignored, and the entire system (except

for the studied power plant) is equivalenced as an infinite bus (the POI bus).

After obtaining the PMU voltage magnitude data|V |PMU and voltage phase angle data

θPMU at the POI, these measurements are injected into the POI bus,in order to represent

the system dynamics outside the studied power plant. A transient simulation study is then

performed to the reduced system with the dynamic models of the studied power plant and

the PMU injection curves. The simulated real and reactive power curves at the POI,P Simu

andQSimu, are then compared with the corresponding PMU curves at the POI, P PMU and

QPMU . If significant mismatch is found between the PMU curves and the corresponding

simulation curves, the studied power plant model is considered inaccurate, and further

model diagnosis and calibration need to be performed.

In this section, a PPMV case refers to the set of data,{P Simu, QSimu, P PMU , QPMU},

generated by running the above simulation procedure once for the studied power plant

model. A mismatched PPMV case refers to the PPMV case with significant mismatch

between the PMU curves and the corresponding simulation curves. A mismatched PPMV

case indicates the underlying model problems for the studied power plant model. When

multiple sets of{P PMU , QPMU} curves are obtained different transient events, various

PPMV cases can be generated accordingly for the studied power plant model. If the un-

derlying model problem of a mismatched PPMV case is already known, this case could

serve as a labeled data point for the model diagnosis framework described in the following

section. These labeled data points could be generated through simulation studies with in-

correct power plant models, as well as practical PPMV studies with detailed engineering

judgment for the model problems.
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4.1.2 The Current Procedure for PMU-Based PPMV

The current procedure for PMU-Based PPMV is shown in Figure 4.1. Three types

of inputs are needed for the PMU-based PPMV: the PMU data during suitable physical

events, the power flow case data, and the dynamic modeling data for transient simulations.

These inputs are sent through a transient simulation enginewith the capability of running

the PMU-based PPMV. A series of simulation curves can then beobtained. Based on the

simulation results, the comparison study is performed to identify critical mismatches be-

tween the simulation curves and the corresponding PMU curves. Once critical mismatches

are identified, the model calibration process is performed for the adjustment of the model

parameters or structures of the power plant.

Figure 4.1: The current procedure of PMU-based PPMV.
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Within the process of model calibration, three key functions need to be performed:

1) the model problem diagnosis which identifies the specific devices with modeling er-

rors using engineering judgement; 2) the sensitivity analysis [37] which identifies sensi-

tive parameters for the adjustment; 3) the optimization-based calibration which applies

optimization techniques such as the ensemble Kalman filter [37], the variable projection

method [38], and the particle swarm optimization [39] to perform model calibration auto-

matically.

Currently, most utilities and independent system operators (ISOs) perform the PMU-

based PPMV in a manual way. Although there is huge potential for automating the en-

tire process shown in Figure 4.1, production-grade software tools for PMU-based PPMV

have not been widely applied to the industrial practices. Inthis section, the following

efforts towards an automated PMU-based PPMV are introduced: 1) a batch power plant

model validation tool is designed and developed to automatically perform the model vali-

dation (without calibration) for multiple power plants using a single disturbance event; 2)

a feature-based diagnosis framework is proposed as an automatic screening tool to mimic

the engineering judgement process and diagnose the underlying modeling problems before

detailed calibrations.

The rest of this section is organized as follows. Section 4.2presents the main functions

of the batch power plant model validation tool; Section 4.3 introduces the automatic power

flow initialization process developed for the batch power plant model validation tool. Sec-

tion 4.4 proposes the feature-based diagnosis framework for the PMU-based PPMV. Sec-

tion 4.5 presents the case study results for the proposed PPMV diagnosis framework. Sec-

tion 4.6 provides the concluding remarks for this section.
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4.2 Batch Power Plant Model Validation Tool

The batch power plant model validation (BPPMV) tool is designed to automatically

perform the model validation for multiple power plants using a single disturbance event.

The PSAT and TSAT programs (developed by Powertech Labs) [40, 41] are executed to

perform core functions of power flow computation and time-domain simulation, respec-

tively. After reading the user inputs of selected power plants and disturbance event pe-

riod (start/end time), the BPPMV tool automatically queries the commercial PMU and

SCADA databases for necessary measurements, calls PSAT forpower flow initialization

module, and creates TSAT cases for playback simulations. Upon completing simulations,

the model validation results are saved automatically into Matlab data files, Excel data

sheets, Matlab figure files, and PNG figure files. The above functions can be executed ei-

ther sequentially (in automatic operation mode), or separately (in manual operation mode).

4.2.1 Main User Interface of BPPMV Tool

The BPPMV tool is equipped with a graphical user interface (see Figure 4.2). All

the functions implemented in the BPPMV tool can be launched from this main window.

The operational status of each function can be viewed from the status bar at the bottom

of the main window. When the BPPMV main window is launched forthe first time, the

following settings can be initialized: 1) locations of the TSAT and PSAT programs, offline

model validation case files, BPPMV mapping file, and path for validation outputs; 2) PMU

and SCADA data sampling rates, and PMU and SCADA database credentials; 3) TSAT

simulation length, time step, and integration method; 4) Model validation input signals

and output data format. Once initialized, the above settings can be saved into a default

configuration file, so that users can load them the next time they open it. Figure 4.3 shows

the user interface for parameter settings.
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Figure 4.2: Main user interface of the BPPMV tool [2].

4.2.2 Raw PMU/SCADA Data Display

After loading the initial configurations, all the power plants eligible for model valida-

tion will be listed on the left of the main user interface (in Figure 4.2). Users can select the

desired power plants and one disturbance period (start/endtime) to set up a BPPMV case.

The main user interface is equipped with the function of displaying raw PMU/SCADA

data for user-selected power plants, so that users can visually inspect the selected distur-

bance and check the data quality. When raw signals with different units are selected for

visualization, a separate window will pop up with all the selected signals grouped into

different subplots, based on their units (see Figure 4.4).
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Figure 4.3: Separate user interface for parameter settings[2].

4.2.3 Model Validation Results Display

A separate user interface (see Figure 4.5) is designed for the results display, which is

accessible from the main user interface. Comparisons between actual PMU curves and

TSAT simulation curves can be displayed for each selected power plant. The comparison

results of the following quantities can be visualized: current magnitude, current angle, real

power, reactive power, voltage magnitude, voltage angle and frequency.

4.3 Power Flow Initialization Process for The BPPMV Tool

This section presents a convenient power flow initialization process, which is a neces-

sary step to start a time-domain simulation. The challenge here is to estimate the Gener-

ator Step-up Transformer (GSU) losses, derive the actual generator output, and match the

point-of-interconnection (POI) initial conditions of themodel validation cases with actual

PMU data. The key advantages of the proposed initializationprocess are: 1) it involves
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Figure 4.4: Pop-up window for raw PMU/SCADA data display [2].

Figure 4.5: User interface for validation results display [2].
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only power flow calculations provided by software vendors; 2) it does not require extra

programming efforts on power flow or state estimation calculations; 3) it involves no it-

erative searches or heuristic trial-and-errors. Detailedinitialization approaches for single

generator case and multi-generator-single-POI case are described as follows.

4.3.1 Single Generator Case

The proposed initialization method for single-generator cases involves two power flow

calculations and the following PMU measurements at the POI bus are needed: voltage

magnitudeV PMU , voltage angleθPMU , real power injectionP PMU , and reactive power

injectionQPMU . The detailed steps are highlighted below:

Step 1: Replace the rest of the system with an equivalent generator (PMU-Gen) model

attached to the POI bus.

Step 2: Model the POI bus as a PV bus, and set the following power flow parameters for

the PMU-Gen: set the desired real power injection asP PMU−Gen = P PMU , and the

reactive power injection asQPMU−Gen = QPMU . Fix its reactive output by setting

its upper/lower reactive power limits toQPMU .

Step 3: Model the subject generator bus as a slack bus, and set the following power flow

parameters: let it regulate the voltage at the POI bus and setthe desired voltage as

V PMU ; set the desired voltage angle of the generator bus asθGen = θPMU .

Step 4: Model other buses as PQ buses.

Step 5: Run the power flow calculation using the above settings and save the results.

Step 6: Based on the power flow case saved in Step 5, remodel the POI busas a slack

bus and the generator bus as a PV bus; set the desired voltage angle of POI bus as

θPOI = θPMU .
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Step 7: Run the second power flow calculation using these settings and save the final

results.

The main purpose of the first power flow (Step 1 to Step 5) is to match the initial power

flow condition of the POI bus with the PMU measured values:V PMU , P PMU , andQPMU .

The key idea is to model the POI bus as PV bus only without voltage regulation. Since the

POI bus voltage is regulated by the subject generator, the actual generator reactive power

output is solved by the first power flow calculation. The subject generator’s real power

output is solved because it is modeled as a slack bus. The second power flow (Step 6 and

Step 7) is to match the voltage angle of the POI bus with the actual PMU valueθPMU .

Compared with the popular iterative state estimation approach, the proposed method

only applies two power flow calculations and is easy to implement using any commercial

software.

4.3.2 Multi-generator-single-POI Case

The proposed initialization method for multi-generator-single-POI cases are described

as follows. Since PMU data only has the total output (at POI),SCADA measurements of

each generator’s output are also needed: real powerP SCADA, and reactive powerQSCADA.

Power flow initialization is conducted with the following steps:

Step 1: Replace the equivalent system with an equivalent generator(PMU-Gen) model

attached to the POI bus.

Step 2: Model the POI bus as a slack bus, and set the following power flow parameters

for the POI bus: set the desired active power injections asP PMU−Gen = P PMU , and

the reactive power asQPMU−Gen = QPMU ; fix its reactive power output by setting

its upper/lower reactive power limits toQPMU .
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Step 3: Model the subject generators’ buses as PV buses, and set the following power

flow parameters: let them regulate the voltage at the POI bus and set the desired

voltage as the PMU valueV PMU ; set theirQGen values to be theirQSCADA values;

set theirPGen values to be theirP SCADA values; set the desired voltage angle of the

generator buses asθGen = θPMU .

Step 4: Enable governor response in the solution parameters dialog, run the power flow

calculation using these settings and save the results.

In the power flow results, all the initial power flow conditions at the POI bus are

matched by the measured values:V PMU , P PMU , QPMU , andθPMU . Besides, the ac-

tive and reactive power outputs for each non-POI generator are matched by the measured

values:P SCADA andQSCADA; offline units are turned off accordingly. The key idea here

is to use the governor response to resolve the small active power mismatches caused by

GSU losses and match the POI boundary conditions.

It is worth mentioning that even though the proposed initialization process is designed

for PSAT and narrated with PSAT terminologies, the principals are generic and could be

applicable to other similar commercial software as well.

4.4 Feature-Based Diagnose Framework for Power Plant ModelValidation

The importance of phasor measurement unit (PMU) based powerplant model valida-

tion (PPMV) is being recognized by researchers and practitioners. In North America, the

PMU-based PPMV is typically performed manually by utilities and independent system

operators (ISOs) for diagnosing and calibrating power plant model problems. In order to

guarantee the accuracy of the calibration results, engineers need to provide manual judg-

ment to the mismatched PPMV cases, so that the type of the modeling problem (such

as wrong machine parameters, missing governor models, etc.) can be determined before

the model is sent for a detailed calibration. This manual judgment process has become
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the major bottleneck for automating the PMV-based PPMV. To overcome this difficulty,

this section proposes a feature-based diagnosis frameworkto determining the types of the

power plant model problems. It mimics the human engineeringjudgment process via a

supervised learning engine. Instead of applying purely curve fitting or sensitivity anal-

ysis, this approach uses the engineering experience extracted from the labeled historical

PPMV cases, establish the critical feature space, and then perform artificial learning to

determine the type of a power plant model problem. The proposed framework could serve

as a screening tool for the PPMV engineering judgment process, which could potentially

help automate the entire PMU-based PPMV applications.

4.4.1 Formulation of The Model Diagnosis Problem

In this section, the power plant model diagnosis problem is formulated as a statistical

classification problem. Figure 4.6 shows the overall flowchart of the model diagnosis

problem. The model diagnosis framework contains the following three sub-problems.

4.4.1.1 Feature Extraction

To diagnose the power plant model problems automatically, critical features need to

be extracted from the labeled data points (obtained from thepractical or simulated PPMV

cases). For the PPMV applications, features are defined to beindividual measurable char-

acteristics of a critical mismatch pattern between the simulated curve and the correspond-

ing PMU curve. These characteristics / mismatch patterns could strongly suggest the un-

derlying model problem of the power plant. Figure 4.7 shows several examples of critical

features that can be extracted from mismatched PPMV cases. According to the engineer-

ing experience [37] and the underlying physics of the power plant model, the post-event

steady state mismatch is a strong indicator of the turbine governor model problem; the in-

verse swing pattern during the transient period suggests the model problem with the power

system stabilizer (PSS); and the time shift between theQPMU and theQSimu curves indi-
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Figure 4.6: Flowchart of the model diagnosis problem.

cates model problem with the controller time constant.

In this section, we extract critical features using engineering judgment of critical mis-

match patterns that would suggest unacceptable power plantmodels. For each critical

feature extracted, a quantification metric is proposed in order to quantify the degree of

mismatch between the simulated curve and the PMU curve. A high-dimensional feature

space is then established, in which each of the feature has one quantification metric (dis-

tance function).

4.4.1.2 Classifier Training

Once the critical feature space is established, all the historical/simulated PPMV cases

are projected onto this feature space. The degree of mismatch between the PMU curve and
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Figure 4.7: Examples of critical feature extraction from mismatched PPMV cases.

the simulated curve in each PPMV case are then quantified through the high-dimensional

quantification metric (distance function). In this section, the supervised learning approach

is applied to train the classifier for the model diagnosis. The practical/simulated PPMV

cases with identified model problems serve as the labeled data points for the supervised

learning engine. Figure 4.8 presents the flowchart for the classifier training sub-problem.

Figure 4.8: Flowchart for the classifier training sub-problem.
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4.4.1.3 Power Plant Model Diagnosis

After the classifier is obtained through the supervised learning approach, it is then ap-

plied to classify the model problems of new PPMV cases into one of the known categories.

The classification results suggest the underlying model problems of the new PPMV cases.

Figure 4.9 presents the flowchart for the power plant model diagnosis sub-problem.

Figure 4.9: Flowchart for the power plant model diagnosis sub-problem.

4.4.2 Proposed Approach

In order to diagnose the power plant model problem using the proposed framework,

this section presents a supervised learning approach to differentiate two kinds of power

plant model problems: 1) the missing turbine governor modelproblem; and 2) the wrong

machine damping parameter problem. The supervised learning engine is built upon the

support vector machine (SVM) method. Two quantification metrics (distance functions)

are developed based on the key mismatch features of the abovepower plant model prob-

lems.
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4.4.2.1 Key Feature for The Turbine Governor Problem

The following feature is used to identify if the turbine governor model is missing from

the entire power plant model:

Feature 1: If the turbine governor model is missing from the entire power plant model,

the post-event steady-state real power output of the power plant remains the same as its

pre-event steady-state value. If the turbine governor model is included in the entire power

plant model, the post-event steady-state real power outputof the power plant is different

from its pre-event steady-state value. These facts lead to asignificant post-event steady-

state mismatch between the real power curves obtained usingthe power plant models with

and without the turbine governor model.

The above feature is induced by the underlying physics of thepower plant turbine

governors. Designed to adjust the mechanical power input (and therefore affecting the

electrical power output) of the power plant after a transient event, the turbine governor

maintains the real power balance of the power grid by changing the post-event steady-

state real power generation to a new set point. Details of various turbine governor models

can be found in [42].

The quantification metric (distance function) in (4.1) is proposed to quantify Feature

1.

D1(P
PMU , P Simu) =

∣

∣

∣

∣

∣

1

n

n
∑

k=1

(pPMU−Sdy
k − pSimu−Sdy

k )

∣

∣

∣

∣

∣

(4.1)

whereP PMU andP Simu denote the vectors containing the real power PMU and simulation

outputs, respectively;P PMU−Sdy andP Simu−Sdy denote then × 1 vectors containing the

post-event steady-state real power PMU and simulation outputs, respectively;pPMU−Sdy
k

andpSimu−Sdy
k denote thekth data points ofP PMU−Sdy andP Simu−Sdy, respectively;D1(·)

denotes the distance function between the PMU curve and the simulated curve, when
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Feature 1 is applied. The post-event steady state period canbe determined using the rate

of change of the PMU/simulated curves. When the average rateof change of the curve

segment is less than a per-defined threshold, this segment ofthe curve can be identified as

the post-event steady state segment.

4.4.2.2 Key Feature for The Machine Damping Problem

The following feature is used to identify the wrong machine damping parameter prob-

lem:

Feature 2: Due to the difference in the settings of the machine dampingparameters,

the real power PMU and simulation outputs tend to have different dynamic patterns. Sig-

nificant mismatches can be observed between the PMU real power curve and the simulated

real power curve, before the transient event settles down toa new steady state.

The above feature is caused by the fact that the machine damping parameter would

have significant impact on the oscillating behavior of the power plant real power output.

The quantification metric (distance function) in (4.2) is proposed to quantify Feature 2.

D2(P
PMU , P Simu) = ln(DTW (P PMU−Detrend, P Simu−Detrend)) (4.2)

whereP PMU andP Simu denote the vectors containing the real power PMU and simulation

outputs, respectively;P PMU−Detrend andP Simu−Detrend denote the vectors containing the

real power PMU and simulation outputs, whose mean values areremoved from the cor-

respondingP PMU andP Simu, respectively;DTW (·) denotes the dynamic time warping

value between two time series,ln(·) denotes the natural logarithm of a variable;D2(·) de-

notes the distance function between the PMU curve and the simulated curve, when Feature

2 is applied.

In (4.2), the dynamic time warping is applied to quantify thesimilarity between the

simulated curve and the PMU curve. The dynamic time warping is a technique for effi-
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ciently quantifying the similarity between two time serieswith approximately the same

overall component shapes [43]. The formulation of this technique is briefly presented as

follows. More details of the dynamic time warping can be found in [43–46].

Let Q = q1, Q2, ..., qi, ...qn andC = c1, c2, ..., cj, ..., cm denote the two time seriesQ

andC, of lengthn andm, respectively. LetD denotes then ×m matrix whose(ith, jth)

element denotes the Euclidean distance between the two points qi and cj. A warping

pathW is a set of matrix elements that defines a mapping betweenQ andC. The kth

element ofW is defined aswk = (i, j)k. Therefore,W = w1, w2, ..., wk, ..., wK , where

max(m,n) ≤ K ≤ m+ n− 1.

The dynamic time warping technique finds the warping pathW which minimizes the

warping cost shown in (4.3):

DTW (Q,C) = min(

√

√

√

√

K
∑

k=1

wk/K) (4.3)

In the meantime, the warping pathW needs to satisfy the following constraints:

1. Boundary Conditions:w1 = (1, 1) andwk = (m,n). This means the warping path

needs to start and finish in diagonally opposite corner cellsof the matrix.

2. Continuity: Givenwk = (a, b), thenwk−1 = (a′, b′), wherea−a′ ≤ 1 andb−b′ ≤ 1.

This restricts the allowable steps in the warping path to adjacent cells.

3. Monotonicity: Givenwk = (a, b), thenwk−1 = (a′, b′), wherea′ − a ≤ 0 and

b′ − b ≤ 0. This forces the points inW to be monotonically spaced in time.

According to the above discussion, the dynamic time warpingtechnique can be for-

mulated as a constrained optimization problem. The optimalpathW can be found via

dynamic programming. To solve this problem, the following recurrence is evaluated in the

dynamic programming algorithm:
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r(i, j) = d(qi, cj) +min{r(i− 1, j − 1), r(i− 1, j), r(i, j − 1)} (4.4)

wherer(i, j) denotes the cumulative distance at the current recursion.

4.4.2.3 Support Vector Machine Classifier for Power Plant Model Diagnosis

Based on the two key features extracted above, a two-dimensional feature space is es-

tablished for the classifier training. The proposed distance functionsD1(·) andD2(·) serve

as the quantification metrics for the two dimensions of the feature space. A support vec-

tor machine classifier is trained to classify the two different power plant model problems.

The classifier training process is briefly described as follows. Details of the support vector

machine technique can be found in [47].

Let ( ~x1, y1), ..., ( ~xn, yn) denotes the training data set for the classifier. Theith training

data point,(~xi, yi), is the labeled data point obtained from theith PPMV training case.

yi = 1 if the turbine governor model is missing from the original model of theith PPMV

case;yi = −1 if the machine damping parameter is incorrect for theith PPMV case. The

2 × 1 vector ~xi = [D1(P
PMU
i , P Simu

i ), D2(P
PMU
i , P Simu

i )]T , whereP PMU
i andP Simu

i

denote the PMU and simulated real power curves for theith PPMV case, respectively.

The above definition projects all the training PPMV cases to the two-dimensional feature

space.

In this two-dimensional feature space, the support vector machine classifier is trained

through solving the following optimization problem:

min ||~ω||2

s.t. yi(~ω · ~xi − b) ≥ 1, for i = 1, ..., n

(4.5)
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where~ω is a1× 2 vector;b is a real value;||~ω||2 denotes the 2-norm of~ω; the hyperplane

determined by~ω · ~x − b = 0 is the separating hyperplane for the two types of modeling

problems. The~ω andb obtained by solving (4.5) determine the following support vector

machine classifier:~x 7→sgn(~ω · ~x− b), wheresgn(·) denotes the sign function.

Following the above process, a trained linear classifier canbe obtained to diagnosis

two types of power plant model problems: 1) the missing turbine governor model problem;

and 2) the wrong machine damping parameter problem. The trained classifier can then be

applied to determine the underlying model problems for the unlabeled PPMV cases.

4.4.3 Case Study

The proposed solution approach is tested using simulated PPMV cases generated from

the Western System Coordinating Council (WSCC) 9-bus-system. Figure 4.10 shows the

one-line diagram of the test system.

Figure 4.10: One-line diagram of the test system.

In the original system, each power plant model contains a synchronous machine model,

an exciter model, and a turbine governor model. In order to simulate the scenarios induced

by incorrect power plant models, the power plant model at Bus2 is modified to simulate
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Figure 4.11: Real power generation at bus 2 (with correct power plant model).
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Figure 4.12: Real power generation at bus 2 (without turbinegovernor model).

two different model parameter/structure errors: 1) missing turbine governor model, where

the turbine governor model is removed from the original power plant model; 2) wrong ma-

chine damping parameter, where the machine damping parameter is tuned to an incorrect

value. Figure 4.11, Figure 4.12, and Figure 4.13 show the real power generation curves

at bus 2 during various system events, when the correct powerplant model, the incor-

rect power plant model without the turbine governor model, and the incorrect power plant
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Figure 4.13: Real power generation at bus 2 (with wrong machine damping parameter).

model with wrong machine damping parameter are applied, respectively. By comparing

Figure 4.11 and Figure 4.12, it is clear that, when the turbine governor is missing from the

original power plant model, the post-event steady-state values of responses during differ-

ent events return to their pre-event steady-state values, indicating the underlying problem

with the turbine governor model. By comparing Figure 4.11 and Figure 4.13, it is clear

that there are significant dynamic pattern mismatches between the curves in Figure 4.11

and the curves in Figure 4.13.

In this case study, the following two critical features are extracted for this study: 1)

post-event steady-state error; 2) the dynamic pattern mismatch. These features are ex-

tracted using methods described in the previous section.

Figure 4.14 shows the steady-state mismatch values for the real power generations

during different events, when different model errors are applied. The green bars indicate

the steady-state mismatch values of the power plant model without the turbine governor,

and the blue bars indicate the steady-state mismatch valuesof power plant model with the

wrong machine damping parameter.

Figure 4.15 shows the dynamic time warping values for the real power generations
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during different events, when different model errors are applied. The green bars indicate

the dynamic time warping values of the power plant model without the turbine governor,

and the blue bars indicate the dynamic time warping values ofpower plant model with the

wrong machine damping parameter.

It is clear from Figure 4.14 and Figure 4.15 that, when the turbine governor model

is missing from the power plant model, the steady state mismatches of the real power

outputs tend to be more significant; when the wrong machine damping parameter is set for

the power plant model, the dynamic pattern mismatches (quantified by the dynamic time

warping values) of the real power outputs tend to be more significant.

The trained classifier and the diagnosis result for the test case is shown in Figure 4.16.

The similarity metrics are calculated according to the approaches in the previous section.

Within the feature space established using the above two critical features, the two different

modeling errors can be classified effectively. The correct model diagnosis information for
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Figure 4.14: Steady state mismatch values for real power generations during different
events, when different model errors are applied (the first 5 bars (in green) are steady state
mismatch values of the power plant model without turbine governor, the last 5 bars (in
blue) are steady state mismatch values of power plant model with wrong machine damping
parameter).
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test PPMV case can be generated after the classification.

Figure 4.16: The trained classifier and the diagnosis resultfor the test PPMV case.
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4.5 Section Conclusion

In this section, a batch power plant model validation software tool is presented. This

tool aims at automatically performing the model validation(without calibration) for multi-

ple power plants using a single disturbance event. Built upon this software tool, a feature-

based diagnosis framework is proposed for automating the entire process of PMU-based

PPMV. It mimics the human engineering judgement process viaa supervised learning en-

gine. This proposed approach could serve as a screening toolfor the PPMV engineering

judgement process, which could help automate the entire PPMV application.

Future work will include extending the proposed power plantmodel diagnosis frame-

work to other types of power plant model problems. More mismatch features will be

extracted; comprehensive similarity metrics (distance functions) will be proposed for dif-

ferent types of model problems; various classification techniques will be applied in order

to obtain better classifiers.
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5. PHYSICS-BASED POST EVENT ANALYSIS FOR WIND FARM SUB

SYNCHRONOUS OSCILLATIONS∗

5.1 Motivation

In recent decades, increasing amounts of wind farms have been integrated into power

systems around the world, helping relieve both energy and environmental concerns, while

bringing challenging operational issues to system operators at the same time [48]. One

of the recently-discovered system instability phenomena is the sub-synchronous oscilla-

tion (SSO) induced by wind farm integration. In October 2009, the Electric Reliability

Council of Texas (ERCOT) reported a SSO event in their wind-integrated system [49].

The oscillation was triggered by a single line-to-ground fault, and eventually caused un-

stable power and voltage oscillation in the nearby area. During the past few years, similar

wind-induced SSO events have also been observed repeatedlyin other wind-integrated

systems including Oklahoma Gas and Electric Company (OG&E)in 2011 [50] and China

Jibei Power Grid in 2013 and 2014 [51]. Different from SSO incidents in ERCOT sys-

tem, the events discovered in OG&E and China Jibei Power Gridwere not triggered by

large disturbances in nearby transmission network. Motivated by this phenomenon, this

section tend to analyze wind farm SSO from small-signal-stability point of view, instead

of transient stability issues. A recent publication [52] provides detailed modal analysis

as well as electro-magnetic simulations to SSO events in China Jibei Power Grid. This

section further studies the impact of wind farm spatial distribution on SSO events through

applying quantitative sensitivity analysis and parameteradjustment verification to a multi-

∗This section is in part a reprint with permission from Meng Wu, Le Xie, Lin Cheng, and Rongfu Sun
of the material in the paper: “A Study on The Impact of Wind Farm Spatial Distribution on Power System
Sub-Synchronous Oscillations”, inIEEE Transactions on Power Systems, vol. 31, no. 3, pp. 2154-2162,
May 2016 [3]. Copyright 2016 IEEE, and in part a reprint with permission from Meng Wu and Le Xie of
the material in the paper: “Calculating Steady-State Operating Conditions for DFIG-Based Wind Turbines”,
in IEEE Transactions on Sustainable Energy(accepted, to appear) [4]. Copyright 2017 IEEE.
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wind-farm model derived from a practical wind-integrated system.

Significant progress has been made in the analysis and mitigation of wind-induced

SSO. Several key issues on wind-induced SSO have been investigated. Fundamentally,

the nature of these SSO incidents observed in wind-integrated systems are similar to the

induction generator effect discussed in SSOs related to conventional power plants. These

SSOs are caused by the resonance coupling between electrical and magnetic parts of the

generator circuits and series-compensated transmission lines. Anderson et. al [53] sum-

marizes theoretical framework and systematical analysis for this kind of electro-magnetic

resonance in the context ofsynchronous generators. However, recent studies reveal that

the integration of wind farms have introduced new challenges to the analysis and control

of this problem: a) among various types of wind turbines, doubly-fed-induction-generator

(DFIG)-based wind turbines are the most vulnerable to SSO, and the converter controllers

of DFIG are highly participated in the SSO mode [54]; b) the frequency of wind-induced

SSO depends closely on DFIG controller parameters, and therefore has a wide range,

which increases the difficulty of controller design and parameter tuning [55]; c) in a given

transmission network, wind farm consists of many spatially-distributed wind turbines,

which requires multi-machine modeling and analysis in the view of SSO. Possible con-

trol strategies to mitigate SSO using existing DFIG and FACTS controllers in the system

have been proposed, and control signal selections have beendiscussed for wind-induced

SSO mitigation [56–58].

Given the increasing presence of distributed wind power in the grid, there is an in-

creasing concern to fundamentally investigate the cause and counter-measure of such SSO.

While a large body of literature exists for the issue of conventional synchronous generator-

induced SSO, the phenomena described in this section differin the following sense: (1)

there is a cluster of spatially distributed asynchronous wind generators, and (2) the oper-

ating condition (e.g. wind speed) is inherently stochastic. In recent study of wind-induced
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SSO, most of the research has been focusing on single-machine-infinite-bus or purely

simulation-based study. This section aims at filling the gapof providing rigorous analyti-

cal study on the wind farm spatial distribution’s impact on SSO.

Motivated by the above gap between current research progress and industrial expec-

tations, this section studies the impact of wind farm spatial distribution on wind-induced

SSO using a multi-machine wind farm model derived from a practical wind-integrated

power system. Eigenvalue sensitivity with respect to system parameters as well as op-

erating conditions is performed to explore SSO in a multi-wind-farm environment, the

coupling of wind turbines with identical and different parameter settings on the studied

SSO modes is investigated.

The rest of the section is organized as follows. Section II describes the system mod-

eling techniques adopted in this section; Section III proposes an initialization technique

for obtaining the steady-state operating condition of DFIG-based wind turbines; Section

IV presents the parameter sensitivity analysis for studying the impact of wind farm spatial

distribution on system SSO; Section V shows the case study results and corresponding

analysis regarding the relationship between wind turbine parameters and system SSO be-

havior in a multi-wind-farm environment; Section VI presents the concluding remarks.

5.2 Modeling of Multi-Wind-Farm-Integrated Systems for SSO Studies

Studies discussed in this section are based on the system structure shown in Figure 5.1.

In the proposed multi-machine system structure, wind turbines with the same param-

eters and nearby physical locations are grouped together and represented by an integrated

model of DFIG-based wind farm. Multiple wind farm models with different parameters

are connected to the bulk power system through certain network dynamic model. Since

studies presented in this section focus on the SSO problem caused by wind farm inte-

gration, which has been shown to be related to series compensation of transmission lines
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Figure 5.1: Overall structure of system model [3].

close to the wind farms [54], remote bulk power systems are modeled by infinite buses, and

therefore no dynamics are considered. The above system structure is suitable for study-

ing the impact of wind farm spatial distribution on SSO problem, without introducing too

much computational complexity.

It should be noted that model of wind turbines could be of different level of details.

However, in this section, components that are essential forthe purpose of SSO analysis and

control are selected to be modeled in detail. Discussions regarding essential models for

wind farm SSO analysis can be found in [56,59–61]. In order tocheck the model fidelity of

wind turbines, online damping estimation methods proposedin recent publications [62–

67] could be used for the purpose of comparing damping ratiosbetween practical wind

turbines and their models, once the maturity of online damping estimation methods is

suitable for practical applications.

5.2.1 Modeling of DFIG-Based Wind Farm

For each integrated DFIG-based wind turbine model, wind turbine model described

in [59] is adopted. Figure 5.2 shows the overall structure ofa DFIG-based wind turbine

with grid integration. Four dynamical subsystems are modeled:
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Figure 5.2: Structure of DFIG-based wind turbine with grid integration [3].

5.2.1.1 Wind Turbine Mechanical Shaft Model

The multi-mass wind turbine mechanical shaft model is adopted in this section. Its

dynamics forith mass can be represented by the ODEs shown in (5.1) [68]:























































δ̇i = ∆ωi = ωi − ω∗
i

Ji
˙∆ωi =τi +Ki,i+1(δi+1 − δi)

−Ki,i−1(δi − δi−1)

+Di,i+1(∆ωi+1 −∆ωi)

−Di,i−1(∆ωi −∆ωi−1)−Di∆ωi

(5.1)

whereω∗
i = ω∗

r

νi(pole/2)
, νi =

ωrate
g

ωrate
i

.
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5.2.1.2 DFIG Electro-magnetic Model

The DFIG electro-magnetic dynamics can be represented by the 4th order dynamic

model shown in (5.2) [69]:


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




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vds
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
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








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(5.2)

where

Mgen(ωr) =


















−rs − ω
ωb
Xss 0 − ω

ωb
Xm

ω
ωb
Xss −rs

ω
ωb
Xm 0

0 −ω−ωr

ωb
Xm −rr −ω−ωr

ωb
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
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(5.3)

Ngen =


















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











(5.4)

In (5.2)-(5.4), full-order dynamics for DFIG stator and rotor are modeled under syn-

chronous reference frame. The DFIG is assumed to operate in three-phase balanced con-

dition.
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5.2.1.3 DFIG Converter Controller Model

In general, DFIG converter controllers can be represented using (5.5):











˙xctrl = Actrlxctrl +Bctrluctrl

yctrl = Cctrlxctrl +Dctrluctrl

(5.5)

The converter controller model shown in (5.5) usually applies d-q decoupled control

to regulate DFIG power/torque and currents [68].uctrl, yctrl are typically electrical vari-

ables of the DFIG-based wind turbine, andActrl, Bctrl, Cctrl, Dctrl are determined by the

structure of the PI control loops.

5.2.2 DFIG DC-Link Model

DFIG DC-link dynamics can be represented by the ODE shown in (5.6) [56]:

Cdcvdc ˙vdc = Prsc − Pgsc − P converter
loss (5.6)

where






















Prsc = vqriqr + vdridr

Pgsc = vqsiqg + vdsidg

P converter
loss = i2qgRg + i2dgRg

(5.7)

Equations (5.6) and (5.7) describe the dynamics of real power delivery through DFIG

rotor and back-to-back converters. It should be noted that DFIG reactive power delivery

through rotor and converters,Qg, is usually regulated by DFIG converter controllers. In

most situations,Qref
g is set to be close to zero. The algebraic equation shown in (5.8)

represents steady-state relationship for DFIG reactive power delivery through rotor and

converters:

Qref
g = Qg (5.8)
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whereQg = vqsidg − vdsiqg.

5.2.3 DFIG-based Wind Turbine Grid Integration Model

The algebraic equations shown in (5.9) represent the steady-state bus current injec-

tion relationship when a DFIG-based wind turbine is connected with certain transmission

system:










iql = iqs + iqg

idl = ids + idg

(5.9)

Based on (5.9), the overall dynamic model for DFIG-based wind turbine with grid

integration can be represented by (5.1)-(5.9). This model is adopted in the rest of the

section to calculate the steady-state operating conditions of DFIG-based wind turbines.

5.2.4 Modeling of Dynamic Network System

In this section, dynamic network system consisting resistors, inductors and capacitors

is modeled under synchronous reference frame, inductor currents and capacitor voltages

are treated as state variables. It should be emphasized thatthere are two types of networks

which need to be considered separately: the non-degeneratenetwork and degenerate net-

work. A network is said to be degenerate if [53] (1) it contains a circuit (loop) composed

only of capacitors and/or independent or dependent voltagesources; (2) it contains a cut

set composed only of inductors and/or independent or dependent current sources. For de-

generate network, not all the capacitor voltages and inductor currents are independent, and

therefore, those dependent ones cannot be considered to be state variables. In this section,

the following procedures are taken to build general dynamicnetwork model:

Step B.1: classify all system components into four types: voltage source (wind farms

and remote systems), resistors (transmission line resistance), capacitors (series and shunt

capacitors, etc.), and inductors (transmission line inductance, shunt inductors, etc.).

Step B.2: merge all parallel-connected components of the same type into one integrated
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component.

Step B.3: create super bus: if a bus is connected with more than three integrated

component, identify it as a super bus.

Step B.4: create super component: merge all series-connected integrated components

of the same type between two super buses into one super component.

Step B.5: identify dependent capacitors: check each loop inthe system, if there exists

a loop containing only super capacitors and super voltage sources, then identify one of the

grounded super capacitors as dependent capacitor, if thereis no grounded super capacitors

presented, identify the capacitor with smallest susceptance as dependent capacitor.

Step B.6: identify dependent inductors: check each cut set in the system, if there

exists a cut set containing only super inductors, then identify one of the grounded super

inductors as dependent inductor, if there is no grounded super inductors presented, identify

the inductor with smallest susceptance as dependent inductor.

Step B.7: build network model: terminal voltages of super voltage sources are con-

sidered as inputs of the network. For each independent inductor/capacitor, the inductor

current/capacitor voltage under synchronous reference frame are considered to be state

variables. The dynamics of independent inductor/capacitor is represented by the follow-

ing equations:










ωLii
d
Li

+ Li
˙iqLi
= vqLi

−ωLii
q
Li

+ Li
˙idLi
= vdLi

(5.10)











ωCjv
d
Cj

+ Cj
˙vqCj

= iqCj

−ωCjv
q
Cj

+ Cj
˙vdCj

= idCj

(5.11)

The currents/voltages of dependent inductors/capacitorsas well as resistors can be repre-

sented by network inputs and state variables through Kirchhoff’s law.

Through the above procedures, the following model for general network dynamic sys-

80



tem can be obtained:

˙xnt = Antxnt +Bntunt (5.12)

wherexnt = [iqL1
, idL1

, · · · , iqLs
, idLs

, vqC1
, vdC1

, · · · , vqCt
, vdCt

]T denotes the state variables for

the network system,unt = [v1qs, v
1
ds, · · · , v

n
qs, v

n
ds, v

1
qinf , v

1
dinf , · · · , v

m
qinf , v

m
dinf ]

T denotes

the inputs for the network system,s, t,m, n denotes the total number of inductors, capac-

itors, remote power systems, and wind farms modeled in the study system, respectively;

Ant andBnt denotes the state matrix and input matrix of network system,respectively.

Figure 5.3: System input/output relationship [3].

5.2.5 System Integration and Initialization

According to the previous discussions, the input/output relationship of the entire sys-

tem can be represented by Figure 5.3. Wind farm models and network model are inter-

connected through DFIG stator voltages. The entire system model can be described by the

following nonlinear ODEs:

˙xall = fall(xall, uall, pall) (5.13)
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wherexall = [x1
wf , · · · , x

n
wf , xnt]

T denotes system state variables;pall = [p1wf , · · · , p
n
wf , pnt]

T

denotes system parameters;uall = [P 1
e , ω

1
r , · · · , P

n
e , ω

n
r , v

1
qinf , v

1
dinf , · · · , v

m
qinf , v

m
dinf ]

T de-

notes system inputs.

In order to perform small signal analysis, steady-state operating point of the system

under certain operating condition should be obtained through model initialization. In this

section, the wind farm model and multi-machine network model are initialized separately

using system power flow solutions.

5.2.5.1 Initialization of Network Model

Dynamic network model is initialized through the followingsteps:

Step C.1: build power flow model for the multi-machine network according to its dy-

namic model. Each wind farm is modeled as PQ bus with positivereal and reactive power

injection to the network. One infinite bus is modeled as slackbus, the other infinite buses

are modeled as PV bus with negative real and reactive power injection to the network.

Step C.2: solve power flow problem for the network and obtain steady-state voltages

for all wind farms and infinite buses. Calculate the corresponding voltages on q and d

axes.

Step C.3: obtain steady-state operating points of the network system by solving (5.12)

with ˙xnt = 0.

Through the above procedures, initial conditions for network state variables can be ob-

tained directly from power flow solution of the corresponding steady-state network model.

5.3 Initialization of The DFIG-Based Wind Turbine Model

Initialization of DFIG-based wind farm model has been discussed in recent litera-

ture [70–72], while agreement on the most appropriate approach has not been reached.

This section proposes an analytical approach to calculate the initial steady-state operating

conditions for DFIG-based wind turbines, after valid powerflow solutions are obtained.
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The key idea stems from formulating the original problem using a set of linear-quadratic

equations, which makes the problem analytically solvable.Advantages of the proposed

method over previous direct initialization methods can be summarized as follows: (1) an-

alytical formulation and closed-form solution to the initialization problem are provided,

which can be easily implemented in commercial software for power system transient sim-

ulation; (2) a full-order dynamic model under d-q referenceframe is adopted as repre-

sentation for DFIG system; (3) loss of DFIG back-to-back converter is considered; (4)

DFIG dq-reference frame can be of arbitrary direction, i.e.vds = |~vs| andvqs = 0 are not

assumed; (5) nonzero reactive power delivery through DFIG grid-side converter can be

supported; (6) model re-initialization can be performed freely at any time, and initializa-

tion for wind turbine operations below rated output can be well supported. The proposed

method takes advantage of the relationship among wind speed, electrical power output,

and DFIG rotor speed, which can be obtained through either field tests or designed control

logics.

5.3.1 Formulation of the Initialization Problem for DFIG-b ased Wind Turbines

In order to obtain steady-state operating conditions for DFIG-based wind turbines, all

the time-derivative terms in the dynamic models shown in (5.1)-(5.5) need to be set to

zero, that is, the DFIG-based wind turbine needs to operate at steady state. The algebraic

equations shown in (5.14)-(5.24) represent the steady-state relationship for the model ini-

tialization process.

τi =−Ki,i+1(δi+1 − δi) +Ki,i−1(δi − δi−1)

−Di,i+1(∆ωi+1 −∆ωi)

+Di,i−1(∆ωi −∆ωi−1) +Di∆ωi

(5.14)

∆ωi = ωi − ω∗
i = 0 (5.15)
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vqs = −rsiqs −
ω

ωb

Xssids −
ω

ωb

Xmidr (5.16)

vds =
ω

ωb
Xssiqs − rsids +

ω

ωb
Xmiqr (5.17)

vqr = −
ω − ωr

ωb

Xmids − rriqr −
ω − ωr

ωb

Xrridr (5.18)

vdr =
ω − ωr

ωb
Xmiqs +

ω − ωr

ωb
Xrriqr − rridr (5.19)

−vqsiqg − vdsidg + vqriqr + vdridr = i2qgRg + i2dgRg (5.20)

Qref
g = vqsidg − vdsiqg (5.21)

Actrlxctrl +Bctrluctrl = 0 (5.22)

iql = iqs + iqg (5.23)

idl = ids + idg (5.24)

In (5.14)-(5.24), the steady-state mechanical shaft modelis represented by (5.14)-(5.15),

the steady-state DFIG model is represented by (5.16)-(5.19), the steady-state dc-link model

is represented by (5.20)-(5.21), the steady-state converter controller model is represented

by (5.22), and the steady-state grid integration relationship for DFIG-based wind turbine

is represented by (5.23)-(5.24).

The steady state calculation problem for DFIG-based wind turbines can be formulated

as solving the algebraic equations shown in (5.14)-(5.24),and obtaining steady-state val-

ues for all the state variables involved in the wind turbine dynamic model. In the following

section, detailed discussions on known and unknown variables in (5.14)-(5.24) as well as

analytical solutions to this problem are presented.
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5.3.2 Calculating Steady State Operating Conditions for DFIG-based Wind Tur-

bines

In order to solve the initialization problem formulated in the previous section, known

variables (system inputs) and unknown variables in (5.14)-(5.24) should be identified. In

this section, the following assumptions are made on the known variables:

Assumption 1. There exists a valid power flow solution for the studied system before the

steady state calculations. Steady-state bus voltage phasor ~vs and current injection phasor

~il of the studied DFIG-based wind turbine can be obtained from the power flow analysis.

Based on the above assumption, when DFIG is modeled under synchronous reference

frame, its stator voltage and terminal current on q and d axescan be derived from~vs and~il.

Therefore,vqs, vds, iql, andidl can be considered as known variables for the initialization

problem.

Assumption 2. DFIG steady-state rotor speedω∗
r has a one-to-one mapping with wind

speed, and the value ofω∗
r(vwind) can be obtained under any wind speed condition, that

is,ω∗
r is a known variable for the initialization problem.

This assumption requires the rotor speed-wind speed curveω∗
r(vwind) should be known

and stored prior to the steady state calculations. In practical applications, this curve can be

obtained using field test data or supervisory control objectives. It should be emphasized

that generatingω∗
r(vwind) curve via supervisory control objectives is practically applicable

for various types of wind turbine control systems. Key parameters for calculating the

ω∗
r(vwind) relationship can be obtained through vendors of the wind turbines. Detailed

discussion on wind turbine control systems can be found in [68]. An example for obtaining

the steady-state reference signals forω∗
r and the blade pitch angle of a series of General

Electric (GE) wind turbines can be found in [73].
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Based upon the above assumptions on known variables (vqs, vds, iql, idl, ω∗
r ) for the

steady state calculation problem, the following sections present details of the proposed

direct initialization approach.

5.3.2.1 Steady-State Operating Conditions of Mechanical Shaft Model

According to the steady-state relationship of mechanical shaft model shown in (5.14)-

(5.15), the steady-state condition for state variableωr can be represented as (5.25):











ωi = ω∗
i

ωr = ω∗
r

(5.25)

It should be noted that under steady-state condition,τi = −Ki,i+1(δi+1 − δi).

It is clear from the above discussions that calculating steady-stateωr involves no

knowledge on state variables of DFIG, DC-link or converter controller model. Once

steady-stateωr is obtained, it can be considered as a known input variable for the steady-

state analysis of the other three models.

5.3.2.2 Steady-State Operating Conditions of DFIG Model and DC-link Model

The DFIG and DC-link models together form a nonlinear dynamical system. Its

steady-state relationship is represented in (5.16)-(5.21), (5.23)-(5.24). Sincevqs, vqs, iql, idl

are assumed to be known, andωr is considered as known input from the steady-state anal-

ysis of mechanical shaft model, the following 8 unknown variables need to be determined:

vqr, vdr, iqr, idr, ids, iqs, iqg, idg. In order to obtain these unknowns, nonlinear equations

(5.16)-(5.21), (5.23)-(5.24) need to be solved. Since the total number of equations match

with the total number of unknowns, this problem is fully determined.

Theorem 1. The steady state calculation problem for DFIG model and DC-link model has

at most one solution. If the solution exists, analytical formats of all the 8 unknowns are
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available.

Proof. It can be concluded that in the 8 equations shown in (5.16)-(5.21), (5.23)-(5.24),

Equations (5.16)-(5.19), (5.21), (5.23)-(5.24) represent linear relationship among the 8

unknowns, while Equation (5.20) represents nonlinear (quadratic) relationship among the

8 knowns. Therefore, these equations can be grouped as (5.26) and (5.27):

A

































x1

...

xi−1

xi+1

...

x8

































= bxi (5.26)

f([x1, · · · , xi−1, xi+1, · · · , x8], xi) = 0 (5.27)

where (5.26) represents linear relationship shown in (5.16)-(5.19), (5.21), (5.23)-(5.24),

and (5.27) represents nonlinear relationship shown in (5.20).

xi denotes an arbitrary unknown variable selected from the 8 unknowns,i is an integer

satisfying1≤i≤8, [x1, · · · , xi−1, xi+1, · · · , x8]
T denotes the vector of unknown variables

except forxi. A denotes the parameter matrix for vector[x1, · · · , xi−1, xi+1, · · · , x8]
T , b

denotes the parameter vector for unknown variablexi.

87



According to the linear relationship of (5.26), Equation (5.28) can be obtained:






























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x1

...

xi−1

xi+1

...

x8

































= A−1bxi (5.28)

Therefore, the nonlinear relationship of (5.27) can be re-written as (5.29):

f([A−1bxi]
T , xi) = 0 (5.29)

Since (5.27) is a quadratic function of the 8 unknowns, it canbe concluded that (5.29)

represents a quadratic function of single unknown variablexi. The number of solutions to

(5.29) lies within the following three situations:

a) There is 0 solution to (5.29): in this situation, solutionto xi does not exist. There-

fore, according to (5.28), solutions to[x1, · · · , xi−1, xi+1, · · · , x8]
T do not exist either. The

original problem has no solution.

b) There are 2 different solutions to (5.29): in this situation, there exists two different

solutions tox, which correspond to two distinguished equilibrium pointsof the DFIG/DC-

link model. However, the following paragraph shows at leastone of the two equilibrium

points is unstable.

If iqg is selected to be the single unknown variablexi, (5.29) can be represented as

(5.30):

ai2qg + biqg + c = 0 (5.30)
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If within a small neighborhood of an equilibrium point, the system inputiql is perturbed

along the trajectory shown in (5.31):

˙iql = ˙iqs + (ai2qg + biqg + c) (5.31)

Then according to (5.23), within a small neighborhood of an equilibrium point,iqg is

perturbed along the trajectory shown in (5.32):

˙iqg = ai2qg + biqg + c (5.32)

Whena < 0, Figure 5.4 represents the vector field for (5.32) along the direction ofiqg:

Figure 5.4: Vector field for (5.32) along the direction ofiqg [4].

It can be concluded from Figure 5.4 that, when system inputiql is perturbed along

the trajectory of (5.31), within the small neighborhood of equilibrium point I1, iqg will
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leave its steady-state valueI1 with a local velocity ˙iqg. According to the system algebraic

relationship, state variables of the system will also leavetheir steady-state values. There-

fore, within the small neighborhood ofI1, there exists a certain kind of small perturbation

which will drive the system away from the neighborhood ofI1. This indicates thatI1 is an

unstable equilibrium point of the system.

Whena > 0, similar idea can be applied andI2 can be shown to be unstable. Therefore,

there is at most one stable equilibrium point in the system, and there is at most one valid

solution to the original problem, which corresponds to the stable equilibrium point.

c) There is 1 solution to (5.29): in this situation, there exists a unique solution tox,

which corresponds to an equilibrium point of the DFIG/DC-link model. Since there is

a bifurcation happening in this situation (the total numberof equilibrium points in the

system is changing from 0 to 1 to 2), the system itself is structurally unstable, that is,

a small perturbation in system parameter or input would affect dynamic behavior of the

system [74]. Since it is not meaningful to start simulation or eigenvalue analysis from a

structurally unstable system, this unique solution is not valid for the original problem.

Therefore, there is at most one valid solutionx to the original problem, whosexi can be

obtained analytically by solving (5.29). Analytical formats of the remaining 7 unknowns

[x1, · · · , xi−1, xi+1, · · · , x8]
T can be determined through (5.28).

The above theorem and proof demonstrate an approach to calculate steady-state op-

erating conditions for DFIG-based wind turbines in an analytical way. For the purpose

of implementation, this approach can be realized by selecting iqg as unknown variable

xi. The derivations shown in (5.33)-(5.41) represent the procedure of obtaining analytical

solutions to the 8 unknowns:
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From (5.21),idg can be expressed as (5.33):

idg =
vds
vqs

iqg +
Qref

g

vqs
(5.33)

Substitute (5.33) into (5.23) and (5.24):

iqs = iql − iqg (5.34)

ids = idl −
vds
vqs

iqg −
Qref

g

vqs
(5.35)

Substitute (5.34) and (5.35) into (5.16) and (5.17):

idr = (
ωbrs
ωXm

+
Xssvds
Xmvqs

)iqg

+ (
Qref

g Xss

Xmvqs
−

ωb

ωXm

vqs −
ωbrs
ωXm

iql −
Xss

Xm

idl)

= a1iqg + b1

(5.36)

iqr = (
Xss

Xm

−
ωbrsvds
ωXmvqs

)iqg

+ (
ωb

ωXm
vds −

Xss

Xm
iql +

ωbrs
ωXm

idl −
Qref

g ωbrs

ωXmvqs
)

= a2iqg + b2

(5.37)

Substitute (5.34)-(5.37) into (5.18) and (5.19):

vqr = (
(ω − ωr)Xmvds

ωbvqs
− a2rr −

(ω − ωr)Xrra1
ωb

)iqg

+ (
(ω − ωr)Q

ref
g Xm

ωbvqs
−

ω − ωr

ωb
Xmidl − b2rr

−
(ω − ωr)Xrrb1

ωb
)

= a3iqg + b3

(5.38)
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vdr = (
(ω − ωr)Xrra2

ωb
−

(ω − ωr)Xm

ωb
− rra1)iqg

+ (
(ω − ωr)Xrrb2

ωb
+

(ω − ωr)Xm

ωb
iql − rrb1)

= a4iqg + b4

(5.39)

Substitute (5.33), (5.36) - (5.39) into (5.20):

a5i
2
qg + b5iqg + c5 = 0 (5.40)

where:

a5 =a2a3 + a1a4 −Rg −Rg
v2ds
v2qs

b5 =− vqs −
v2ds
vqs

+ a3b2 + a2b3 + a4b1

+ a1b4 −Rg

2Qref
g vds

v2qs

c5 =(−
Qref

g vds

vqs
+ b2b3 + b1b4 −

RgQ
ref
g

2

v2qs
)

Through solving (5.40), analytical solution of unknown variable iqg can be obtained

using (5.41):



















i(1)qg =
−b5 −

√

b25 − 4a5c5
2a5

i(2)qg =
−b5 +

√

b25 − 4a5c5
2a5

(5.41)

Substituting (5.41) into (5.33)-(5.39), two set of solutions for the other 7 unknown

variables can be obtained accordingly. Whena5 < 0, the unique candidate for the valid

steady-state operating conditions corresponds toi
(2)
qg . Whena5 > 0, the unique candidate

for the valid steady-state operating conditions corresponds toi(1)qg .
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5.3.2.3 Steady-State Operating Conditions of Converter Controller Model

It is obvious that at steady state, all the state variables ofconverter controller should

match their reference values. Therefore, the steady-stateresults shown in (5.42) can be

obtained:

xctrl = xref
ctrl (5.42)

wherexref
ctrl denotes the reference values for controller state variables. Different sets of ref-

erence values can be specified in order to study wind turbine performance under different

steady-state operating conditions.

For wind turbines with complex nonlinear control structures, the steady-state operating

conditions of the nonlinear control elements (such as the saturation, hysteresis, and relays)

can be obtained through standard initialization techniques for generator controllers. It

should be noted that these nonlinear control elements are standard elements for not only

DFIG-based wind turbines but also other types of generators(such as synchronous gen-

erators that ware widely modeled in power system simulationtools). The initialization

problem for these nonlinear control structures can be solved using existing techniques,

and therefore is out of the scope of this section. In [73], onepossible realization of the

initialization technique for the nonlinear control structures of a series of GE wind turbines

is discussed. This realization can be generalized to obtaining the steady-state operating

conditions of various wind turbine control structures.

It should be noted that the proposed approach is not suitablefor initializing the wind

turbine generic models implemented in most commercial software for power system electro-

mechanical simulations. In the generic models developed bythe Western Electricity Co-

ordinating Council (WECC) Renewable Energy Modeling Task Force [75, 76], the de-

tailed DFIG electro-magnetic dynamic model is ignored and replaced by a simplified gen-

erator/converter model. The steady-state operating conditions of the simplified genera-
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tor/converter model can be obtained using existing initialization techniques for transient

simulation software, without applying the proposed approach.

5.4 Sensitivity-Based Analysis of Wind Farm Spatial Distribution Impact on System

SSO

The multi-machine model proposed in the previous section describes a wind farm with

different types of wind turbines at different physical locations. This structure indicates an

heterogeneous and spatially-distributed wind farm. It mayhave unique impact on system

SSO which cannot be fully revealed by single-machine or homogeneous wind farm mod-

els. Specifically, the coupling relationship among spatially-distributed wind turbines with

identical and different parameter settings may affect SSO behavior of the nearby system.

In order to explore the coupling relationship among wind turbines, quantitative eigenvalue

sensitivity analysis with respect to the parameters of eachwind turbine as well as oper-

ating conditions of the wind farm is performed based on the proposed heterogeneous and

spatially-distributed wind farm model. The following technique is adopted for the sensi-

tivity analysis:

Let A be ann×n matrix, and letλ be eigenvalues ofA with corresponding right

eigenvectorx and left eigenvectory. SupposeA is perturbed toAnew = A + δA, and

consequentlyλ is perturbed toλnew = λ+δλ. If ‖δA‖2 = ǫ is sufficiently small, then [77]

δλ =
yT (δA)x

yTx
+O(ǫ2) (5.43)

The above equation provides information on sensitivities of eigenvalues of matrixA

with respect to small perturbations in the matrix elements.For the analysis of wind farm

SSO,A is considered to be the linearized state matrix of dynamicalsystem described

by (5.13), which can be fully determined by system parameters and operating conditions

at a particular moment. Therefore, through perturbation ofwind turbine parameters and
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operating conditions, the eigenvalue sensitivities corresponding to the perturbed parameter

or operating condition can be obtained.

In order to study the coupling relationship among wind turbines with identical or dif-

ferent parameter settings, and explore its potential impact on system SSO, eigenvalue sen-

sitivities with respect to all the parameters for each turbine are computed under a particular

operating condition. If there exists a particular SSO mode,whose corresponding eigen-

value is highly sensitive to parameters of a group of wind turbines, then this group of

turbines are expected to have strong coupling relationshipon this SSO mode. If eigen-

value of certain SSO mode is highly sensitive to parameters of only one wind turbine, then

this turbine is expected to be weakly coupled with other turbines in the system.

5.5 Case Studies and Discussions

The above modeling and analysis techniques are applied to the following test systems

in order to study the impact of wind farm spatial distribution on system SSO.

5.5.1 Practical Two-Wind-Farm System Model

5.5.1.1 System Description

Figure 5.5: Structure of wind energy integration in China Jibei Power Grid [3].
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This part of study is conducted on a two-wind-farm system model developed from

practical wind-integrated power system in China Jibei Power Grid. Structure of the orig-

inal Jibei wind-integrated system is shown in Figure 5.5, where multiple wind farms are

connected to two remote bulk power systems through a tree-structured network with series

compensations on both 500kV transmission lines. However, if the system is modeled in de-

tail with all the wind farms taken into consideration, too much computational complexity

will be introduced due to increment of system dimension. In order to release computational

burden as well as study the impact of spatial distribution ofwind turbines with different

parameters, a model presented in Figure 5.6 is adopted for sensitivity study. In the pro-

posed model, all the wind turbines with the same parameters and nearby physical locations

are grouped together and represented by one integrated DFIGwind turbine model. Two

integrated wind farms are modeled with different parametersettings, and are connected to

two remote systems through transmission lines with different length. In the reduced model

shown in Figure 5.6, each wind farm model represents the integration of a certain number

of DFIG-based wind turbines of the same type (with exactly the same parameters), and dif-

ferent wind farm models have different wind generator parameters. Meanwhile, different

wind farm models also have different number of wind turbines. Besides, two remote power

systems are modeled in the proposed system structure. In power flow analysis, one of the

remote systems is modeled as slack bus, representing a remote generating area, the other

one is modeled as PV bus with negative real power injection tothe network, representing

a remote loading area, and the wind farms are modeled as PQ buses with positive power

injections to the network, representing wind-integrated generating area, which agree with

the typical operating condition settings in China Jibei Power Grid. In order to study the

impact of physical locations of compensation devices, the series capacitor and shunt ca-

pacitor/inductor are modeled at both low-voltage side and high-voltage side of the system.

Applying the proposed model in Figure 5.6, original multi-wind-farm model is reduced to
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a two-wind-farm model with integrated wind turbine parameters, while the tree structure

network is preserved. This approach keeps the model simple enough for implementation

and computation while still suitable for exploring the influence of wind farm spatial distri-

bution, wind turbine parameter difference, and compensation device physical location on

analysis and control results of wind-induced SSO.

Figure 5.6: Structure of proposed two-wind-farm system model [3].

The proposed modeling and aggregation approach is generalizable towards other wind-

integrated systems with radial connection structures. Through representing wind turbines

with different parameter settings via different aggregated models, this modeling approach

does not need to assume that all the wind turbines in the studied system have identical

parameter settings, which would benefit detailed SSO analysis for multi-machine wind

farms.

5.5.1.2 Parameter Sensitivity Analysis

Quantitative Parameter Sensitivity Analysis is conductedon the proposed two-wind-

farm model. The following operating condition is studied: system synchronous frequency

= 50 Hz; wind speed = 4 m/s; series compensation level on high-voltage side = 50 %;

series compensation level on low-voltage side = 60 %; shunt compensation rated reactive

power output on high-voltage side and low-voltage side = 0.1pu; wind farm power factor
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Table IX: Complex Eigenvalues and Natural Frequencies of Two-Wind-Farm System [3]

Complex Natural Complex Natural

Eigenvalue Frequency Eigenvalue Frequency

−150.56±10266i 1633.9 Hz −163.5±9626i 1532.0 Hz

−59.19±5817i 925.8 Hz −12.27±4601i 732.3 Hz

−12.14±5229i 832.2 Hz −83.03±5190i 826.0 Hz

−19.29±549.9i 87.5 Hz −11.60±541.6i 86.2 Hz

−11.77±536i 85.3 Hz −16.47±314.4i 50.0 Hz

−3.43±314.5i 50.1 Hz 0±314.2i 50.0 Hz

−18.64±78.8i 12.5 Hz 3.22±102.3i 16.3 Hz

−11.77±92.33i 14.7 Hz −5.65±89.31i 14.2 Hz

0.97±101.8i 16.2 Hz 0±6.29i 1.00 Hz

0±2.57i 0.41 Hz

= 0.98. Under this operating condition, 19 oscillation modes are found and listed in Table

IX, where 7 of them are within sub-synchronous frequency range. From Table IX, it can be

seen that the 16.3 Hz and 16.2 Hz oscillation modes are undamped with positive real parts

of the eigenvalues. Since their frequencies are within the frequency range of common wind

farm SSOs, this suggests that there could be potential SSO events in this system under the

studied operating condition.

Eigenvalue sensitivities corresponding to the 16.3 Hz and 16.2 Hz unstable oscillation

modes with respect to system parameters and inputs are presented in Figure 5.7 and Figure

5.8, respectively. It could be seen that the 16.3 Hz oscillation mode is highly sensitive to

parameters of DFIG subsystem of the first wind farm, converter controller subsystem of

the first wind farm, as well as network subsystem. Also, the 16.2 Hz oscillation mode

is highly sensitive to parameters of DFIG subsystem of the second wind farm, converter

controller subsystem of the second wind farm, as well as network subsystem. Furthermore,
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Figure 5.7: Eigenvalue sensitivities of two-wind-farm system (16.3 Hz mode) [3].

DFIG rotor speed, which has one-to-one relationship with wind speed, has a significant

impact on both oscillation modes. Parameters with the highest sensitivity lies in DFIG

converter controllers of the two wind farms. The shunt compensation is shown not to have

a significant influence on this oscillation mode compared with other network parameters.
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Figure 5.8: Eigenvalue sensitivities of two-wind-farm system (16.2 Hz mode) [3].

Although different parameters are assigned to the wind farms, SSO modes of the two wind

farms tend to be similar. Moreover, according to the sensitivity results, no SSO mode is

shown to have strong correlation with both wind farms, indicating weak coupling among

spatially-distributed wind turbines when they have different sets of parameters. On the
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other hand, network components located close to wind farms has higher impact on the

unstable oscillation modes compared with those located farfrom the wind farms.

The above sensitivity results are verified through a parameter adjustment process. The

converter controller gainsKIqr andKIdr of the first wind farm are both tuned from 0.002

to 0.001, and controller gainsKIqr andKIdr of the second wind farm are both tuned

from 0.02 to 0.01. Simulation and FFT results are presented in Figure 5.9 and Figure

5.10, which show that both unstable oscillations are effectively damped out after control.

It can be seen from Figure 5.9 and Figure 5.10, that although the coupling among wind

farms with different parameters tends to be weak on the studied SSO modes, the two wind

farm with different parameters still behave coherently in both un-damped and damped

SSO. These phenomena could be caused by the similar oscillation frequencies of the two

unstable SSO modes in the studied system. Although the parameters of the two wind

farms are different, under the same operating condition including wind speed condition,

the two unstable oscillation modes have very similar oscillation frequencies. Besides, it

has been shown in [56, 59] that the damping of SSO modes are highly related to wind

speed, which can be directly mapped to DFIG rotor speed, and it has been observed in

China Jibei Power Grid that the wind farm SSO tends to happen under particular wind

speed condition, therefore, it is reasonable when both windfarms experience the same

wind speed, the oscillation phenomena of both wind farms tend to behave coherently with

very similar oscillation frequencies and different oscillation magnitudes.

5.5.2 Practical Five-Wind-Farm System Model

In order to further study the coupling relationship among wind turbines with the same

or different parameters, the above two-wind-farm model is extended to a five-wind-farm

model with five integrated wind farm models connected to series-compensated transmis-

sion lines. Modal analysis is performed on the following twoscenarios: 1) the five wind
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Figure 5.9: Simulation and FFT results for two-wind-farm system before mitigation con-
trol [3].
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Figure 5.10: Simulation and FFT results for two-wind-farm system after mitigation control
[3].

farms have different parameters and number of wind turbines; 2) the five wind farms have

the same parameters and number of wind turbines. Under the above situations, eigenvalues

corresponding to the five unstable SSO modes are shown in Table X and Table XI, respec-

tively. The participation factors of wind farm state variables to the five unstable oscillation
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Table X: Unstable SSO Modes of Five-Wind-Farm Model with TheSame Wind Farm
Parameters [3]

Complex Natural Complex Natural

Eigenvalue Frequency Eigenvalue Frequency

10.67±100.78i 16.04 Hz 10.67±100.78i 16.04 Hz

10.67±100.78i 16.04 Hz 10.67±100.78i 16.04 Hz

10.67±100.78i 16.04 Hz

Table XI: Unstable SSO Modes of Five-Wind-Farm Model with Different Wind Farm
Parameters [3]

Complex Natural Complex Natural

Eigenvalue Frequency Eigenvalue Frequency

25.92±93.60i 14.90 Hz 51.64±82.02i 13.05 Hz

38.70±87.62 13.94 Hz 10.67±100.77i 16.04 Hz

12.88±98.03 15.60 Hz

modes are presented in Figure 5.11 and Figure 5.12, respectively.The modal analysis re-

sults are summarized as follows: i) in the test case where allthe wind farms have different

parameters, the five unstable oscillation modes have similar oscillation frequencies, each

mode is highly relevant to state variables of one wind farm; ii) in the test case where all the

wind farms have the same parameters, the five unstable oscillation modes have the same

oscillation frequencies, each mode is highly relevant to state variables of more than one

wind farm. This indicates that when the wind farms have different parameters, their cou-

pling on the studied sub-synchronous modes tends to be weak,while when the wind farm

have the same parameters, their coupling on the studied sub-synchronous modes tends to

be strong.

The summarizing observation suggests that, for wind turbines with identical set of pa-
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Figure 5.11: Participation factors of wind farm states to SSO modes when wind farms have
different parameters (for 5-wind-farm system).Note: in this figure, States 1-16 belong to
Wind Farm No. 1; States 2-32 belong to Wind Farm No. 2; States 32-48 belong to Wind
Farm No. 3, States 48-64 belong to Wind Farm No. 4, States 64-80 belong to Wind Farm
No. 5 [3].
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Figure 5.12: Participation factors of wind farm states to SSO modes when wind farms have
the same parameters (for 5-wind-farm system). Note: in thisfigure, States 1-16 belong to
Wind Farm No. 1; States 2-32 belong to Wind Farm No. 2; States 32-48 belong to Wind
Farm No. 3, States 48-64 belong to Wind Farm No. 4, States 64-80 belong to Wind Farm
No. 5 [3].
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rameters and identical operating condition, their SSO modes tend to be strongly coupled

with each other; for wind turbines with different set of parameters and identical operating

condition, their SSO modes tend to be weakly coupled with each other. In both situations,

all the wind turbines tend to oscillate in a coherent way withsimilar oscillation frequen-

cies.

5.6 Section Conclusion

This section proposes modal analysis as a means of investigating the impact of wind

farm spatial distribution on recently-discovered SSO incidents in wind-integrated power

systems. Multi-machine wind farm models derived from practical wind-integrated system

are proposed and integrated with the network model. Based onthe integrated model, a

thorough sensitivity analysis of SSO with respect to parameters of spatially-distributed

wind turbines, wind conditions, etc. is conducted. Groups of parameters (e.g., DFIG

controller parameters and network series compensation level) are shown to have significant

impact on the occurrence of SSO. According to the analysis and simulation results, for

wind turbines with identical set of parameters and identical operating condition, their SSO

modes tend to be strongly coupled with each other; for wind turbines with different set of

parameters and identical operating condition, their SSO modes tend to be weakly coupled

with each other. In both situations, all the wind turbines tend to oscillate in a coherent way

with similar oscillation frequencies.

Based on these findings, the system operators could introduce more robust system

standards when faced with many dispersed wind farms. Futurework could also be done in

designing countermeasures to mitigate such SSO in real-time operations.
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6. CONCLUSIONS

6.1 Summary

In this dissertation, a framework is proposed for the enhanced planning and operations

of modern power systems in the data-rich environment. Motivated by the major challenges

involved in data collection and pre-processing, situational awareness, decision making

process, as well as post-event analysis, this dissertationpresents combined physics-based

and data-driven analytics to solve the problems in modern power system planning and

operations. The framework is introduced through a series ofconcrete examples for solving

the above critical challenges using combined physics-based and data-driven techniques. To

be specific, the following examples are presented to demonstrate the proposed frameworks:

1) A data collection and pre-processing platform: a purely data-driven approach

is proposed to detect bad metering data in the PMU monitoringsystems, and ensure the

overall PMU data quality.

2) A situational awareness platform:a physics-based voltage stability assessment is

presented to improve the situational awareness of system voltage instabilities.

3) A decision making platform: a combined physics-based and data-driven frame-

work is proposed to support the decision making process of PMU-based power plant model

validation.

4) A post-event analysis platform:a physics-based post-event analysis is presented

to identify the root causes of the sub-synchronous oscillations induced by wind farm inte-

grations.

The major contributions of this dissertation are suggestedas follows:

1. A framework is proposed for integrating dynamic data intolarge physical systems

modeled using differential-algebraic equations.
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2. A data-driven algorithm is developed for improving the data quality of PMU mea-

surement systems.

3. A comprehensive approach is proposed for exploring the power ïňĆow solvability

problem for the purpose of strengthened voltage stability monitoring of modern power

grids.

4. A decision support framework is proposed for automating the entire process of

PMU-based power plant model validation, with the capability of batch power plant model

validation and automatic diagnosis of power plant modelingerrors.

5. An enhanced analysis is presented for identifying the root causes of the wind-farm-

induced sub-synchronous oscillations.

6.2 Future Work

In the future work, the following two areas would be explored: 1) applying deep learn-

ing techniques for the feature extraction task of the PPMV diagnosis framework; 2) im-

proving the power flow solution boundary visualization using advanced optimization tech-

niques.

In the long run, the proposed framework would be expanded in the following as-

pects: 1) applying data-driven approaches for improving the real-time/predictive situa-

tional awareness of large-scale power systems; 2) developing advanced computational

tools for the security assessment of power systems with deeprenewable penetration; 3)

exploring modern optimization techniques for enhancing the electricity market operations.
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