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ABSTRACT:

Recent advances in the fabrication and characterization of nanomaterials have led to
intelligible applications of such nanomaterials in next generation flexible electronics and highly
efficient photovoltaic devices. Nano devices are moving on a path toward smaller designs. This
idea helps scientists to extend the efficiency of nano devices such as antennas, sensors and nano
robots. On the other hand, the excellent electron transport property of Graphene makes it an
attractive choice for next generation electronics and applications in nanotechnology. In this paper
we present a mathematically analyze of Carbon Nanotubes (CNT) based Nano antennas
(Nantennas) and further we present some applications regarding to a novel design in scale of nano

meter.
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Chapter 1 : INTRODUCTION

1.1 Introduction

Nowadays, generating electricity is one of the most important tasks in human’s life. Balancing
the power generation and demand lays among highest priorities in countries’ agenda [1]. Klass
model is a method to approximately calculate the time takes for fossil fuels to be consumed.
According to this model with some modifications, the depletion times for oil, coal and gas are
about 35, 107 and 37 years, respectively [2]. Lack of fossil fuels in near future, environmental
pollution caused by burning of fossil fuels, the lack of water needed in power plants, severe
weather in remote places and difficulties in transmitting electricity all over the world have made
us resort to distribute generation (DG) and using renewable resources instead of fossil fuels to

cover the energy demand.

There are many researches going on finding a better way to produce electricity or making
current method more efficient; so that we can replace it with the traditional ways. Sun radiation
including heat and visible light, biomass and wind have been gathered more attention among other
resources since mathematically, the amount of power that can be gathered from this resources are
much higher than other renewable resources such as geothermal “Exergy is the expression for loss
of available energy due to the creation of entropy in irreversible systems or processes” [3]. Exergy
calculation is an important tool to see what renewable resource is more sustainable. Regarding to
this, it is necessary to point out gathering the energy from sun is not as sustainable as wind or
biomass heat, but since sun is more accessible in rural area, it is considered as the best renewable-
based energy generation in most remote places [4]. Also one of byproducts of generating electricity
with biomass is N2O, a greenhouse gas with 100 years average global warming potential (GWP)
which is about 296 times greater than same amount of CO> GWP [5].

Mathematical models and fabrication in this area are based on the limits of technology in
previous decades. Over time, advances in technology, especially in nanotechnology area has
pushed these limits more and more away. For instance, the frequency limits of diodes or other
elements in electrical circuits, made us to work with a range of frequency. Now this range has been

expanded and by this, we can work in higher energy range:

7



E@)=h(.s)xf(Hz) (Equation 1)
Where “E” is energy (j), “h” is plank’s constant (6.62x1073 j.s) and “f” is the frequency (Hz).

By these advancements, there are significant improvements in converters, inverters, switches
and other fundamental devices that are used in mentioned power generation method. Another
example is the wind turbines. Recent advancements in rotors, control systems, electronics circuits

and gearboxes of windfarms, have led us to achieve better efficiency in output power.
1.2 Sun, the biggest energy source in the Solar System:

The Sun is located in the center of our solar system and other stars in solar system orbit the
Sun. it is known as the biggest energy source in Solar System. Sun’s energy is being released in
the form of sunlight with varied frequency range. This energy supports almost all life on Earth.
The Sun is composed of hydrogen (about 74% of its mass, or 92% of its volume), helium (about
25% of mass, 7% of volume), and small amount of other elements. It has a surface temperature of
approximately 5500 (K). Sunlight is the main source of energy to the surface of Earth. The solar
constant, which is the amount of power Sun irradiance per unit area, is about 1370 watts per square
meter of area at a distance of one Astronomic Unit (AU) from the Sun (that is, on or near Earth).
Although sunlight is attenuated by the Earth’s atmosphere while it is reaching the surface, it is
almost about 1000 watts per directly exposed square meter in clear conditions when the Sun is
near the zenith.

About 3.4 x 10% protons (hydrogen nuclei) are converted into helium nuclei every second (out
of about ~8.9 x 10°° total amount of free protons in Sun) via fusion reaction. Byproduct is releasing
as energy at the matter-energy conversion rate of 4.26 million tons per second, 383 Yottawatts
(383 x 102 W) or 9.15 x 10'° megatons of TNT per second [6]. This energy releases in the form
of electromagnetic waves (photons). Irradiation of photons from sun with different frequency

causes the heat and appearance of light on earth. Even wind blows because of the heat of the sun.



Chapter 2 : CARBON NANOTUBES
2.1 CNT Review:

Carbon can bond in many ways to create different structure with different properties. It is
because of its chemical characteristics. Carbon has four valance electrons. Sharing these electrons
in different ways ends to different structures. For instance when all four electrons are shared
equally, it creates diamond, an isotropically strong structure; while if only three electrons are
shared in covalence bond between neighbors in a plane and forth electron is allowed to move
among all atoms, it makes graphite [7]. Graphene is another formation of carbon atoms, which is

single layer, and it has lattice honeycomb structure.

Early experiments in the mid-1980s, which leaded to the fullerene discovery, presented that
when the number of carbon atoms is smaller than a few hundred, the structures formed correspond
to linear chains, rings, and closed shells [7], [8]. “The fullerenes are closed shell carbon based
structure with an even number of atoms (starting at Cog, which has been observed by mass
spectrometers in carbon soot) and nominal sp? bonding between adjacent atoms” [7]. To form
curved structures, such as the fullerenes, from a planar fragment of hexagonal graphite lattice, we
have to include specific topological defects in the structure. In order to produce a convex
formation, positive curvature has to face the planar hexagonal graphite lattice. Creating pentagons
can do this. A greatly elongated fullerene can be formed with exactly 12 pentagons and millions
of hexagons [9]. This would correspond to a carbon nanotube [7], [9]. Tube’s diameter will rely

on the size of the semi-fullerene which the end is made of [7], [9].

If we somehow fold a graphene sheet into a cylinder such that the open edges match perfectly
to form a seamless structure, result will be an open ended tube.” The tubes have to be closed at
both ends, which means that at some stage in the growth process pentagons are nucleated to initiate

the closure mechanism”[7].

Nanotubes structures are divided in two categories. First are called the multi-walled carbon
nanotubes (MWNT) were the first to be discovered. Second are called the single-walled carbon

nanotubes (SWCNT) which possess good uniformity in diameter (1-2 nm)” [7].



2.2 CNT Lattice structure:

CNTs are cylinder formation of Carbon atom and regarding to their binding types and
characteristics of Carbon atoms, they are considered among highly conductive materials. Nantenna
fabrication with the use of CNT as the base material of Nantenna attracts researchers’ attention
since the high conductivity of CNT increases the efficiency of Nantenna; however putting CNTs
in specific form is not easy. Later we mathematically analyze CNT conductivity. Nowadays, CNT
and Graphene are being used in many applications and nano devices such as transistors and
Nantennas. Energy harvesting via renewable resources is changing to be a big pole of future
industry since the traditional way of producing electricity will face fundamental issues in future.

Using these Nantennas might be a good replacement for typical solar panels.

CNTs are nothing more than rolled up graphene sheets along the chiral vector. In we somehow
cut the CNT and spread it, the chiral vector is the vector that shows the opened circumference of
CNT (figure 1).

Cut and expand
the tube from
this line

Figure 1 : Chiral vector demonstration
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Since the foundation of CNT is graphene sheets, the best way for analyzing CNT is to analyze
graphene. Graphene is a mono-layered honeycomb crystal of carbon atoms (figure 2). It has two

sub-lattices, which are separated with black and white circles in figure 2.

Figure 2 : Graphene honeycomb lattice structure. Sublattices are seperated with bullet points and
circles

In order to analyze graphene’s structure, we define the unit cell as a rhombus shape which

contains one atom from each sublatice. It is shown in figure 3.

Unit Cell

Figure 3 : Graphene Unit Cell

11



n—n n—_nu,

As it is shown in figure 3, unit cell can be defined with two vectors, "a;" and "a,":

a = (5 (Equation 2)

a; = (\Ezao D) (Equation 3)
Where:

la;| = la,| = ao = V3bg (Equation 4)

“bo” is the interatomic distance in the lattice structure which is 0.142 (nm).

As it is mentioned in chiral vector’s definition, in two dimensions, the circumference of opened

CNT can be shown with the chiral vector (C):
C =na, + ma, (Equation 5)

Different “n” and “m” causes different edge types in the CNT containing zigzag, armchair and
chiral CNTs:

zigzag m=20
armchair m=n (Equation 6)
chiral 0.w.

Also, “m” and “n” show whether the SWCNT is metallic or semiconductor as if (n-m)/3 is
equal to an integer, CNT is metallic, and otherwise it is semiconductor. Metallic ones have high
conductivity which makes current density be able to reach 4x10° A/cm?. This high conductivity
put CNTSs in the top of high conduction materials such as copper. All armchair CNTs are metallic.
In contrary, only one third of zigzag CNTs are metallic, so in general approximately one third of

CNTs are metallic.

Circumference of CNT can be found by:

lc| = \/|na;|? + Ima,|? + 2|na,ma,| cos 6 (Equation 7)
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Where:

6 =60 (Equation 8)
So:
lc| = y/Ina,|? + Ima,|? + |na;ma, (Equation 9)
From equations 4 and 9 we have:
lc| = agVn? + m? + nm (Equation 10)
So radius of CNT is:
TenT = % = :—;Vnz + m2 + nm (Equation 11)

2.3 CNT Conductivity:

Conductivity in nano scales has different scenario. In bigger scale, we consider electron’s
transportation as diffusive transportation, which means electron does not move in just one path to
reach its destination. The reason is that since distances are much greater than atomic scale, electron
might hit other atomic objects in its way and moves in random directions and the summation of
these movements is a straight displacement. In contrary, in nano scale, since distances are close to
atomic scale (a little less than one nano meter), electron moves on a single path and we can consider
the transportation straight with a good approximation. This type of transportation is called Ballistic

transportation, since electrons move like bullets.

We cannot implement the common conductivity equation (o = (p i)_l) to find the
conductivity in nano scale. If we consider the common equation, since “L” tends to be zero, the
conductivity would become infinity and it is against results in nano scale experiments. In order to
find the conductivity, we should analyze changes in electrons energy (electrons movements). We
use the Boltzmann transport equation for this purpose:

of of of ;
3t + eEZa_pZ + Vzg = ﬁ[fo(P) - f] (Equatlon 12)
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Where "e" is electrons charge, “E," is the longitudinal component of the electric field at the
nanotube surface, "v," is electron’s velocity, "9" is the relaxation frequency and "f,(p)" is the
Fermi-Dirac distribution equation which is a function of electron’s momentum. "f" is electron’s

distribution function:

f=rfzt) = fo(p) + Re(6fe/®") (Equation 13)

The Fermi-Dirac distribution relation can be written as:

E(p)~Ep\ ~ 1
fo(p) = (1 +e kBT ) (Equation 14)

Where "E (p)" is the energy-momentum relation, "Ez" is Fermi energy, “ks ” is the Boltzmann
constant and “T " is nanotube absolute temperature. Fermi energy in graphene is zero. Considering

the longitudinal component of the electric field as:

E, = Re(E,e/*) (Equation 15)
Then we can write:

f = fo(p) + 6f cos(wt) (Equation 16)

E, = E, cos(wt) (Equation 17)

Putting results in equation 12 leads to:

—8fwsin(wt) + ek, cos(wt)% = 9[f, () = f,(p) — 8f cos(wt)] (Equation 18)
of =j%% (Equation 19)

The axial current density in two dimensional lattice structures can be shown as:
=2 d Equation 20
Jz = (2mh)? Zp(b ffirst Brillion zone v.fdp, (Equation 20)

Where
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J. = Re(f,e/**) (Equation 21)
And

Jz = 0,2(0)E, (Equation 22)
So, from above equations, we have:

0fo(0) vz

. 2e? .
02(W) = mzl’% ffirst Brillion zone dp, (w—j9) Pz (Equation 23)

Where the summation is in the first Brillion zone of SWCNT where it is [10]:

s 2mh
| Pyl = By

4Tth
|P| < 30

s=1,23,.., m
(Equation 24)

1
_\/_§P®

13 2

Where “s” accounts for the quantized momentum in the circumferential direction [11]. “m” is

from Chiral vector (equation 5).

In order to solve this equation, we need to find the energy-momentum relation in graphene and

for this concept; we need to analyze the energy band, which requires using Schrodinger time

independent equation.

2.4 Energy Band

Experiments showed Newtonian Mechanics is inaccurate in atomic distance. Schrodinger

presented an equation for both microscopic and macroscopic universes called the “wave equation”.

Since electrons have fixed total energy, we should use the time independent Schrodinger equation

in order to analyze CNT. From Schrodinger time independent equation:

Ey = % Vi + U@ (Equation 25)
Or we can write it like:

EY = {72+ UMW (Equation 26)
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"P" is called the “wave function” which is function of space coordinates and time. Since we
are using time independent Schrodinger equation, we do not consider the time part of "y". "y"
shows the location of electron. “m” is mass of electron in vacuum, "A" is reduced plank constant
and "U(#)" is potential energy. The equation is fit for vacuum condition; but in solid objects, like
Graphene, electron behaves almost as if it is in vacuum but with different mass. We call this mass
Effective Mass Equation (EME). So we just replace electron mass in the equation with “mes”:

—h
Zmeff

Ey = { VZ+ U@ (Equation 27)
The reason convinces us to agree with this equation, is that Schrodinger was able to solve this
equation for electron in Hydrogen atoms and confirm it with experimental results. From
experiment, it was shown that electrons in Hydrogen atoms have certain discrete energy levels.
This could be resulted by observing the light emitted from Hydrogen atom while it is heated.
Frequencies of this lights corresponded to this different energy level. On the other hand,
Schrodinger showed by solving this equation for electrons in Hydrogen atoms, using the electron

—q?
4T EYT

potential energy ( ), we end up with solutions for energy with specific discrete values, the

eigenvalues. This means energy resulted from analytically solution of Schrodinger equation could

not be something else except eigenvalues [12].

Although Schrodinger was able to solve this equation for Hydrogen atom analytically, there
are very few practical examples that can be solved analytically. Most of them need to be solved
via numerical solution; like the way computers solving equation. In this case, we should turn the
differential equation into matrix equation. Since Graphene has two-dimensional structure,

elements in equation will be two by two matrixes. By presenting the differential operator as Hop:
— S .
Hop = — VZ+U(7) (Equation 28)

We can change the differential Schrodinger equation into matrix form by changing elements

to matrixes as:

E[S]{y} = [H]{y} (Equation 29)
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Where braces present column vector and brackets presents matrix. The column vector of {{s}

can be found by writing the () as linear combination of the data we know:

Vi) = Yty + Yotz + - = X Wnlln) (Equation 30)

Y is the function that we do not know and we write it as a set of functions we do know

(un#) and coefficients (y,,). So column vector, {{s}, can be presents as:

)
U} =1y, (Equation 31)

We are using the semi-empirical method to write matrixes S and H. it means instead of finding
the elements of matrixes S and H via Gaussian equation, we just adjust the parameters, to make
sure it matches well-known results for material that we are interested here, which means Graphene.

So we assume S matrix is an identity matrix. So we can drop S matrix from our equation;

E{y} = [H]{V} (Equation 32)

Then we will find H as it leads to result that matches well-known theoretical results or
experimental observations. We find it with the use of “nearest neighbor model” method which

means we choose the interaction of non-neighbor atoms to be zero.

So in the process of changing the differential equation to matrix equation, we are replacing the
differential operation function (Hop) with matrix H. matrix H is called Hamiltonian matrix. Since

these two equations are the same, it is obvious that the answers should be the same.
y,, can be represented as:

(W} = (P)eikTn (Equation 33)

Where rn is position vector of n" atom, which shows the vector started from first atom toward
the other atom. Since our Graphene structure is two dimensional, vector k has two elements

containing X and y elements. Also E is going to be a function of k.

From equation 32 we will have:

17



l‘ljl Hll es Hln L|Jl
Efg,c =1 : - I R (Equation 34)
: Hy o Hppd:
Or simpler for each element in matrix:
E{Un} = Xm=1[Hnm]{ U} (Equation 35)
From above equations:
E(R){W} = Zon[Hom ] =T ) (Equation 36)

As is it mentioned before, Graphene has a two-dimensional lattice structure. In order solve the
Schrodinger equation for Graphene (or any other structures) we need to define a unit cell in which

the whole structure can represent with that by just copy it continuously. We choose the unit cell

.

as:

Unit Cell

®

Figure 4 : Graphene’s unit cell. a; and aare basic vectors of unit cell

18



So each unit cell contains of two atom so Y- is going to be a matrix. Since . is a matrix, we

cannot cancel it from both sides. Also [H,,,] is going to be a two by two matrix. We can find the

energy eigenvalue, by finding the eigenvalue of [h(k)] where:
[h(])] = Em[Hpmm]e *Cm=T0 (Equation 37)

Now for writing [(k)] we should use the nearest neighbor model. In order so, we will pursue

by analyzing Graphene structure diagram and unit cell in six steps.

2.4.1 First, unit cell and itself:

Figure 5 : First step of the nearest neighbor model

In this case n=m. first parameter is the relation of atom A with itself. We show it with “&”.

Second parameter is the relation between A and B, since they are neighbor atoms; it is a non-zero
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value, which can be shown with “y”. Third parameter is relation between atom B and atom A,
which is also “y”. Last parameter is relation between atom B and itself so it is “€”. So the

corresponding matrix is going to be:

E Yy .
[Hnn] = [y g] (Equation 38)
So when n=m;
ik (Fm— ik (T G 4 I 4 .
[Hnm]elk(ﬁn) ™) — [Hnn]elk(rn ™) — [}/ g] eV = [V E] (Equa“on 39)

2.4.2 Second, unit cell and its top left neighbor:

Figure 6 : Second step of the nearest neighbor model

In this case m™" unit cell is located on top-left side. First parameter is the relation between atoms
A with atom C, since they are not neighbors, the parameter is zero. Second parameter is the relation

between A and D, since they are neighbor atoms; it is a non-zero value, which can be shown with
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“y”. Third parameter is relation between atom B and atom C, which is zero. Last parameter is
relation between atom B and atom D and it is also zero. So the corresponding matrix is going to

be:

[Hym] = [8 76 (Equation 40)
So:
ikEm—7) — [0 V] -ikas .
[Hym]etim™m) = [0 ol€ 2 (Equation 41)

Where a; is unit cells vector.

2.4.3 Third, unit cell and its top right neighbor:

Figure 7 : Third step of the nearest neighbor model
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In this case m™ unit cell is located on top-right side. First parameter represents the relation
between atoms A with atom C and since they are not neighbors, this parameter is zero. Second
parameter is the relation between A and D, since they are not neighbors atoms, the parameter is
zero. Third parameter is relation between atom B and atom C, which is “y”. Last parameter is

relation between atom B and atom D and it is zero. So the corresponding matrix is going to be:

[0 0

[Hpm] = y 0 (Equation 42)
So:
[H,y e RTm=Tn) = [2 8] etikar (Equation 43)

Where @ is unit cells vector.

2.4.4 Forth, unit cell and its bottom left neighbor:

Figure 8 : Forth step of the nearest neighbor model

In this case m™" unit cell is located on bottom-left side. First parameter is the relation between

atoms A with atom C, since they are not neighbors, the parameter is zero. Second parameter is the

22



relation between A and D, since they are neighbor atoms; it is a non-zero value, which can be
shown with “y”. Third parameter is relation between atom B and atom C, which is zero. Last

parameter is relation between atom B and atom D and it is also zero. So the corresponding matrix

IS going to be:
_[0 v :
[Hpm] = [0 0 (Equation 44)
So:
ik@Em—7) — [0 V] -ikay .
[Hyp et m™) = [0 ol€ 1 (Equation 45)

2.4.5 Fifth, unit cell and its bottom right neighbor:

Figure 9 : Fifth step of the nearest neighbor model

In this case m™ unit cell is located on bottom-right side. First parameter is the relation between
atoms A with atom C, since they are not neighbors, the parameter is zero. Second parameter is the
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relation between A and D, since they are not neighbors atoms, the parameter is zero. Third
parameter is relation between atom B and atom C, which is “y”. Last parameter is relation between

atom B and atom D and it is zero. So the corresponding matrix is going to be:
0 0 ]
[Hym] = [y 0 (Equation 46)
So:
ik@a-m _ |0 O] +ika -
[Hpm]etm™) = y 0 gTthaz (Equation 47)
2.4.6 Sixth, summation of each element:

In order to write the [h(k)]:

. o € % (1 + e~ikar 4 e‘i’;a;)
[h(k)] = Zm[Hnm]elk(m_rn) = - PN
y (1 + elkal + elkaz) €
(Equation 48)
Assuming that
hy =V (1 +eikdr 4 eimZ) (Equation 49)
Then we have:
h(k) = [8 ho ] (Equation 50)
hy ¢
Using equations 2, 3 and 49:
o V31 - VB 1
ho = y(1 + e F(50043009) 4 o ik(Fa023a09)y (Equation 51)

Assuming k.2 = k, and E.jf = k,,, we can simplify the equation and find |h,| as:

|hol = =y J 144 cosZ(% ky) + 4 cos(\/z—g aok,) cos(% ky) (Equation 52)
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Mathematical review for eigenvalue:

In order to find the eigenvalue of matrix [h(k)]:

Al =2 [é (1)] = [g ?1 (Equation 53)
h(k) — Al = [8}:0/1 gh_o*/l] (Equation 54)
Now, by solving below equation, eigenvalue will be "A":
|£ }:OA gh_o | = 0 =
(e=A)?—h|>=0=
A= e+ |hy| (Equation 55)
So, the eigenvalue will be:
€=+ |hyl (Equation 56)
So, the energy momentum relation for Graphene can be written as:
E = ¢ = |hy| (Equation 57)

It means for each "k" we will have two eigenvalues; from experiments "&" can be obtained and

it is equal to zero [13]; so:

E = —y\/1 +4 cosz(% ky) + 4 cos(\/z—§ aoky) cos(% ky) (Equation 58)

Below is the plot of energy-momentum relation:
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Figure 10 : Energy-momentum relation in first Brillion zone

MATLAB codes for the plot are attached in appendix A.

In order to make the plot more tangible, "a," is divided by 10 in the plotting procedure.

Assuming k.x = k, and E.y = k,, and regarding to the relation between "k" and “P” as

bellow:
k, == and k,= P—ff’ (Equation 59)

We can write the energy-momentum relation as:
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Epy = —le + 4 COSZ(Z—; P)+4 cos(z—f aoPy) cos(;l—;’l P) (Equation 60)

Wherein "y" is the overlap energy and it is equal to 2.7e.V. [13], [14].
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Chapter 3 APPLICATIONS:

Nanotechnology and nanoparticles based devices are thriving research areas. The last decade
has seen as increase use of nanotechnology in sensors, biomedical and medicine applications [15],
[16]. CNT and nano-wires based technology have also been used in radio-frequency, microwave,
power harvesting and bioelectronics [17]-[19]. Having a conductive DNA would be enormously
useful since it makes it possible to create conductive Nantennas and sensor in different shapes in
such small scale.

Self-assembling 3-D DNA structures combined with carbon nanotube (CNT) based
nanotechnology have the potential to revolutionize nano-electronics and biomedical. Bottom-up
growth of self-assembled technology have enabled researchers to build nanoscale structures, like
Nantenna, with sound electrical and thermal properties [20], [21]. Conductivity of such a
biological Nantenna can be achieved by using conductive nanoparticles coating on DNA [22] or
by attaching nanowire to DNA structures [23]. Recent advances in nanotechnology and the
synthesis of scaffold based nanostructures have led to the possibility of realizing nanoscale devices
cost-effectively [24].

Fabricating DNA scaffold based nanoscale- spiral Nantenna with CNT can be used in energy
harvesting applications. Presented idea is also published as conference paper which is attached to
the end of this thesis. Sun’s energy, conventionally, gathered by solar Photovoltaic (PV) panels.
They convert the energy of photons with infrared and visible light frequency band into electrical
energy via two procedures, one physical and the other chemical. According to equation 1,
gathering the energy of photons with higher frequency leads to produce more energy.
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Wave Frequency range Energy of a photon (e.V.)
Infrared 0.3THz - 0.429 PHz 0.001-1.772
Visible-Light 0.385PHz — 0.789 PHz 1.591 - 3.265
UV-A 0.75 PHz — 0.952 PHz 3.102 — 3.939
UVv-B 0.952 PHz — 1.07 PHz 3.939-4.431
uv-C 1.07 PHz - 1.5PHz 4.431 - 6.203
Vacuum UV 1.5PHz -3 PHz 6.203 — 12.407

Table 1 : List of the energy of photons with different frequencies [25]

Another factor is the density of photons with desired frequency. This can be realized via

irradiance for each frequency. Taking a look at the irradiance of each frequency makes it easier to

choose Nantenna’s size. Irradiance data are collected by Solar Radiation and Climate Experiment
(SORCE) from Laboratory for Atmospheric and Space Physics of the University of Colorado [26]:
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Figure 11 : irradiance of sun light in wavelength range of 0.5 - 2412.34 (nm) on 09/22/2012
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Figure 12 : irradiance of sun light in wavelength range of 450 - 500 (nm) on 09/22/2012

As it is clear in figure 12, it is more efficiently to design our Nantenna for 0.625 Peta Hertz
frequencies (480 nm). Regarding to table 1, though the irradiance of UV from sun is less than
infrared and visible light frequencies, the excess energy of photons in the UV frequency is greater
than infrared or visible light frequencies and makes up for the lack of irradiance.

The challenge here is to build Nantenna small enough to collect the energy of mentioned
photons since frequency and Nantenna size have reverse relation, the higher the frequency is, the
smaller the antenna should be [27], [28]. By choosing the desired frequency, the size of Nantenna

will be calculated. The relation can be shown as:
f=— (Equation 61)
Where “f” is frequency (Hz), “C” is the speed of light (3x108 m/s) and “r” is radius of spiral
Nantenna. According to radius size of Nantenna, we can estimate the radius of CNT. So we can
find the chiral vector from equations 5, 6 and 11. Finding chiral vector leads to find the
conductivity of Nantenna (using equations 62, 63, 64 and 65).
The efficiency of energy conversion through this method is far better than conventional PV
panels since the ratio of output energy over Sun’s energy is much greater. In addition, the energy
efficiency of the systems that this technique may be used for can be improved using methods [29]—

[31].
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Another application of such structure is tangible in biomedical area. The benefits of
nanotechnology in medical applications are enormous. Numerous research groups [32]-[35]have
investigated the use of nanoparticles not only in medicines, but also medical devices so they can
increase the effect of healing and remission. For instance, it can be used to guide the synthesis of
nanowires based nanostructured antenna. Drug delivery is another application of such structures.

The last application of the proposed energy harvesting system, could be in Internet Of the
Thing (10T) devices. These remote devices are constrained to have chips that consume as low
power as possible, since they are located in places that are not easy for humans to live in (i.e.
deserts) and it is preferred to lower the computation performance to save energy [36]-[40]. Having
the proposed technique eases this need. Also, due to the nano-dimension of utilized antennas, the
Power Delivery Network (PDN) on ASIC chips (which has the task of delivering a constant voltage
all over the chip) could target to provide more voltage to area with higher voltage drop and mitigate
the complication of PDN [38], [41], [42].
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Chapter 4 CONCLUSION:

To sum up, in order to find the conductivity, first we should find “m” and “n” from the chiral

vector, and then we can proceed as bellow:

s 2mh

|Py| ==—=—, s=123,..,m
m V3 wnh 1 (Equation 62)
1P| < 3a; Tal0
_ ;2 fo®) _ vz :
02(W) = WZPQ ffirst Brillion zonea_pzmdpz (Equation 63)
Where:
E@)-Ep\ "1
fo(p) = (1 +e kBT ) (Equation 64)
And:
Epy=— 1+4cosz(@P)+4cos(£a Py) cos(22p,) (Equation 65)
® =Y 2n' % 2n 070 2n' ? g

As an example, for small radius CNT, (m<50), conductivity will approximately be [14], [43]:

2
2e“vp

Ocn(W) = 0,,(w) = —j (Equation 66)

m2ha(w—jv)
Where "vi" is the Fermi velocity for CNT [14], [43].

According to the fact that CNT based Nantennas can harvest photon’s energy from higher
frequency band, the output electrical energy via this method is greater than it from PV panels, in
same time duration. In other word, the efficiency of CNT based Nantennas is far better. These
Nantennas can be formed by scaffolding CNT over DNA structures. Since they also have DNA as
part of their structure, they can be used for drug delivery application and cancer treatments as well.

Also other industry and research areas such as nano sensors and nano robots can use them in

order to make efficiency higher.
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Appendix A : MATLAB Codes

MATLAB code:
The energy band can be plotted in MATLAB with this code:

>>>

a=(sqrt(3)*1.42);

x= linspace(-pi,pi);

y= linspace(-pi,pi);

[x,y]= meshgrid(x,y);
z=(-2.7)*(sqrt(1+(4*(cos(((sqrt(3))/2).*a.*x)).*(cos((a.*y)/2)))+(4*((cos((a.*y)/2)).~2))));
mesh(x,y,z)

<<
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APPENDIX B : CONFERENCE PAPER

Energy Harvesting Using Graphene Based Antenna
for UV Spectrum

Askhan Vakil

Department of Electrical Engineering
221 University Ave, University of Bridgeport,
Bridgeport, CT.

Abstract—  Recent advances in the fabrication and
characterization of nanomaterials have led to the intelligible
applications of such nanomaterials in the next generation of
flexible electronics and highly efficient photovoltaic devices.
Nanotechnology has been used in thin film photovoltaic devices,
and is considered as one of the most promising research areas in
power harvesting applications. The excellent electron transport
properties of Graphene make it an attractive choice for the next
generation of electronics and applications in energy-related
areas. In this paper, we present the design and an analytical
model of graphene-based nanoscale antennas for power
harvesting applications. Unlike conventional solar cells that
harvest energy in the visible light frequencies range, we focus on
the design of a nanoscale antenna that harvests energy in the UV
spectrum range frequencies. Though the irradiance of UV from
the sun is less than infrared and visible light frequencies, the
excess energy of photons in the UV frequency is greater than
infrared or visible light frequencies and makes up for the lack of
irradiance.

Keywords-comp t; Na, /f ; Graphene based antenna;
Energy harvesting; Patch antenna; Solar energy, UV frequency
(key words)

I INTRODUCTION

Advances in nanotechnology have led to the development
of semiconductor based solar cells, nanoscale antennas for
power harvesting applications [1-3] and integration of antennas
into solar cells to design low-cost light weights systems [2, 4].
Similarly, Grapheme has emerged as a promising candidate for
the next generation and post silicon electronics. Graphene
based antennas have been explored due to the high optical
transmittance and conductivity of Graphene [5]. In this paper,
we present the design and analytical model of Graphene based
antenna for power harvesting application. Typically, solar cells
use the visible light to produce electricity, the photovoltaic and
rectification properties of sandwiched material are used to
produce electricity. Unlike conventional solar cells that harvest
energy in visible light frequency range, we focus on the design
of graphene based nanoscale antenna in the UV spectrum range
frequencies. Since the UV frequency range is much greater
than visible light, we consider the quantum mechanical
behavior of a driven particle in graphene to calculate the
current in graphene based nanoscale antennas for power
harvesting applications.

Hassan Bajwa

Department of Electrical Engineering
221 University Ave, University of Bridgeport,
Bridgeport, CT.

The sun is the biggest energy source for humankind, but
taping into this huge energy reservoir remains a challenge.
Solar energy is enormous. The surface of the earth receives
about 3x10** Joules per year [5]. The energy reaches the earth
in the form of emitted photons with variant frequencies. The
frequencies of these photons represent the wavelength
spectrum of sunlight which vary from radio waves, to gamma
waves. Sunlight, in space, contains about 50% infrared waves,
40% visible light and 10% UV, X and y waves. Each wave has
its own frequency range and these ranges define the energy of
each wave. The energy of a photon with a specified frequency
is defined as:

E=hxf

where “h” is the Planks constant, “f” is the frequency of the
wave and “E” is the energy of photon (Joules). There are many
ways to harvest this energy from the Sun. In addition to
conventional solar panels and solar-water heaters, antennas are
emerging as a promising technology for light energy harvesting
[6] tools.

Solar plants use different ways to harvest energy from the
sun. Some plants use the heat (infrared photons) and
concentrate it on a specific point (boiler) to heat up water for
the steam turbine in power plants. Such solar cells use the
visible light to produce electricity. Other panels use heat to
produce the air flow in towers and use wind turbines to produce
power.

II.  SOLAR PANELS AND ANTENNAS:

Typically, solar cells consist of a semiconductor as a
middle layer surrounded by two conductive layers. They use
the photo-electric phenomenon to produce electricity [7].
Working at the visible light frequency, these solar cells excite
an electron and move it to the valance shell. Such solar cells
employ p-n junctions in semiconductor and the current flow as
electrons flows across the p-n junctions. Photovoltaic panels
can be connected in series or parallel to get the desired output
voltage or current. Contrary to classical solar cells (Fig 1), the
antenna based solar cells use Faradays law to produce the
current. They are mostly made of copper, since copper has a
good conductivity and their structure is easier than solar cells.

©2014 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or
future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works,
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Figure 1: Solar Cells

The theoretical efficiency of antenna based solar cells is
greater than conventional solar cells. Antennas, in the energy
harvesting area, are mostly designed for Infrared waves.
Although Infrared waves have less energy than the visible light
or UV, since sunlight mostly consist of infrared waves, the
power which is harvested is significant. The amount of UV
waves in space is greater than Earth's. The reason is that the
ozone layer filters out the frequencies higher than the visible
light. In this paper, we propose using Graphene to build
antennas and gather the energy from UV waves in space.

. wayUV

Traditional photovoltaic (PV) solar cells harvest energy from
the visible and the infrared light spectrum. Despite the
improvement in the semiconductor industry, PV solar cells are
not efficient, as they do not absorb long and short wavelength
lights [2]. While irradiance of UV light is much lower than
visible light (Figure 2), power per photons due to the extremely
large frequency is much more than the visible and infrared
frequencies. UV waves have a frequency range between 0.75
PHz and 3 PHz The frequencies above 1.034 PHz are being
absorbed by the ozone layer. These photons may cause cancer
and they have a great amount of energy. Quantum mechanics
states that the frequency and energy of a quantum of
electromagnetic radiation are proportional. A photon with the
frequency higher than the threshold frequency of a matter will
excite the electron to jump out from an atom. The Photons with
visible light frequency can excite the electrons from atoms of
some materials. This process is being used in solar cells to
produce an electrical current. Since the UV frequency range is
much greater than visible light, not only does it excite electrons
to the Valance shell and makes the antenna more conductive,
but it will also give the electrons enough energy to increase this
current. As we know from quantum mechanics, if the
frequency of a photon is more than the minimum threshold
frequency, it can excite an electron and release it from its atom:
K= hfph = hfo
fo 1s the threshold frequency of matter.

Table 1: Energy of photons and corresponding frequencies:
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Wave Frequency range Energy of a
photon (eV)

Infrared 0.3THz -0.429 PHz 0.001-1.772
Visible- 0.385PHz - 0.789 | 1.591 —3.265
Light PHz
UV-A 0.75PHz —0.952PHz | 3.102 -3.939
UV-B 0.952 PHz—1.07PHz | 3.939 - 4.431
Uuv-C 1.07PHz—-1.5PHz 4.431-6.203
Vacuum 1.5PHz-3 PHz 6.203 —12.407
uv

Table 1: Energy of photons with different frequencies

The average photon energy (APE) indicates a spectral
irradiance distribution. APE expresses the relationship
between the average photon flux density and irradiance[8].
Photon flux shows the number of photons that hit the unit
surface per second. We can find the total energy in each
wavelength from the energy and flux density. The relationship
between the photon flux and irradiance is as below:
H= @ xE=@ xh xf

Where H is the irradiance (W/m?®), @ is the photon flux
(number of photons/sm?), E is energy of the photon (I), h is the
Plank constant and f'is the frequency (Hz).

The irradiance of sunlight can be plotted in the figure 2 below:
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Figure 2: The irradiance of sunlight

We used the data from “Solar Radiation and Climate
Experiment” (SORCE) [9, 10] to build the relationship
between the photon flux and irradiance. Irradiances are
reported by Solar Spectral Irradiance (SSI) at a mean solar
distance of 1 astronomical unit (AU) with units of W/m2/nm.
Figure 3 and 4 are the data collected on September 29" of
2009:



SORCE Solar Spectral Irradiance, 2009-09-29 b g

£
% 1
§ o8
3
i 0.6 -
3 o —
= | ! ! e e
G
& 8‘00 1600 liOO X-;DO léOO 1500 20.00 2}00 240‘0
warlongh (o)
Wavelength: 700 00 o 24124 ~m Date: 2009-05-29 2003-02-25 : present View Time Senes
Figure 3: Infrared irradiance on 9-29-2009, collected by SSI
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Figure 4: UVA irradiance on 9-29-2009, collected by SSI

It is important to emphasize the fact that these irradiances are
presenting the irradiance in space which is the reason of high
amount of UV irradiance.

Table 2 Energy in UV, UAV and Infrared bands

A (nm) H 3] E per E Total
(3 (W/m?) | (Photons/sm®) | Photon (eV/sm®)
§ (eV)
Max | 2412.34 | 0.060679 | 7.36384E+17 | 0.5143085 | 3.78729E+
3 8 17
g Min | 701.56 | 1.4017 | 4.94706E+18 |1.7684690 | 8.74872E+
E 68 18
Max | 40034 | 1.6641 3.35147E+18 | 3.0990836 | 1.03865E+
76 19
Min | 315.02 | 0.63217 | 1.00184E+18 | 3.9384393 | 3.94569E+
34 18
Max | 315.02 | 0.93217 | 1.47727E+18 | 3.9384393 | 5.81815E+
34 18
3
Min | 280.5 |0.086971 | 1.22725E+17 | 4.4231271 | 5.4283E+]
27 7

Table 2 shows the energy per photon as well as the total
energy in UV, UAV and Infrared bands. By comparing the
total energy of infrared and UVA waves in the table, we see
that the maximum energy in UVA is greater than infrareds
energy.

IV. ELECTRICAL AND CHEMICAL PROPERTIES OF GRAPHENE

Carbon is located in group IV of the periodic table, which
means that Carbon has four valance electrons. Carbon forms
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different allotropes such as graphite, diamond and graphene. In
graphene, all the carbon atoms form covalent bonds. It is a
monolayer honeycomb lattice structure. Graphene Nanoribbons
(GNR) can be formed by cutting graphene sheets in small
rectangles. GNR exhibit excellent electrical, optical,
mechanical, thermal and quantum-mechanical properties[11,
12]. The practical threshold frequency of graphene is 1 THz.
Calculating the k value from the quantum mechanics equation,
we can see that K is a positive value, which means the photons
with a UV frequency can excite electrons from atoms:

Keraphene = h(f, — f5) = 4.135x107°x(1P - 1T) = 4.1309 e.V

Thus, a graphene based patch antenna shown in figure 5
will exhibit excellent properties and can be used to produce a
high amount of current.

Graphene Nano Patch Antenna

\

/

Ground Plane

Figure 5: Graphene based patch antenna for power
harvesting applications

V. ARRAY NANO PATCH ANTENNAS USING GRAPHENE:

We have proved analytically that graphene based patch antenna
can be used to harvest energy from the UV spectrum. Due to
the higher energy of the UV photons, the free electrons of a
single layer graphene not only gain this energy. but also the
electrons in 2s shell of carbon atoms (first layer) can be excited
and move to the valance layer. Therefore, the number of
electrons in the valance layer increases and so does the current.
Like other harvesting systems that use nanoantennas [1, 2], in
order to increase the output, we should design more than one
single nano-patch antenna. Array of antennas with an
integrated rectifier circuit have been reported in the literature
[1. 2]. The rectifier circuits can be used to convert these high
frequency output currents into a useable current. For this, we
need a diode that works in Petahertz frequency. High frequency
metal-insulator -metal (MIM) diodes can be used to build a
rectifier kit. These diodes are also made from graphene.

VL RESULTS

Conventional solar cells have very low efficiency [13]. the
most expensive solar cells reach up to 30% efficiency. Even
with the advances in nano-technology, current solar cell
technology has little chance to compete with fossil fuels.



lentists are investigating various nano-structures and their
signs to harvest energy from various frequencies of light
}. In this paper, we presented a design and an analytical
idel for MIM tunneling diode with an integrated graphene
sed patch antenna.

The applications of such antennas are in the field of power
vesting and aerospace industry [15]. We calculated and
npared the energy of photons in Infrared, UV and visible
ht spectrums. We concluded that light weight, highly
icient graphene based nanoscale antennas can be designed to
vest energy from the UV light spectrum.
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