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#### Abstract

Various methods for reducing hardware implementation cost of incompletely specified index generating functions have been proposed lately. Considering the methods based on linear decomposition, for the first time in this work, we provide necessary and sufficient conditions which describe the linear decomposition of these functions in general. These conditions are derived using the concept of functional degeneracy, and we show that the problem of linear decomposition can be translated into the problem of constructing suitable coordinate Boolean functions (which represent the generating functions) such that the linear decomposition is possible. In this context, we propose several design methods of such Boolean functions and furthermore we employ one particular design method to derive a new iterative semi-deterministic algorithm for linear decomposition. In addition, we provide a general result which describes all incompletely specified index generating functions for which the linear decomposition is (not) possible. Consequently, our results indicate that the functional degeneracy is a promising approach in derivation of new deterministic-like algorithms for linear decomposition of incompletely specified index generating functions.
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## 1 Introduction

Roughly speaking, an index generating function is a discrete integer-valued function defined on a (binary) vector space. Recently these functions have drawn a lot of attention due to their wide range of applications which encompasses address tables for internet routers, terminal access controller for local area networks, databases, memory patch circuits, virus scans, pattern matching, etc. [15, 18, 23]. The requirements on these functions are design dependent. For instance, in communication networks high-speed circuits (fast computation) are required along with frequent updates, which means that index generators have to be re-programmable. Thus a memory-based architecture of index generation functions is desirable.

In general, index generating functions can be implemented in different ways: by a content addressable memory (CAM) [14], a look-up table (LUT) or an index generating unit (IGU) [30] (see also [18, Section VIII-IX], [23, Chapter 12]). However, the implementation of index generating functions using some of the previously mentioned techniques may become impractical if the number of input variables is large due to increased memory costs. In many cases, an index generating function does not need to be defined on a whole domain (i.e., its values do not need to be completely specified), but rather it can be defined on a portion of the domain which leads to the notion of an incompletely specified index generating function (which we abbreviate as "isig-function"). More precisely, an $i s i g$-function, say $f$, is a mapping from $D=\left\{d_{1}, \ldots, d_{k}\right\} \subset \mathbb{F}_{2}^{n}$ to $\{1, \ldots, k\}$, where $f\left(d_{i}\right)=i$ and values $f(y)=c_{y} \geq 0$ are of no importance (commonly called don't cares) for $y \in \mathbb{F}_{2}^{n} \backslash D$. There exist various methods for reducing hardware implementation costs of these functions, which are briefly summarized as follows. The well-known method based on linear decomposition introduced by Nečiporuk [13] (which was later modified/extended in [8]), has been analyzed in [11, 12, 16, 18, 22, 23, 25]. The main goal of this method is to find suitable linear functions (so-called compound variables), say $y_{1}, \ldots, y_{r}$ (defined on $\mathbb{F}_{2}^{n}$ ) such that $f\left(x_{1}, \ldots, x_{n}\right)=\widetilde{f}\left(y_{1}, \ldots, y_{r}\right)(r<n)$ for some incompletely specified $i g$-function $\widetilde{f}$. Another method similar to the previous one, considered in [20, 21, 24, 31], is based on finding a minimally sized set of so-called essential variables, say $\left\{x_{i_{1}}, \ldots, x_{i_{r}}\right\}$ $\left(1 \leq i_{1}<\ldots<i_{r} \leq n\right)$, such that $f$ can be written as $f\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{i_{1}}, \ldots, x_{i_{r}}\right)$. In this case, the essential variables are considered to be compound variables of weight equal to 1 . There also exist somewhat different approaches such as: a gate-based decomposition method which uses suitable partitioning of the set $D$ [9], methods based on spectral measures $[6,8,26,27,35,37]$, methods which utilize partially defined Boolean functions [4, Section 12] (see for instance [4, Example 12.3]), algebraic methods which employ vector spaces and polynomials [1, 2]. For further works related to index generating functions, we refer to references given in [25, Section IX].

In most of the cases the proposed algorithms are inefficient when applied to an arbitrary given $i$ sig-function (i.e., set $D$ ). Moreover, many of these algorithms are heuristic and perform well only for small sized $D$, and the optimality of output results can not be proved or guaranteed. Another drawback of (almost) all methods mentioned above is the fact that there still does not exist an algebraic treatment of these functions that would provide some explicit necessary-sufficient conditions for their linear decompositions (thus implying some efficient decomposition methods). This justifies the difficulty of the problem in general and at the same time the importance of finding an effective decomposition algorithm (heuristic or any other type) applicable to arbitrary $i$ sig-functions (as pointed out by Sasao et al. [12]).

In this work, we introduce and analyze the linear decomposition method based on functional degeneracy, the concept described in [38, Theorem 2.9] (or [8, Corollary 2.1]).

Considering an isig-function $f$ in a general form as $f(x)=c_{1} \xi_{1}(x)+\ldots+c_{s} \xi_{s}(x)$ ( $\xi_{i}$ are Boolean functions, $c_{i}$ are non-negative integers), for the first time (in Section 3) we derive necessary and sufficient conditions under which the function $f$ can be linearly decomposed in less variables (regardless of whether they are compound or essential). Thus we show that the problem of finding linear decomposition of $f$ can be reduced to the problem of finding suitable functions $\xi_{i}$ (and integers $c_{i}$ ) which admit the transformation (decomposition) of $f$ to an $i s i g$-function $\tilde{f}$ defined in $r<n$ compound/essential variables.

Furthermore, for various cases (in Section 4) we show how one can linearly decompose a given isig-function (using characteristic Boolean functions), where for a sufficiently small number of linearly independent vectors in the set $D$ (which we throughout the article define as dimension of $D$ ) we prove that the linear decomposition is always possible (Theorem 4.2). For some additional specific scenarios which regard the set $D$, we provide explicit construction methods of coordinate functions $\xi_{i}$ which admit a linear decomposition of underlying isig-function. On the other hand, we describe isig-functions (i.e., sets $D$ ) for which the linear decomposition is not possible in general, and thus we generalize the method of proving the minimality of a given linear decomposition by SAT solver [5] (Theorem 4.3).

The previously mentioned results will lead us to a new iterative semi-deterministic algorithm (given in Section 5), which can be utilized for deducing either compound or essential variables. The analysis of our approach shows that in the former case our algorithm provides quite efficient solutions by giving nearly optimal number of compound variables with degree $\leq 3$ for various values of $n$ and relatively large $k$ (cf. Table 6). On the other hand, for the latter case it provides somewhat weaker results which are of the similar quality as those obtained by [1] (cf. Tables 7, and 8).

To the best of our knowledge, this work is the first treatment of incompletely specified $i g$-functions as algebraic objects which provides general (non)existence results on linear decompositions, along with construction methods of coordinate functions $\xi_{i}$ which may give rise to new iterative deterministic algorithms (with possible further improvements).

## 2 Preliminaries

The binary vector space of all $n$-tuples $x=\left(x_{1}, \ldots, x_{n}\right)\left(x_{i} \in \mathbb{F}_{2}=\{0,1\}\right)$ with the standard operations is denoted by $\mathbb{F}_{2}^{n}$. The complement of $x_{i} \in \mathbb{F}_{2}$ we denote by $\bar{x}_{i}=x_{i} \oplus 1$. For $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$ in $\mathbb{F}_{2}^{n}$, the scalar (or inner) product over $\mathbb{F}_{2}$ is defined as $x \cdot y=x_{1} y_{1} \oplus \cdots \oplus x_{n} y_{n}$. The Hamming weight of $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{F}_{2}^{n}$ is denoted and computed as $w t(x)=\sum_{i=1}^{n} x_{i}$. By " $\sum$ " we denote the integer sum (without modulo evaluation), whereas " $\bigoplus$ " denotes the sum evaluated modulo 2. We take that the set of vectors $\mathbb{F}_{2}^{n}$ is ordered lexicographically as $\mathbb{F}_{2}^{n}=\left\{z_{0}=(0, \ldots, 0,0), z_{1}=(0, \ldots, 0,1), \ldots, z_{2^{n}-1}=\right.$ $(1, \ldots, 1,1)\}$. Thus, an arbitrary vector $z_{j} \in \mathbb{F}_{2}^{n}$ is represented as $z_{j}=\left(z_{j, 1}, \ldots, z_{j, n}\right)$ $\left(j \in\left[0,2^{n}-1\right]\right)$, with $j=\sum_{t=0}^{n-1} z_{j, n-t} 2^{t}$ being its integer representation. The all zero vector $(0, \ldots, 0) \in \mathbb{F}_{2}^{n}$ we denote by $\mathbf{0}_{n}$. Throughout the article, by $[i, j]$ (for $i<j, i, j \in \mathbb{Z}$ ) we denote the interval of integers between $i$ and $j$, i.e., $[i, j]=\{i, i+1, i+2, \ldots, j\}$.

### 2.1 Boolean functions

The set of all Boolean functions in $n$ variables, which is the set of mappings from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}$, is denoted by $\mathcal{B}_{n}$. Especially, the set of affine functions in $n$ variables is given by $\mathcal{A}_{n}=$ $\left\{a \cdot x \oplus b \mid a \in \mathbb{F}_{2}^{n}, b \in\{0,1\}\right\}$, and similarly $\mathcal{L}_{n}=\left\{a \cdot x: a \in \mathbb{F}_{2}^{n}\right\} \subset \mathcal{A}_{n}$ denotes the
set of linear functions. The support of an arbitrary function $g: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$ is defined as $\operatorname{supp}(g)=\left\{x \in \mathbb{F}_{2}^{n}: g(x)=1\right\}$. For a vector $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{2}^{n}$, let the minterm function $m_{v}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}[36]$ be defined as $m_{v}\left(x_{1}, \ldots, x_{n}\right)=\prod_{j=1}^{n}\left(x_{j} \oplus v_{j} \oplus 1\right)$. Note that $m_{v}(x)=1$ if and only if $x=v$. It is well-known that any Boolean function $g: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$ can be uniquely represented as

$$
\begin{equation*}
g\left(x_{1}, \ldots, x_{n}\right)=\bigoplus_{v \in \operatorname{supp}(g)} m_{v}\left(x_{1}, \ldots, x_{n}\right) . \tag{1}
\end{equation*}
$$

For an arbitrary function $g \in \mathcal{B}_{n}$, the set of its values on $\mathbb{F}_{2}^{n}$ (the truth table) is defined as $T_{g}=(g(0, \ldots, 0,0), g(0, \ldots, 0,1), \ldots, g(1, \ldots, 1,1))$. For a function $g$ defined on $\mathbb{F}_{2}^{n}$ and a given subset $S \subseteq \mathbb{F}_{2}^{n}$, we denote by $\left.g\right|_{S}$ the restriction of $g$ to $S$ (that is $\left.g\right|_{S}=g: S \rightarrow$ $\mathbb{F}_{2}$ ). The Walsh transform (WT) of $g \in \mathcal{B}_{n}$ at any point $\omega \in \mathbb{F}_{2}^{n}$ is defined by

$$
\begin{equation*}
W_{g}(\omega)=\sum_{x \in \mathbb{F}_{2}^{n}} g(x)(-1)^{\omega \cdot x} \tag{2}
\end{equation*}
$$

The Walsh support of $g \in \mathcal{B}_{n}$ is defined as $S_{g}=\left\{\omega \in \mathbb{F}_{2}^{n}: W_{g}(\omega) \neq 0\right\}$. A vectorial Boolean function, say $h: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{k}$, can be represented uniquely as $h(x)=$ $\left(h_{1}(x), \ldots, h_{k}(x)\right)$, where $h_{i}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$.

For a subset $E \subseteq \mathbb{F}_{2}^{n}$, the indicator function $\phi_{E}$ will denote the Boolean function such that $\phi_{E}(x)=1$ if and only if $x \in E$. Also, by $E^{\perp}$ we denote the set $E^{\perp}=\left\{y \in \mathbb{F}_{2}^{n}: x \cdot y=\right.$ $0, \forall x \in E\}$. The cardinality of any set $E$ is denoted by $\# E$. By [8, Corollary 2.2] and [7, Section IV], for a given affine subspace $b \oplus E \subseteq \mathbb{F}_{2}^{n}\left(b \in \mathbb{F}_{2}^{n}\right.$ is arbitrary, $E$ is a subspace, $\operatorname{dim}(E)=p$ ), we have that WT at any $u \in \mathbb{F}_{2}^{n}$ and ANF of $\phi_{b \oplus E}$ are given respectively as

$$
W_{\phi_{b \oplus E}}(u)=\left\{\begin{array}{cc}
\# E \cdot(-1)^{u \cdot b}, & u \in E^{\perp}  \tag{3}\\
0, & u \notin E^{\perp}
\end{array}, \quad \phi_{E}(x)=\prod_{i=1}^{n-p}\left(\tau_{i} \cdot x \oplus 1\right),\right.
$$

where $\left\{\tau_{1}, \ldots, \tau_{n-p}\right\}$ is any basis of $E^{\perp}$. For a subspace $E$ and $b \in \mathbb{F}_{2}^{n}$, it holds that $\phi_{b \oplus E}(x)=\phi_{E}(x \oplus b)$.

### 2.2 Index generating functions

Let $D=\left\{d_{1}, \ldots, d_{k}\right\} \subset \mathbb{F}_{2}^{n}$ such that $\# D=k \ll 2^{n}$, where the (distinct) vectors $d_{i} \in D$ are called registered vectors. In general, an isig-function $f: D \rightarrow\{1,2, \ldots, k\}$ can be represented by decomposition table (see for instance $[15,29]$ ) or using relation (1) as

$$
\begin{equation*}
f(x)=\sum_{d_{i} \in D} i \cdot m_{d_{i}}(x) . \tag{4}
\end{equation*}
$$

Remark 2.1 Since the values $f(y)=c_{y}$ for $y \notin D \subset \mathbb{F}_{2}^{n}$ are of no importance (and thus can be arbitrary), in (4) we omit their specification. Although (4) means that $c_{y}=0$ for all $y \in \mathbb{F}_{2}^{n} \backslash D$ (due to the fact that $m_{d_{i}}(x)=1$ if and only if $x=d_{i}$ ), this representation will not mean that $f$ is completely specified on whole $\mathbb{F}_{2}^{n}$. Thus in our work relation (4) strictly refers to the representation of an isig-function $f=\left.f\right|_{D}$.

With the following example we demonstrate the representation (4) of an isig-function defined on $D \subset \mathbb{F}_{2}^{4}$.

Table 1 Registered vector table

| $d_{i} \in D$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $f\left(d_{i}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $d_{1}$ | 0 | 0 | 0 | 1 | 1 |
| $d_{2}$ | 1 | 0 | 1 | 1 | 2 |
| $d_{3}$ | 1 | 1 | 0 | 0 | 3 |
| $d_{4}$ | 0 | 1 | 1 | 1 | 4 |

Example 2.1 Let the set of registered vectors $D \subset \mathbb{F}_{2}^{4}$ and an isig-function $f: D \rightarrow$ $\{1,2,3,4\}$ be given by Table 1, where $f\left(d_{i}\right)=i$ for $i \in[1,4]$. The function $f=\left.f\right|_{D}$ (Remark 2.1) can be represented as $f(x)=1 \cdot m_{d_{1}}(x)+2 \cdot m_{d_{2}}(x)+3 \cdot m_{d_{3}}(x)+4 \cdot m_{d_{4}}(x)$. Alternatively, the function $f$ can be represented by a decomposition table as in [15, Example 3 - Fig. 3b].

Definition 2.1 For a function $f \in \mathcal{B}_{n}$, we say that $f\left(x_{1}, \ldots, x_{n}\right)$ depends on $x_{i}$ if there exists a pair of vectors $a=\left(a_{1}, \ldots, a_{i-1}, a_{i}, a_{i+1}, \ldots, a_{n}\right)$ and $a^{\prime}=$ $\left(a_{1}, \ldots, a_{i-1}, a_{i}^{\prime}, a_{i+1}, \ldots, a_{n}\right)$ such that $f$ is defined for both $a$ and $a^{\prime}, a_{i} \neq a_{i}^{\prime}$, and $f(a) \neq f\left(a^{\prime}\right)$. If $f$ depends on $x_{i}$, then $x_{i}$ is said to be an essential variable.

### 2.3 The functional decomposition

A decomposition or transformation (linear or non-linear) of an isig-function $f: D \subset$ $\mathbb{F}_{2}^{n} \rightarrow\{1, \ldots, k\}$ is said to be a vectorial Boolean function $h=\left(y_{1}, \ldots, y_{r}\right): \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{r}$ which transforms a function $f$ into an isig-function $\tilde{f}: D \rightarrow\{1, \ldots, k\}$ in $r$ variables as

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{n}\right)=(\tilde{f} \circ h)(x)=\tilde{f}\left(y_{1}(x), \ldots, y_{r}(x)\right)=\tilde{f}\left(y_{1}, \ldots, y_{r}\right), \tag{5}
\end{equation*}
$$

where $y_{i}=y_{i}\left(x_{1}, \ldots, x_{n}\right), i \in[1, r]$. A linear transformation, which induces a vectorial Boolean function $h=\left(y_{1}, \ldots, y_{r}\right)$, with minimal possible value of $r$ is called optimal. Recall that by [24, Theorem 1] any incompletely specified $i g$-function with weight $k$ necessarily requires at least $\left\lceil\log _{2} k\right\rceil$ variables to be represented. Alternatively, in terms of its linear decomposition, it holds that $r \geq\left\lceil\log _{2} k\right\rceil$. By minimal linear decomposition we refer to a decomposition which is not necessarily optimal but for which the number of compound variables can not be reduced further by any linear transformation in general (see for instance the set $D^{(2)}$ in Example 5.2).

Assuming that the vectorial function $h=\left(y_{1}, \ldots, y_{r}\right)$ in (5) (associated to $f$ ) is linear, then the functions $y_{i}, i \in[1, r]$, which are called compound variables, can be written as $y_{i}(x)=\lambda_{i} \cdot x$, for some vectors $\lambda_{i} \in \mathbb{F}_{2}^{n}$. Then, the compound degree of these functions is defined as $w t\left(\lambda_{i}\right)$. Thus, one can define a binary matrix $H_{n \times r}$ as $H=\left[\lambda_{1}^{T}, \ldots, \lambda_{r}^{T}\right]$, where $\lambda_{i}^{T}$ is a column vector, i.e., the transpose of $\lambda_{i}$. Consequently, the function $f$ can be written as $f(x)=g(x H)$, where $g \in \mathcal{B}_{r}$, and if $r<n$ then the function $f$ is said to be algebraically degenerate or briefly degenerate. ${ }^{1}$ If there does not exist such an $n \times r$ matrix $H$ with $r<n$ such that $f(x)=g(x H)$ holds, i.e., the minimum value of $r$ is $n$, then $f$ is said to be algebraically nondegenerate.

[^1]
## 3 Linear decompositions based on degeneracy

Using the results given in [38, Section 2.3], in this section we derive necessary and sufficient conditions for linear decomposition of an arbitrary isig-function. Since our method uses the notion of algebraic degeneration of Boolean functions, we firstly discuss a misleading result which can be related to work presented in [26] (see Remark 3.1). Let us first recall two results given in [38, Theorems 2.9] (which is [8, Corollary 2.1]) and [38, Theorems 2.10].

Theorem 3.1 [8, 38] Let $f \in \mathcal{B}_{n}$. Denote by $V=\left\langle S_{f}\right\rangle$ the linear span of the nonzero spectrum points of $f$. Assume that $\operatorname{dim}(V)=r$, and let $\mu_{1}, \ldots, \mu_{r}$ be a basis of $V$ which defines a binary matrix $M_{n \times r}$ as $M=\left[\mu_{1}^{T}, \ldots, \mu_{r}^{T}\right]$. Then there exists a Boolean function $g(y)$ in $r$ variables such that

$$
g(y)=g(x M)=f(x), \quad x \in \mathbb{F}_{2}^{n} .
$$

Theorem 3.2 [38] Let $f \in \mathcal{B}_{n}$. Then $\operatorname{dim}\left\langle S_{f}\right\rangle=r$ if and only if $f$ can be algebraically degenerated into a function in $r$ variables.

Based on the results given in [26, Section V] (which are given in terms of autocorrelation transform, see [26, Definition 5.1]), one can conclude that an isig-function $f$ and the corresponding characteristic (Boolean) function $\phi_{D}$ can be represented in the same number of variables. However, with the following example we show that a linear decomposition (which is degeneracy) of the characteristic function $\phi_{D}$ does not imply the degeneracy of $f$ in general, and thus Theorem 3.1 can not be (always) applied to $\phi_{D}$ in order to induce a linear decomposition of $f$.

Example 3.1 Let the set $D \subset \mathbb{F}_{2}^{4}$ be given as $D=\{(1,0,0,0),(0,1,0,0),(0,1,1,0)$, $(1,1,0,1)\}$. Then, it is not difficult to check that the characteristic function $\phi_{D}$ of the incompletely specified ig-function $f: D \rightarrow\{1,2,3,4\}$ has the Walsh support $S_{\phi_{D}}$ of dimension 4 (thus $\operatorname{dim}\left\langle S_{\phi_{D}}\right\rangle=4$ ). According to Theorem 3.2, the function $\phi_{D}$ cannot be degenerated into a function $g \in \mathcal{B}_{r}$ for $r<n$. However, by Example 4.2 in [31], the function $f$ can be represented by 3 variables (which is the minimal possible number in this case), say $\left\{x_{1}, x_{2}, x_{3}\right\},\left\{x_{1}, x_{3}, x_{4}\right\}$ or $\left\{x_{2}, x_{3}, x_{4}\right\}$.

Remark 3.1 Note that the only case when the degeneracy of $\phi_{D}$ implies the degeneracy of $f$ is when $\phi_{D}$ has a linear decomposition in compound variables with degree equal to 1 [26].

In general, an arbitrary $i$ sig-function can be represented in different ways. For instance, the isig-function $f: D=\left\{d_{1}, d_{2}, d_{3}, d_{4}\right\} \rightarrow\{1,2,3,4\}$ given in Example 3.1 can be represented by relation (4) as $f(x)=1 \cdot m_{d_{1}}(x)+\ldots+4 \cdot m_{d_{4}}(x)$, but it can also be represented as $f(x)=1+a_{0}(x)+2 a_{1}(x)$, where $a_{i}$ are defined as in Table 2.

In order to set our results in a more general framework, we assume that an isig-function $f: D \subset \mathbb{F}_{2}^{n} \rightarrow\{1, \ldots, k\}$ can be represented in a general form as $f(x)=c_{1} \xi_{1}(x)+$ $\ldots, c_{s} \xi_{s}(x)$, where $\xi_{i} \in \mathcal{B}_{n}$ are called coordinate functions ( $c_{i}$ are non-zero integers, $x \in$ $\mathbb{F}_{2}^{n}$ ). However, the condition imposed on functions $\xi_{i}$, in order to properly define the $i s i g$ function $f$, is given in the following result.

Proposition 3.1 Let $f: D=\left\{d_{1}, \ldots, d_{k}\right\} \rightarrow\{1, \ldots, k\}$ be an arbitrary incompletely specified ig-function defined as $f\left(d_{i}\right)=i, i \in[1, k]\left(D \subset \mathbb{F}_{2}^{n}\right)$. For integers $c_{1}, \ldots, c_{s}$

Table 2 Definition of coordinate functions $a_{0}$ and $a_{1}$ on $D$ from Example 3.1

| $d_{i} \in D$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $a_{0}\left(d_{i}\right)$ | $a_{1}\left(d_{i}\right)$ | $f\left(d_{i}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $d_{1}$ | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| $d_{2}$ | 0 | 1 | 0 | 0 | 1 | 0 | 2 |
| $d_{3}$ | 0 | 1 | 1 | 0 | 0 | 1 | 3 |
| $d_{4}$ | 1 | 1 | 0 | 1 | 1 | 1 | 4 |

$(s \geq 1)$ and Boolean functions $\xi_{1}, \ldots, \xi_{s} \in \mathcal{B}_{n}$, define matrices $\Gamma_{k \times s}=\left[\xi_{i}\left(d_{j}\right)\right]$ and $C_{s \times 1}=\left[c_{i}\right]$ for $i \in[1, s], j \in[1, k]$. If it holds that the restrictions of $\xi_{i}$ on $D$ satisfy the system

$$
\Gamma_{k \times s} C_{s \times 1}=\left(\begin{array}{cccc}
\xi_{1}\left(d_{1}\right) & \ldots & \xi_{s}\left(d_{1}\right)  \tag{6}\\
\xi_{1}\left(d_{2}\right) & \ldots & \xi_{s}\left(d_{2}\right) \\
\vdots & \vdots & \vdots \\
\xi_{1}\left(d_{k}\right) & \ldots & \xi_{s}\left(d_{k}\right)
\end{array}\right)\left(\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{s}
\end{array}\right)=\left(\begin{array}{c}
1 \\
2 \\
\vdots \\
k
\end{array}\right),
$$

then $f$ can be represented as $f(x)=c_{1} \xi_{1}(x)+\ldots, c_{s} \xi_{s}(x), x \in \mathbb{F}_{2}^{n}$. Equivalently, for every collection of Boolean functions $\xi_{1}, \ldots, \xi_{s}$ such that $\sum_{i=1}^{s} c_{i} \xi_{i}\left(d_{j}\right)=j(j \in[1, k])$, it necessarily holds that $\left(\left.\xi_{1}\right|_{D}, \ldots,\left.\xi_{s}\right|_{D}\right)$ is an injective mapping on $D$.

Proof Let us assume that $\left(\left.\xi_{1}\right|_{D}, \ldots,\left.\xi_{s}\right|_{D}\right)$ is not injective on $D$. Then there exist $d^{\prime}, d^{\prime \prime} \in D$ ( $d^{\prime} \neq d^{\prime \prime}$ ) for which it holds that $\left(\left.\xi_{1}\right|_{D}\left(d^{\prime}\right), \ldots,\left.\xi_{s}\right|_{D}\left(d^{\prime}\right)\right)$ and $\left(\left.\xi_{1}\right|_{D}\left(d^{\prime \prime}\right), \ldots,\left.\xi_{s}\right|_{D}\left(d^{\prime \prime}\right)\right)$ are equal (binary) vectors, which gives that $b^{\prime}=\sum_{i=1}^{s} c_{i} \xi_{i}\left(d^{\prime}\right)=\sum_{i=1}^{s} c_{i} \xi_{i}\left(d^{\prime \prime}\right)=b^{\prime \prime}$. However, this is in contradiction with $b^{\prime} \neq b^{\prime \prime}$, which completes the proof.

Notice that not all representations of $f$ (referring to coefficients $c_{i}$ ), using some injective vectorial mapping $\left(\left.\xi_{1}\right|_{D}, \ldots,\left.\xi_{s}\right|_{D}\right)$, are suitable to express $f$ correctly in this context. For instance, if $f(x)=1 \xi_{1}(x)+2 \xi_{2}(x)+3 \xi_{3}(x),\left(\left.\xi_{1}\right|_{D},\left.\xi_{2}\right|_{D},\left.\xi_{3}\right|_{D}\right)\left(d^{\prime}\right)=(0,0,1)$ and $\left(\left.\xi_{1}\right|_{D},\left.\xi_{2}\right|_{D},\left.\xi_{3}\right|_{D}\right)\left(d^{\prime \prime}\right)=(1,1,0)$ (for some $\left.d^{\prime}, d^{\prime \prime} \in D, d^{\prime} \neq d^{\prime \prime}\right)$, we have that $f\left(d^{\prime}\right)=f\left(d^{\prime \prime}\right)=3$, which is not allowed for an incompletely function isig-function $f$.

Remark 3.2 Since (6) is a system of linear Diophantine equations, then all results which characterize the existence of solutions for such systems can be applied here. However, the problem of finding Boolean functions $\xi_{i}$ (in the representation of $f$ ) and integers $c_{i}$ such that (6) holds can become rather complex due to the facts that $\Gamma_{k \times s}$ has to be a binary matrix and $C_{s \times 1}$ contains non-negative values. Note also that the problem of finding a linear vectorial function which is injective on $D$ is proved to be NP-complete (see [34, Theorem 3.1]).

Remark 3.3 In the case when an isig-function $f$ is represented by (4), then the matrix $\Gamma_{k \times k}=\left[\xi_{i}\left(d_{j}\right)\right]$ in (6) (where $s=k$ ) is the identity matrix.

The following result (which is based on Theorem 3.1) characterizes the linear decomposition method of an arbitrary isig-function $f$ in terms of Walsh supports of its coordinate Boolean functions $\xi_{i}$.

Theorem 3.3 Let $f: D=\left\{d_{1}, \ldots, d_{k}\right\} \rightarrow\{1, \ldots, k\}\left(D \subset \mathbb{F}_{2}^{n}\right)$ be an arbitrary incompletely specified ig-function defined by $f\left(d_{i}\right)=i, i \in[1, k]\left(D \subset \mathbb{F}_{2}^{n}\right)$, and rep-
resented as $f(x)=\sum_{i=1}^{s} c_{i} \xi_{i}(x)\left(c_{i} \geq 0\right)$. For $i \in[1, s]$, let $B_{i}$ be a basis of $\left\langle S_{\xi_{i}}\right\rangle$. Then the function $f\left(x_{1}, \ldots, x_{n}\right)$ can be degenerated (linearly decomposed) to an isigfunction $\widetilde{f}(x M)=\widetilde{f}\left(y_{1}, \ldots, y_{r}\right)=f(x),\left(M=\left[\lambda_{1}^{T}, \ldots, \lambda_{r}^{T}\right], y_{i}=\lambda_{i} \cdot x, \lambda_{i} \in \mathbb{F}_{2}^{n}\right.$, $\left\lceil\log _{2} k\right\rceil \leq r \leq n$ ) with the minimal possible number of compound variables $r$ if and only if $\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ is a basis set of $\left\langle\bigcup_{i=1}^{s} B_{i}\right\rangle$. Moreover, the decomposition is optimum if $\operatorname{dim}\left\langle\bigcup_{i=1}^{s} B_{i}\right\rangle=\left\lceil\log _{2} k\right\rceil$.

Proof Let $\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ be an arbitrary basis set of $\left\langle\bigcup_{i=1}^{s} B_{i}\right\rangle$. By Theorem 3.2, every coordinate function $\xi_{i}$ can be degenerated into the minimal possible number of compound variables $\# B_{i}$, where $B_{i}$ is a basis set of $\left\langle S_{\xi_{i}}\right\rangle$. Consequently, the function $f$ can be written in variables $\left\{y_{1}^{\prime}, \ldots, y_{m}^{\prime}\right\}$, where $y_{i}^{\prime}=\lambda_{i}^{\prime} \cdot x$ and $\left\{\lambda_{1}^{\prime}, \ldots, \lambda_{m}^{\prime}\right\}=\bigcup_{i=1}^{s} B_{i} \subseteq\left\langle\bigcup_{i=1}^{s} B_{i}\right\rangle$ $(r \leq m)$. Since every $\lambda_{i}^{\prime}$ can be written in terms of vectors $\lambda_{1}, \ldots, \lambda_{r}$, then $f$ can be written in terms of compound variables $y_{i}=\lambda_{i} \cdot x(i \in[1, r])$, which is clearly the minimal possible number of compound variables.

Conversely, let us assume that the minimal possible decomposition of $f$ is given as $f(x)=\widetilde{f}(x M)=\widetilde{f}\left(y_{1}, \ldots, y_{r}\right)$, where $y_{i}=\lambda_{i} \cdot x(i \in[1, r])$, for some vectors $\lambda_{i} \in \mathbb{F}_{2}^{n}$. Clearly, we assume that $\lambda_{i}$ are linearly independent vectors, otherwise the existence of a basis set $\left\{\lambda_{1}^{\prime}, \ldots, \lambda_{r^{\prime}}^{\prime}\right\}\left(r^{\prime}<r\right)$ of $\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ would imply that $f$ can be degenerated to $r^{\prime}<r$, which contradicts the assumption. Then it must be the case that for every $i \in[1, s]$ a basis set $B_{i}$ of $\left\langle S_{\xi_{i}}\right\rangle$ is contained in the space $\left\langle\lambda_{1}, \ldots, \lambda_{r}\right\rangle$ (where also $\left\langle S_{\xi_{i}}\right\rangle \subseteq\left\langle\lambda_{1}, \ldots, \lambda_{r}\right\rangle$ ), since all functions $\xi_{i}$ have to be written in terms of compound variables $y_{i}$. Now, if $\left\langle\bigcup_{i=1}^{S} B_{i}\right\rangle$ is a proper subspace of $\left\langle\lambda_{1}, \ldots, \lambda_{r}\right\rangle$, then there exists a basis set $\left\{\lambda_{1}^{\prime}, \ldots, \lambda_{r^{\prime}}^{\prime}\right\}$ of $\left\langle\bigcup_{i=1}^{s} B_{i}\right\rangle$ with the property that $r^{\prime}<r$, which contradicts the assumption that $f$ can be degenerated to $r$ variables. Consequently, it necessarily holds that $\left\langle\lambda_{1}, \ldots, \lambda_{r}\right\rangle=\left\langle\bigcup_{i=1}^{s} B_{i}\right\rangle$, i.e., $\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ is a basis set of $\left\langle\bigcup_{i=1}^{s} B_{i}\right\rangle$ (since $\lambda_{i}$ are linearly independent). By [24, Theorem 1], the linear decomposition of $f$ is optimum if $r=\left\lceil\log _{2} k\right\rceil$.

In general, Theorem 3.3 has the following important implications:
Fact 1 The problem of finding a linear decomposition of a given isig-function which uses compound variables $y_{i}=\lambda_{i} \cdot x(i=1, \ldots, r)$ such that $\lambda_{1}, \ldots, \lambda_{r} \in \mathbb{F}_{2}^{n}$ have minimal weights (in relation (5)), has been addressed in [29]. In the context of Theorem 3.3, such linear decompositions are precisely related to vectors with minimal weights which constitute a basis set $\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ of $\left\langle\bigcup_{i=1}^{s} B_{i}\right\rangle$. Alternatively, the search of these decompositions for which $w t\left(\lambda_{i}\right) \leq t$ (for all $i \in[1, r]$ ) for some fixed value $t$, is mentioned as Problem 1 in [12, Section 3].

Fact 2 The set of all linear decompositions of an isig-function $f$ is not less than the number of basis sets $\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ of $\left\langle\bigcup_{i=1}^{s} B_{i}\right\rangle$. However, this estimation is still imprecise since the number of Boolean coordinate functions of $f$ which satisfy the system (6) is not known.

By Theorem 3.3, the problem of finding a linear decomposition(s) (degeneration) of isig-functions is translated to the domain of Boolean functions, where we are looking for a suitable collection of functions $\xi_{i}$ in (6) such that basis sets of $\left\langle S_{\xi_{i}}\right\rangle$ share common elements (which consequently reduces the number of compound variables $y_{i}$ ).

Therefore, the following example is given in that direction and it demonstrates the possibility of applying Theorem 3.3 to a given isig-function represented by (4) in order to find its
linear decomposition. Thus we illustrate the main idea of our approach, which is developed further in subsequent sections.

Example 3.2 Let the isig-function $f: D \subset \mathbb{F}_{2}^{4} \rightarrow\{1,2,3,4\}$ be represented as

$$
f(x)=1 \cdot b_{1}(x)+2 \cdot b_{2}(x)+3 \cdot b_{3}(x)+4 \cdot b_{4}(x),
$$

where the set $D$ and coordinate Boolean functions $b_{i}$ are defined as in Table 3. Notice that the restrictions of $b_{i}$ on $D$ are defined as $\left.b_{i}\right|_{D}=\left.m_{d_{i}}\right|_{D}$, since $m_{d_{i}}(x)=1$ if and only if $x=d_{i}$. In order to apply Theorem 3.3, we need to define functions $b_{i}$ on $\mathbb{F}_{2}^{4} \backslash D$ due to the computation of dimensions of their Walsh supports. According to Theorem 3.2, we want to define functions $b_{i}$ such that the basis sets of $\left\langle S_{b_{i}}\right\rangle$ share (many) common elements. For that purpose, we define the subspace $S=\left\{\mathbf{0}_{4}, d_{1}\right\}$ and $b_{i}=\phi_{E_{i}}$, where $E_{i} \subset \mathbb{F}_{2}^{4}$ are given as

$$
E_{1}=S, \quad E_{2}=d_{2} \oplus S, \quad E_{3}=d_{3} \oplus S, \quad E_{4}=d_{4} \oplus S
$$

The necessary condition to represent the function $b_{i}$ correctly, in terms of characteristic functions, is that $E_{i} \cap D=\left\{d_{i}\right\}$, for all $i=1,2,3,4$, which is clearly satisfied. By relation (3), we have that for all $i \in[1,4]$ it holds that

$$
S_{b_{i}}=S_{\phi_{E_{i}}}=S^{\perp}=\left\langle\lambda_{1}, \lambda_{2}, \lambda_{3}\right\rangle=\langle(0,1,0,0),(0,0,1,0),(0,0,0,1)\rangle .
$$

Consequently, Theorem 3.3 gives that $f$ can be represented in variables $y_{i}=\lambda_{i} \cdot x(i=$ $1,2,3$ ). More precisely, by ANF representation of the characteristic function given by (3) we have that $b_{i}$ can be represented as $b_{1}(x)=\phi_{E_{1}}(x)$ and $b_{j}=\phi_{E_{1}}\left(x \oplus d_{j}\right)$ for $j=2,3,4$, where

$$
b_{1}(x)=\phi_{E_{1}}(x)=\prod_{i=1}^{3}\left(\lambda_{i} \cdot x \oplus 1\right)=\prod_{i=1}^{3}\left(y_{i} \oplus 1\right), \quad b_{j}(x)=\prod_{i=1}^{3}\left(y_{i} \oplus \lambda_{i} \cdot d_{j} \oplus 1\right) .
$$

Remark 3.4 Note that the same idea presented in the above example can be applied to $f$ when it is represented as $f(x)=1+a_{0}(x)+2 a_{1}(x)$ (where $a_{i}$ are defined as in Table 2).

The previous example, which regards the application of Theorem 3.3, raises the following important questions (which have not been addressed in the previous works):
I) Do there exist representations of $f$ in terms of Boolean functions which allow an efficient construction (specification) of its coordinate Boolean functions on the whole space $\mathbb{F}_{2}^{n}$ which in turn provide an efficient determination of linear decompositions of $f$ ?
II) For a fixed representation of $f$, is it always possible to construct coordinate Boolean functions which provide an optimum (or minimal) linear decomposition of $f$ (for an arbitrary fixed set $\left.D \subset \mathbb{F}_{2}^{n}, \# D \ll 2^{n}\right)$ ?

Table 3 Definition of coordinate functions $b_{i}$ on $D$

| $d_{i} \in D$ | $b_{1}$ | $b_{2}$ | $b_{3}$ | $b_{4}$ | $f\left(d_{i}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $d_{1}=(0,0,0,1)$ | 1 | 0 | 0 | 0 | 1 |
| $d_{2}=(1,0,1,1)$ | 0 | 1 | 0 | 0 | 2 |
| $d_{3}=(1,1,0,0)$ | 0 | 0 | 1 | 0 | 3 |
| $d_{4}=(0,1,1,1)$ | 0 | 0 | 0 | 1 | 4 |

III) More generally, under which conditions with respect to an arbitrary set $D \subset \mathbb{F}_{2}^{n}$ ( $\# D \ll 2^{n}$ ) there exists a representation of $f$ which allows an optimal (or minimal) linear decomposition for some coordinate Boolean functions?

In the rest of the paper, we address the above questions by deriving and analyzing some general results which regard both $f$ and $D$.

## 4 Construction of suitable coordinate functions

Although the questions (I)-(III) posed in Section 3 are hard to answer in general, in this section we provide some general/specific results which describe the linear decomposition of an $i s i g$-function $f$ given as in Proposition 3.1. More precisely, in Section 4.1 we propose some methods to design suitable (affine) subspaces $E_{i}$, which in turn gives us a possibility to define $\xi_{i}$ as $\xi_{i}=\phi_{E_{i}}$ that correctly represent $f$ and allows its decomposition into less compound variables (by applying Theorem 3.3). While Section 4.1 mainly concerns the construction of suitable coordinate functions $\xi_{i}$, in Section 4.2 we discuss the cases for which a linear decomposition of a given isig-function is not possible with respect to a given set $D$ in general.

### 4.1 Employing characteristic functions

Recall that in Example 3.2 we have defined coordinate functions of $f$ as indicator functions on suitable (affine) subspaces $E_{i}$. In general, the selection of coordinate functions $\xi_{i}$ in terms of characteristic functions $\phi_{E_{i}}$ regardless of whether $E_{i}$ is a linear or affine subspace (compare to Example 3.2), is described as follows.

Proposition 4.1 Let $f: D \subset \mathbb{F}_{2}^{n} \rightarrow\{1, \ldots, k\}$ be an arbitrary isig-function defined as $f(x)$ $=\sum_{i=1}^{s} c_{i} \xi_{i}(x)$, and for $i \in[1, s]$ let $\Lambda_{i}=\operatorname{supp}\left(\left.\xi_{i}\right|_{D}\right)=\left\{d \in D:\left.\xi_{i}\right|_{D}(d)=1\right\}$. Then:
i) Assume that for $i \in[1, s]$ it holds that $\left\langle\Lambda_{i}\right\rangle \cap D=\Lambda_{i}$, and let $E_{i} \subset \mathbb{F}_{2}^{n}$ be an arbitrary (affine) subspace such that $\Lambda_{i} \subset E_{i}$ and $E_{i} \cap D=\Lambda_{i}$. Then, the assignment $\xi_{i}=\phi_{E_{i}}$ (for $i \in[1, s]$ ) gives a correct definition of $f$ in terms of relation (6).
ii) Alternatively, assume that $\left\langle D \backslash \Lambda_{i}\right\rangle \cap D=D \backslash \Lambda_{i}$, and let $E_{i} \subset \mathbb{F}_{2}^{n}$ be an arbitrary subspace such that $D \backslash \Lambda_{i} \subset E_{i}$ and $E_{i} \cap D=D \backslash \Lambda_{i}$. Then $\xi_{i}=\phi_{E_{i}} \oplus 1$ (for $i \in[1, s]$ ) correctly defines $f$ in terms of relation (6).

Remark 4.1 By Theorem 3.3, the function $f$ in Proposition 4.1 can be degenerated to less than $n$ variables if $\operatorname{dim}\left(\bigcup_{i=1}^{s} E_{i}\right)<n$.

Let us now assume that there exists (fixed) $i \in[1, s]$ for which it holds that $\left.\xi_{i}\right|_{D}\left(d^{\prime} \oplus\right.$ $\left.d^{\prime \prime}\right)=0$, for some $d^{\prime}, d^{\prime \prime} \in D$ with $d^{\prime}, d^{\prime \prime} \in \Lambda_{i}$. In this case, we are not able to define a subspace $E_{i}$ such that $d^{\prime}, d^{\prime \prime} \in E_{i}$, since $d^{\prime} \oplus d^{\prime \prime} \in E_{i}$ would imply that $\phi_{E_{i}}\left(d^{\prime} \oplus d^{\prime \prime}\right)=$ $1 \neq\left.\xi_{i}\right|_{D}\left(d^{\prime} \oplus d^{\prime \prime}\right)$. The following result establishes the impossibility of setting $\xi_{i}=\phi_{E_{i}}$ ( $\Lambda_{i} \subseteq E_{i}$ ) for arbitrary sets $D$ with respect to a given representation $f(x)=\sum_{i=1}^{s} c_{i} \xi_{i}(x)$.

Proposition 4.2 Let $f: D \rightarrow\{1, \ldots, k\}$ be an arbitrary isig-function defined as $f(x)=$ $\sum_{i=1}^{s} c_{i} \xi_{i}(x)\left(\xi_{i} \in \mathcal{B}_{n}\right)$, and for $i \in[1, s]$ define sets $\Lambda_{i}=\operatorname{supp}\left(\left.\xi_{i}\right|_{D}\right)=\{d \in D:$ $\left.\left.\xi_{i}\right|_{D}(d)=1\right\}$. Assume that for a fixed (arbitrary) $i \in[1, s]$ there exist vectors $d_{i_{1}}, \ldots, d_{i_{t}} \in$
$\Lambda_{i}$ such that $d_{i_{1}} \oplus \ldots \oplus d_{i_{t}} \notin \Lambda_{i}$. Then there does not exist a subspace $E_{i} \subset \mathbb{F}_{2}^{n}$ such that $E_{i} \cap D=\Lambda_{i}$ and $d_{i_{1}} \oplus \ldots \oplus d_{i_{t}} \notin E_{i}$.

Proof Let us assume that there exists a subspace $E_{i} \subset \mathbb{F}_{2}^{n}$ such that $E_{i} \cap D=\Lambda_{i}$ and $d_{i_{1}} \oplus \ldots \oplus d_{i_{t}} \notin E_{i}$. Since $d_{i_{1}}, \ldots, d_{i_{t}} \in \Lambda_{i}$ and $\Lambda_{i} \subseteq E_{i}$, it implies that $d_{i_{1}}, \ldots, d_{i_{t}} \in E_{i}$, which is a contradiction.

Combining Theorem 3.2 and Proposition 4.1 we obtain the following result which describes the decomposition method of an isig-function with coordinate functions $\xi_{i}$ defined as indicator functions of suitable (affine) subspaces.

Theorem 4.1 Let $f: D=\left\{d_{1}, \ldots, d_{k}\right\} \rightarrow\{1, \ldots, k\}\left(D \subset \mathbb{F}_{2}^{n}\right)$ be an arbitrary incompletely specified ig-function given as $f(x)=\sum_{i=1}^{s} c_{i} \xi_{i}(x)$, and for $i \in[1, s]$ define sets $\Lambda_{i}=\operatorname{supp}\left(\left.\xi_{i}\right|_{D}\right)=\left\{d \in D:\left.\xi_{i}\right|_{D}(d)=1\right\}$. Assume that $\left\langle\Lambda_{i}\right\rangle \cap D=\Lambda_{i}$, and let $\xi_{i}$ be defined as $\xi_{i}=\phi_{E_{i}}$ for (affine) subspaces $E_{i} \subset \mathbb{F}_{2}^{n}$ which satisfy that $E_{i} \cap D=\Lambda_{i}$ $\left(\Lambda_{i} \subset E_{i}\right)$. If $B_{i}$ is a basis of $\left\langle S_{\xi_{i}}\right\rangle=E_{i}^{\perp}$ and $B=\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ is a basis of $\left\langle\bigcup_{i=1}^{s} B_{i}\right\rangle$, then $f$ can be written in compound variables $y_{1}, \ldots, y_{r}$, where $y_{i}=\lambda_{i} \cdot x, x \in \mathbb{F}_{2}^{n}$. The decomposition of $f$ is optimum if $r=\left\lceil\log _{2} k\right\rceil$.

We know simplify the conditions in Proposition 4.1 (that is the idea presented in Example 3.2 ), thus making the application of Theorem 3.2 much more efficient. Let the set $\Delta_{D}$ be defined as

$$
\begin{equation*}
\Delta_{D}=\left\{d_{i} \oplus d_{j}: d_{i}, d_{j} \in D, i \neq j\right\} \tag{7}
\end{equation*}
$$

where we consider $\Delta_{D}$ not to be a multi-set by removing the vectors that appear multiple times. Notice that $\Delta_{D}$ (considered as a multi-set) was called a difference matrix (considering its vectors as rows) and used in [31, 34] for derivation of algorithms for linear decomposition.

Theorem 4.2 Let $f: D=\left\{d_{1}, \ldots, d_{k}\right\} \rightarrow\{1, \ldots, k\}\left(f\left(d_{i}\right)=i, D \subset \mathbb{F}_{2}^{n}\right)$ be an arbitrary isig-function given as $f(x)=\sum_{i=1}^{s} c_{i} \xi_{i}(x)$. Assume that there exists a subspace $S \subset \mathbb{F}_{2}^{n} \backslash \Delta_{D}\left(\Delta_{D}\right.$ defined by (7)) with $\operatorname{dim}(S)=t\left(\leq n-\left\lceil\log _{2} k\right\rceil\right)$, and let $E_{i}=d_{i} \oplus S$ for $i \in[1, k]$. Then:
i) For every $d \in D$ it holds that $(d \oplus S) \cap D=\{d\}$.
ii) For $\xi_{i}(x)=\phi_{E_{i}}(x), c_{i}=i(s=k, i \in[1, k])$, it holds that $f$ can be represented as $f(x)=\sum_{i=1}^{k} i \cdot \phi_{E_{i}}(x)$.
ii) The function $f$ can be degenerated to $r=n-t \geq\left\lceil\log _{2} k\right\rceil$ variables $y_{1}, \ldots, y_{r}$, where $y_{i}=\lambda_{i} \cdot x\left(x \in \mathbb{F}_{2}^{n}\right)$, and $\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ is a basis of $S^{\perp}$. The function $f$ is given as

$$
f(x)=\sum_{i=1}^{k} i \cdot \prod_{j=1}^{r}\left(y_{j} \oplus \lambda_{j} \cdot d_{i} \oplus 1\right) .
$$

iv) Consequently, if $w t\left(\lambda_{i}\right)=1$, then $y_{i}$ are essential variables of $f$.

Proof i) Let $d \in D$ be an arbitrary vector. Since $\mathbf{0}_{n} \in \underset{\sim}{S}$, it holds that $d \in d \oplus S$. If we assume that there exists $\widetilde{d} \in D$ such that $\widetilde{d} \neq d$ and $\widetilde{d} \in(d \oplus S) \cap \underset{\sim}{D}$, then for some vector $z \in S$ it holds that $d \oplus z=\widetilde{d}$, which is equivalent to $z=d \oplus \widetilde{d}$. Consequently, $z \in \Delta_{D}$, which is a contradiction (since $S \subset \mathbb{F}_{2}^{n} \backslash \Delta_{D}$ ).
ii) By Proposition 3.1, the function $f$ can be represented as $f(x)=\sum_{i=1}^{k} i \cdot \phi_{E_{i}}(x)$ if and only if $\left.\xi_{i}\right|_{D}=\left.\phi_{E_{i}}\right|_{D}=\left.m_{d_{i}}\right|_{D}$, which is satisfied by the previous part due to the fact that $\left(d_{i} \oplus S\right) \cap D=E_{i} \cap D=\left\{d_{i}\right\}, i \in[1, k]$.
iii) By relation (3) we have that for all $i \in[1, k]$ it holds that $S_{\xi_{i}}=S^{\perp}$, which by Theorem 3.1 means that all $\xi_{i}$ can be degenerated to $r$ compound variables $y_{1}, \ldots, y_{r}$, where $y_{i}=\lambda_{i} \cdot x\left(x \in \mathbb{F}_{2}^{n}\right)$ with $\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ being a basis of $S^{\perp}$. Consequently, the ANF of $\xi_{i}=\phi_{E_{i}}$ in terms of variables $y_{i}$ is given as $\phi_{E_{i}}(x)=\prod_{j=1}^{r}\left(y_{j} \oplus \lambda_{j} \cdot d_{i} \oplus 1\right)$.
iv) Using the previous part, [38, Theorem 2.1] and $w t\left(\lambda_{i}\right)=1$ imply that $f$ can be written in terms of compound variables $y_{i}$, i.e., $y_{i}$ are essential variables of $f$.

Remark 4.2 Theorem 4.2 is especially efficient for sets $D$ of sufficiently small dimension (i.e., the number of linearly independent vectors), since the corresponding set $\Delta_{D}$ will contain less vectors. Clearly, in the case when $r=n-t=\left\lceil\log _{2} k\right\rceil(\# D=k)$, then Theorem 4.2 explicitly provides (and thus guarantees) an optimal decomposition of $f$.

To illustrate Theorem 4.2, we provide the following example.
Example 4.1 Consider an incompletely specified ig-function $f: D=\left\{d_{1}, \ldots, d_{6}\right\} \subset$ $\mathbb{F}_{2}^{4} \rightarrow\{1, \ldots, 6\}\left(f\left(d_{i}\right)=i\right.$, for $\left.i \in[1,6]\right)$, where the set $D$ is given as

$$
D=\{(0,0,1,0),(0,1,0,1),(0,1,1,1),(1,0,1,0),(1,0,0,0),(1,1,0,1)\}
$$

We have that $\operatorname{dim}\langle D\rangle=3$ and $\Delta_{D}=D \cup\{(1,1,1,1)\}\left(\Delta_{D} \subset\langle D\rangle\right)$, and let us define the one-dimensional space $S=\left\{\mathbf{0}_{4},(0,0,1,1)\right\} \subset \mathbb{F}_{2}^{4} \backslash \Delta_{D}$. Defining affine subspaces $E_{i}$ as $E_{i}=d_{i} \oplus S$, we have that $E_{i} \cap D=\left\{d_{i}\right\}$, for all $i \in[1,6]$. Consequently, by Theorem 4.2 we may define $f$ as $f(x)=\sum_{d_{i} \in D} i \cdot \phi_{E_{i}}(x)$ (which means that $\xi_{i}=\phi_{E_{i}}$ ), and all functions $\phi_{E_{i}}$ can be degenerated to $\operatorname{dim}\left(S^{\perp}\right)=3$ compound variables $y_{i}=\lambda_{i} \cdot x$, $i=1,2,3$ (due to relation (3)), where $\lambda_{i}$ constitute the basis of $S^{\perp}=\left\langle\lambda_{1}, \lambda_{2}, \lambda_{3}\right\rangle=$ $\langle(0,0,1,1),(0,1,0,0),(1,0,0,0)\rangle$.

### 4.2 On non-existence of linear decompositions

The main question which arises in Theorem 4.2, which is further investigated in rest of the work, is whether there always exists a subspace $S \subset \mathbb{F}_{2}^{n} \backslash D$ (for arbitrary given set $D$ ) for which Theorem 4.2-(i) holds. The answer is (partially) given by the following result which describes all sets $D$, i.e., isig-functions defined on $D$, which can not be linearly decomposed in general.

Theorem 4.3 Let $f: D \rightarrow\{1, \ldots, k\}\left(D \subset \mathbb{F}_{2}^{n}, \# D=k\right)$ be an arbitrary isig-function. If for every $z \in \mathbb{F}_{2}^{n} \backslash\left\{\boldsymbol{0}_{n}\right\}$ it holds that $(z \oplus D) \cap D \neq \emptyset$, then there does not exist a linear vectorial mapping $h(x)=\left(\lambda_{1} \cdot x, \ldots, \lambda_{p} \cdot x\right)\left(x \in \mathbb{F}_{2}^{n}\right)$ with $p \leq n-1$ which is injective on $D$. Equivalently, it holds that $\Delta_{D}=\mathbb{F}_{2}^{n} \backslash\left\{\boldsymbol{0}_{n}\right\}$.

Proof Suppose that $h(x)=\left(\lambda_{1} \cdot x, \ldots, \lambda_{p} \cdot x\right)$ is an injective mapping on $D \subset \mathbb{F}_{2}^{n}$, such that $p \leq n-1$. Let us consider a vector $z \neq \mathbf{0}_{n}$ which is orthogonal on all vectors $\lambda_{i}$ (for $i \in[1, p]$ ), i.e., consider a non-zero vector $z \in\left\langle\lambda_{1}, \ldots, \lambda_{p}\right\rangle^{\perp}$. Clearly, such a vector exists since $\operatorname{dim}\left\langle\lambda_{1}, \ldots, \lambda_{p}\right\rangle \leq n-1$. Since for every $z \in \mathbb{F}_{2}^{n} \backslash\left\{\mathbf{0}_{n}\right\}$ and $d \in D$ it holds that
$z \oplus d \in D$, then there exists $d^{\prime} \in D\left(d^{\prime} \neq d\right)$ such that $z=d \oplus d^{\prime}$, i.e., $z \in \Delta_{D}$ (where $\Delta_{D}$ is defined by (7)). Recall from [34, Section II] that $h$ is injective on $D$ if and only if $h(v) \neq \mathbf{0}_{p}$, for every $v \in \Delta_{D}$. However, we have that $z \in \Delta_{D}$ and $h(z)=\mathbf{0}_{p}$ since $z \perp \lambda_{i}$ for all $i \in[1, p]$, which means that $h$ is not injective.

In order to prove the equality $\Delta_{D}=\mathbb{F}_{2}^{n} \backslash\left\{\mathbf{0}_{n}\right\}$, it is clear from the previous part (due to the given assumption) that for every $u \in \mathbb{F}_{2}^{n} \backslash\left\{\mathbf{0}_{n}\right\}$ it holds that $u=d^{\prime} \oplus d^{\prime \prime}$, for some $d^{\prime} \oplus d^{\prime \prime} \in \Delta_{D}$, which means that $\mathbb{F}_{2}^{n} \backslash\left\{\mathbf{0}_{n}\right\} \subseteq D_{f} \subset \mathbb{F}_{2}^{n}$. However, by definition (7) we have that $\mathbf{0}_{n} \notin \Delta_{D}$, which proves the statement.

Remark 4.3 In the context of Theorem 4.2-(i), the inequality $\Delta_{D} \neq \mathbb{F}_{2}^{n} \backslash\left\{\mathbf{0}_{n}\right\}$ means that we can find at least 1 -dimensional subspace $S=\left\{\mathbf{0}_{n}, \tilde{d}\right\}\left(\widetilde{d} \notin \Delta_{D}, \tilde{d} \neq \mathbf{0}_{n}\right)$ for which $(d \oplus S) \cap D=\{d\}$ (for all $d \in D$ ) holds.

It is important to note that Theorem 4.3 provides an alternative solution for establishing the minimality of the number of compound variables of a given degenerated incompletely specified ig-function $f(x)=\widetilde{f}\left(y_{1}, \ldots, y_{r}\right)$. A description of the SAT-based method, which also reduces the number of compound variables and establishes the minimality of solution, by verifying the fact that any further reduction of a given solution is impossible, is given in [28] (see also [25, Section VII]). In fact, there is no guarantee that either Theorem 4.3 or SAT-based method achieve the optimality of solution and these results can be rather used in any algorithm for verifying whether the obtained number of compound variables is minimal or not, cf. Step 3 in Example 5.1.

As noted by T. Sasao in [25], the SAT-based method is both time and memory consuming and thus only applicable to sets $D$ of relatively small size. Regarding the analysis of the minimality of the solution, Theorem 4.3 (in comparison to SAT-based method) can be used even for relatively large sets $D$ and thus can be used in any iterative algorithm which provides a linear decomposition (for instance, it is used in Algorithm 1 in Section 5.1). The only condition that need to be checked in Theorem 4.3 is that $\Delta_{D}=\mathbb{F}_{2}^{n} \backslash\left\{\boldsymbol{0}_{n}\right\}$ and then $D$ can not be further decomposed.

## 5 An iterative method for linear decomposition

In this section we derive a new iterative algorithm for linear decomposition of a given isigfunction, which is essentially based on Theorem 4.2. While the basic mode of the new algorithm is given in Section 5.1, in Section 5.2 we provide additional analyses along with comparison to other known methods.

### 5.1 A basic mode of the new algorithm

The main idea behind the recursive employment of Theorem 4.2 is illustrated with the following example, where we firstly recall the following result which is known as Theorem 7.1 in [25].

Theorem 5.1 [25] Let $f: D \rightarrow\{1, \ldots, k\}\left(D \subset \mathbb{F}_{2}^{n}, \# D=k\right)$ be an arbitrary isigfunction. Then $f$ can be degenerated to variables $y_{1}, \ldots, y_{r}$, that is $f(x)=\tilde{f}\left(y_{1}, \ldots, y_{r}\right)$, where $y_{i}=\lambda_{i} \cdot x$ for some vectors $\lambda_{i} \in \mathbb{F}_{2}^{n}$, if and only if $h(x)=\left(y_{1}, \ldots, y_{r}\right)=\left(\lambda_{1}\right.$. $\left.x, \ldots, \lambda_{r} \cdot x\right)$ is an injective mapping on $D$.

Example 5.1 Let $f: D=\left\{d_{1}, \ldots, d_{7}\right\} \rightarrow\{1, \ldots, 7\}\left(D \subset \mathbb{F}_{2}^{6}\right)$ be an incompletely specified $i g$-function, where the set $D$ is given as

$$
D=\left(\begin{array}{l}
d_{1} \\
d_{2} \\
d_{3} \\
d_{4} \\
d_{5} \\
d_{6} \\
d_{7}
\end{array}\right)=\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 1 & 1
\end{array}\right) .
$$

Step 1: Let us consider the vector $\sigma_{1}=(0,0,0,0,0,1) \in \mathbb{F}_{2}^{6} \backslash \Delta_{D}$ and define $S_{1}=$ $\left\{\mathbf{0}_{6}, \sigma_{1}\right\}$. Now, if we define the characteristic functions $\phi_{E_{i}}(i \in[1,7])$, where $E_{i}=$ $d_{i} \oplus S_{1}$, then by Theorem 4.2-(i) it holds that $E_{i} \cap D=\left\{d_{i}\right\}$. Consequently, the function $f$ can be represented as $f(x)=\sum_{i=1}^{7} i \cdot \phi_{E_{i}}(x)$. Furthermore, Theorem 4.2-(iii) implies that $\phi_{E_{i}}$ can be degenerated to $\operatorname{dim}\left(S_{1}^{\perp}\right)=5$ compound variables $y_{i}^{(1)}=\lambda_{i}^{(1)} \cdot x(i \in$ $[1,5])$, where $\lambda_{i}^{(1)}$ are basis vectors of $S_{1}^{\perp}=\left\{\mathbf{0}_{6}, \sigma_{1}\right\}^{\perp}$, which we shortly denote as $S_{1}^{\perp}=\sigma_{1}^{\perp}$. Considering the canonical basis $\left\{\lambda_{1}^{(1)}, \ldots, \lambda_{5}^{(1)}\right\}=\left\{e_{1}^{(1)}, \ldots, e_{5}^{(1)}\right\}\left(e_{i}^{(1)}\right.$ has a non-zero coordinate at the $i$-th position) of $S_{1}^{\perp} \subset \mathbb{F}_{2}^{6}$, we have that $y_{i}^{(1)}=x_{i}$ for $i \in[1,5]$. Now, due to Theorem 5.1, we can construct a vectorial linear injective function $h_{1}: D \subset \mathbb{F}_{2}^{6} \rightarrow D^{(1)} \subset \mathbb{F}_{2}^{5}$ as

$$
h_{1}(x)=\left(y_{5}^{(1)}, \ldots, y_{1}^{(1)}\right)=\left(x_{5}, \ldots, x_{1}\right)=x M_{1}, \quad x \in \mathbb{F}_{2}^{6},
$$

where the matrix $M_{1}$ is given as $M_{1}=\left(\lambda_{5}^{(1)}, \ldots, \lambda_{1}^{(1)}\right)_{6 \times 5}$, and $\lambda_{j}^{(1)}(j \in[1,5])$ are written as column vectors.
Step 2: Using the same reasoning as in Step 1, we proceed further with transforming $D^{(1)}$ to some set $D^{(2)} \subset \mathbb{F}_{2}^{4}$. Hence, taking $\sigma_{2}=(0,0,0,0,1) \in \mathbb{F}_{2}^{5} \backslash \Delta_{D^{(1)}}\left(\Delta_{D^{(1)}}\right.$ defined by (7) with respect to $D^{(1)}$ ), we define $S_{2}=\left\{0_{5}, \sigma_{2}\right\}$, and consequently for the second transformation we may take the set $\left\{\lambda_{1}^{(2)}, \ldots, \lambda_{4}^{(2)}\right\}=\left\{e_{1}^{(2)}, e_{2}^{(2)}, e_{3}^{(2)}, e_{4}^{(2)}\right\}$ which is the canonical basis of $S_{2}^{\perp}=\sigma_{2}^{\perp} \subset \mathbb{F}_{2}^{5}$. Thus, the second transformation of $D^{(1)}$ is the mapping $h_{2}: D^{(1)} \rightarrow D^{(2)} \subset \mathbb{F}_{2}^{4}$ defined as

$$
h_{2}(x)=\left(y_{4}^{(2)}, \ldots, y_{1}^{(2)}\right)=\left(x_{4}, \ldots, x_{1}\right)=x M_{2}, \quad x \in \mathbb{F}_{2}^{5},
$$

where the matrix $M_{2}$ is given as $M_{2}=\left(\lambda_{4}^{(2)}, \ldots, \lambda_{1}^{(2)}\right)_{5 \times 4}$.
Step 3: Let $\sigma_{3}=(0,0,1,1) \in \mathbb{F}_{2}^{4} \backslash \Delta_{D^{(2)}}$, and define $S_{3}=\left\{\mathbf{0}_{4}, \sigma_{3}\right\}$. For the third transformation we may take the basis set $\left\{\lambda_{1}^{(3)}, \lambda_{2}^{(3)}, \lambda_{3}^{(3)}\right\}=\{(0,0,1,1)$, $(0,1,0,0),(1,0,0,0)\}$ of $S_{3}^{\perp}=\sigma_{3}^{\perp} \subset \mathbb{F}_{2}^{4}$. Hence, for $y_{i}^{(3)}=\lambda_{i}^{(3)}(i=1,2,3)$, the linear mapping $h_{3}: D^{(2)} \rightarrow D^{(3)} \subseteq \mathbb{F}_{2}^{3}$ we may define as

$$
h_{3}(x)=\left(y_{1}^{(3)}, y_{2}^{(3)}, y_{3}^{(3)}\right)=\left(x_{3} \oplus x_{4}, x_{2}, x_{1}\right)=x M_{3}, \quad x \in \mathbb{F}_{2}^{4},
$$

where $M_{3}=\left(\lambda_{3}^{(3)}, \lambda_{2}^{(3)}, \lambda_{1}^{(3)}\right)_{4 \times 3}$.
At this point, noticing that $\Delta_{D^{(3)}}=D^{(3)}=\mathbb{F}_{2}^{3} \backslash\left\{\boldsymbol{0}_{3}\right\}$ implies, by Theorem 4.3, that $D^{(3)}$ can not be further transformed by any injective linear mapping with less than 3 coordinate
functions, i.e., $f$ can not be degenerated to less than 3 variables. These three transformations of the space $D$ are given by

$$
D \xrightarrow{h_{1}} D^{(1)}=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 0
\end{array}\right) \xrightarrow{h_{2}} D^{(2)}=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1
\end{array}\right) \xrightarrow{h_{3}} D^{(3)}=\left(\begin{array}{lll}
1 & 0 & 0 \\
1 & 0 & 1 \\
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
1 & 1 & 1 \\
0 & 0 & 1
\end{array}\right) .
$$

Finally, the linear transformation, say $h$, which maps $D$ to $D^{(3)}=\mathbb{F}_{2}^{3}$ is given as a composition $h(x)=\left(h_{3} \circ h_{2} \circ h_{1}\right)(x)$, i.e., $h(x)=\left(y_{1}, y_{2}, y_{3}\right)=x M_{1} M_{2} M_{3}=\left(x_{4} \oplus\right.$ $\left.x_{5}, x_{3}, x_{2}\right)\left(x \in \mathbb{F}_{2}^{6}\right)$, and $h$ is an optimal decomposition of $D$. Also, the function $f$ can be easily written in terms of compound variables $y_{1}, y_{2}, y_{3}$ from $D^{(3)}$ as $f(x)=\sum_{i=1}^{7} i$. $m_{h\left(d_{i}\right)}\left(y_{1}, y_{2}, y_{3}\right)$.

Before we formally provide an algorithm which is based on the previously presented idea, we firstly discuss the underlying ideas behind its main steps, as illustrated in Example 5.1. Namely, Theorem 4.2 and Theorem 4.3 ensure that the sequence of injective transformations reduces the number of compound variables by 1 in each step. Clearly, at each step one can proceed further if and only if there exists a one-dimensional space $S_{i}$ for which the condition from Theorem 4.2-(i) is satisfied.

However, with the following example we show that not all choices of (non-zero) vectors $\sigma_{i}$ in each step lead to the same number of compound variables at the end (and thus an optimal decomposition is not always guaranteed).

Example 5.2 Consider the set $D$ given as in Example 5.1 and let the first two vectors of transformations $\sigma_{1}, \sigma_{2}$ be given as $\sigma_{1}=(1,1,0,1,1,1) \in \mathbb{F}_{2}^{6} \backslash \Delta_{D}, \sigma_{2}=(1,0,1,0,1) \in \mathbb{F}_{2}^{5} \backslash \Delta_{D^{(1)}}$. Let the corresponding basis sets $\left\{\lambda_{1}^{(1)}, \ldots, \lambda_{5}^{(1)}\right\}$ of $\sigma_{1}^{\perp}$ and $\left\{\lambda_{1}^{(2)}, \ldots, \lambda_{4}^{(2)}\right\}$ of $\sigma_{2}^{\perp}$ be given as

$$
\left(\begin{array}{l}
\lambda_{1}^{(1)} \\
\lambda_{2}^{(1)} \\
\lambda_{3}^{(1)} \\
\lambda_{4}^{(1)} \\
\lambda_{5}^{(1)}
\end{array}\right)=\left(\begin{array}{llllll}
0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0
\end{array}\right), \quad\left(\begin{array}{l}
\lambda_{1}^{(2)} \\
\lambda_{2}^{(2)} \\
\lambda_{3}^{(2)} \\
\lambda_{4}^{(2)}
\end{array}\right)=\left(\begin{array}{ccccc}
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0
\end{array}\right) .
$$

Now, if we define $h_{1}(x)=\left(\lambda_{1}^{(1)} \cdot x, \ldots, \lambda_{5}^{(1)} \cdot x\right)\left(x \in \mathbb{F}_{2}^{6}\right)$ and $h_{2}(x)=\left(\lambda_{1}^{(2)}\right.$. $\left.x, \ldots, \lambda_{4}^{(2)} \cdot x\right)\left(x \in \mathbb{F}_{2}^{5}\right)$, then the linear mapping $h_{2} \circ h_{1}$ injectively transforms $D$ to $D^{(2)}=$ $\{(0,0,0,1),(0,0,1,1),(0,0,1,0),(1,0,1,0),(0,1,0,0),(1,0,1,1),(1,1,1,1)\}$ so that $\Delta_{D^{(2)}}=\mathbb{F}_{2}^{4} \backslash\left\{\mathbf{0}_{4}\right\}$, which means that $D^{(2)}$ can not be further transformed (Theorem 4.3).

Remark 5.1 It is worth mentioning that for an arbitrary set $D$ there does not always exist an optimal decomposition (see for instance [25, Example 7.2]), and therefore the optimality/minimality of a decomposition (in terms of definitions given in Section 2) is not simple to prove in general.

The iterative method presented in Example 5.1 (which is based on Theorem 4.2) is formally described as follows.

## Algorithm 1

Input: Set $D=\left\{d_{1}, \ldots, d_{k}\right\} \subset \mathbb{F}_{2}^{n}$.
Output: Linear vectorial injective mapping $h(x)=\left(\lambda_{1} \cdot x, \ldots, \lambda_{r} \cdot x\right)\left(\lambda_{j} \in \mathbb{F}_{2}^{n}\right)$, where $h: D \rightarrow D^{(n-r)} \subset \mathbb{F}_{2}^{r}$ for some parameter $r$ such that $\left\lceil\log _{2} k\right\rceil \leq r \leq n$.

Set $D=D^{(0)}$, the identity matrix $M_{0}=I_{n \times n}$, and for $i=1,2, \ldots, n-r+1$ ( $\left\lceil\log _{2} k\right\rceil \leq r \leq n$ ), do the following:
Step 1: Search for a first non-zero vector $\sigma_{i}$ in lexicographically ordered space $\mathbb{F}_{2}^{n-(i-1)}$, starting with $\sigma_{i}=(0, \ldots, 0,1)$, such that $\left(\sigma_{i} \oplus D^{(i-1)}\right) \cap D^{(i-1)}=\emptyset$.
Step 2: Choose a basis $\left\{\lambda_{1}^{(i)}, \ldots, \lambda_{n-i}^{(i)}\right\}$ of $\sigma_{i}^{\perp} \subset \mathbb{F}_{2}^{n-(i-1)}$ and define the matrix $M_{i}=\left[\lambda_{1}^{(i)}, \ldots, \lambda_{n-i}^{(i)}\right]_{(n-i+1) \times(n-i)}$, where $\lambda_{j}^{(i)}$ are written as column vectors.
Step 3: Update and save $M_{i} \longrightarrow M_{i-1} M_{i}$ and $D^{(i)} \longrightarrow D^{(i-1)} M_{i}=\left\{d M_{i}: d \in D^{(i-1)}\right\}$ (replace $M_{i-1}$ and $D^{(i-1)}$ with $M_{i}$ and $D^{(i)}$, respectively).

Step 4 Repeat Steps 1-3 until for some $i=n-r+1$ it holds that there does not exist $\sigma_{n-r+1}$ such that $\left(\sigma_{n-r+1} \oplus D^{(n-r)}\right) \cap D^{(n-r)}=\emptyset$.

Step 5 Compute and return the function $h(x)=x M_{n-r}$.

Remark 5.2 Note that in Step 1 if for some $\sigma_{i}$ it holds that $\left(\sigma_{i} \oplus D^{(i-1)}\right) \cap D^{(i-1)}=\emptyset$, then $\sigma_{i} \notin \Delta_{D^{(i-1)}}$, i.e., $D^{(i-1)}$ can be transformed further since $D^{(i-1)} \neq \mathbb{F}_{2}^{n-(i-1)} \backslash\left\{\mathbf{0}_{n-(i-1)}\right\}$ (Theorem 4.3). Thus, by Theorems 4.2 and 4.3, we have that Algorithm 1 provides a sequence of linear injective transformations of $D$, given as $h_{i}(x)=x \widehat{M}_{i}$, where $\widehat{M}_{i}=$ $\left[\lambda_{1}^{(i)}, \ldots, \lambda_{n-i}^{(i)}\right]_{(n-i+1) \times(n-i)}$ and the output injective mapping $h: D \rightarrow D^{(n-r)} \subset \mathbb{F}_{2}^{r}$ is given as $h(x)=\left(h_{n-r} \circ \cdots \circ h_{1}\right)(x)=x \widehat{M}_{1} \widehat{M}_{2} \cdots \widehat{M}_{n-r}=x M_{n-r}\left(x \in \mathbb{F}_{2}^{n}\right)$, where $M_{n-r}=\left[\lambda_{1}, \ldots, \lambda_{r}\right]$ is of the size $n \times r$.

Remark 5.3 If we in Step 1 add the condition that $w t\left(\sigma_{i}\right)=1$, then consequently $\sigma_{i}^{\perp}$ always contains a basis whose vectors are of weight 1 . Thus, Algorithm 1 may provide compound variables of degree equal to 1 , which are actually the essential variables of $f$ (Theorem 4.2-(iv)).

Remark 5.4 In general, Algorithm 1 can produce a transformation of $D$ which reduces the number of compound variables more than 1 per step. This is achieved if in Step 1 instead of $\sigma_{i}$ we consider a subspace $S_{i} \subset \mathbb{F}_{2}^{n-(i-1)} \backslash \Delta_{D^{(i-1)}}$ with $\operatorname{dim}\left(S_{i}\right) \geq 2$ (due to Theorem 4.2). Clearly, in such a case we are reducing the number of compound variables by $\operatorname{dim}\left(S_{i}^{\perp}\right)$. However, the problem which we encounter in this case is an efficient search for a subspace $S_{i}$ outside of $\Delta_{D^{(i-1)}}$.

An efficient method of selecting a basis of a given vector $\sigma \in \mathbb{F}_{2}^{k}$ (which is needed in Step 2) is given in the following simple result.

Proposition 5.1 Let $\sigma=\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in \mathbb{F}_{2}^{k} \backslash\left\{\boldsymbol{0}_{k}\right\}$ be an arbitrary vector, and let $e_{1}, \ldots, e_{k} \in \mathbb{F}_{2}^{k}$ be the canonical basis of $\mathbb{F}_{2}^{k}$. Suppose that $p \in[1, k]$ is the minimal integer
for which $\alpha_{p}=1$ (i.e., $\alpha_{j}=0$ for $j<p$ ), and denote by $\widehat{e}_{j}$ the vectors obtained by modifying $e_{i}$ as follows:

$$
\widehat{e}_{j}=\left\{\begin{array}{cc}
e_{j}, & \alpha_{j}=0 \\
e_{p} \oplus e_{j}, & \alpha_{j}=1
\end{array}, \quad j \in\{1, \ldots, k\} \backslash\{p\} .\right.
$$

Then the set $\left\{\widehat{e}_{j}: j \in\{1, \ldots, k\} \backslash\{p\}\right\}$ is basis of $\sigma^{\perp}=\left\{z \in \mathbb{F}_{2}^{k}: \sigma \cdot z=0\right\}$.

Proof Let $S=\{1, \ldots, k\} \backslash\{p\}$ and define $A=\left\{j \in S: \alpha_{j}=0\right\}$ and $B=\left\{t \in S: \alpha_{t}=1\right\}$. Then, clearly for all indices $j \in A$ it holds that $\sigma \cdot \widehat{e}_{j}=\sigma \cdot e_{j}=\alpha_{j} \cdot 1=0$, since $\alpha_{j}=0$. Also, for indices $t \in B=S \backslash A$ (which correspond to $\alpha_{t}=1$ ) we have that $\sigma \cdot \widehat{e}_{t}=\sigma \cdot\left(e_{p} \oplus e_{t}\right)=\alpha_{p} \cdot 1 \oplus \alpha_{t} \cdot 1=0$, since $\alpha_{t}=1$ and $\alpha_{p}=1$. Consequently, all $\widehat{e}_{j}$ are orthogonal to $\sigma$. Moreover, due to the definition of $\widehat{e}_{j}(j \in\{1, \ldots, k\} \backslash\{p\})$ it is not difficult to see that they are linearly independent, which completes the proof.

An example which illustrates Proposition 5.1 is given in Appendix. Note that the efficiency of Proposition 5.1 lies in the fact that it keeps the weights of basis vectors at minimum, and later our experimental results will show that Algorithm 1 in combination with Proposition 5.1 produces linear decompositions with very low weights (thus suitable for efficient hardware implementation). Now, the representation of an incompletely specified $i g$-function $f$ decomposed by Algorithm 1 is given as follows.

Theorem 5.2 Let $f: D=\left\{d_{1}, \ldots, d_{k}\right\} \rightarrow\{1, \ldots, k\}\left(D \subset \mathbb{F}_{2}^{n}\right)$ be an arbitrary isig-function. Assuming that a linear injective transformation $h: D=\left\{d_{1}, \ldots, d_{k}\right\} \rightarrow$ $D^{(n-r)} \subset \mathbb{F}_{2}^{r}$ is obtained by Algorithm 1 (or any other algorithm), where $h(x)=$ $\left(y_{1}, \ldots, y_{r}\right)=\left(\lambda_{1} \cdot x, \ldots, \lambda_{r} \cdot x\right)\left(\lambda_{i} \in \mathbb{F}_{2}^{n}\right)$, then the function $f$ is given as

$$
f(x)=\tilde{f}\left(y_{1}, \ldots, y_{r}\right)=\sum_{i=1}^{k} i \cdot m_{h\left(d_{i}\right)}\left(y_{1}, \ldots, y_{r}\right) .
$$

It is important to notice that Algorithm 1 actually efficiently uses the construction results given in Section 4 (related to the design of Boolean coordinate functions) in an iterative manner in order to obtain a decomposition of a given isig-function. Using the same idea, one may derive various new algorithms (or modifications of Algorithm 1) by considering other approaches that provide the degeneration of $f$.

### 5.2 Analysis of Algorithm 1 and comparisons

In this section we analyze the running time complexity of Algorithm 1 and give a performance comparison to other methods.

### 5.2.1 Complexity analysis

The most time-consuming part in Algorithm 1 regards the decision which $\sigma_{i}$ does not belong to $\Delta_{D^{(i-1)}}$ (Remark 5.2), due to (plausibly) large cardinality of $\# \Delta_{D^{(i-1)}}$. The problem of finding such $\sigma_{i}$ is included in the well-known $(t, k, v)-\operatorname{TargetSum}_{q}(q=2)$ problem for vector spaces, which has been considered in [3] (see also [33, Section 3.1]).

The idea of checking whether $\left(\sigma_{i} \oplus D^{(i-1)}\right) \cap D^{(i-1)}=\emptyset$ rather than generating $\Delta_{D^{(i-1)}}$ utilize the property that $\# D \ll 2^{n}$ and is similar to the approach taken in [3, Section 4].

Table 4 Complexities of existing methods

| Methods | $[19]$ | $[24]$ | $[31]$ | $[17]$ | $[12]$ | $[22]$ | $[1]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Time | $O\left(n^{5} k\right)$ | $O\left(n^{t} k \log (k)\right)$ | NA | $O\left(n^{s} k \log (k)\right)$ | $O(n t k \log (k))$ | Too long | $O\left(\begin{array}{l}n \\ \left.\left.s^{*}\right)^{2} n 2^{2}\right)\end{array}\right.$ |
| Space | $O(n k)$ | $O\left(n^{t} k\right)$ | $\left(\right.$ generates $\left.\Delta_{D}\right)$ <br> $O\left(n k^{2}\right)$ | $O(n k)$ | $O(n k)$ | $O\left(k^{2} 2^{n}\right)$ | NA |

This implies that the time complexity of deciding whether $\sigma_{i}$ outside of $\Delta_{D^{(i-1)}}$ (for fixed $i \geq 1)$ in Step 1 is at most $k \cdot O(n-i+1)$ to compute $\sigma_{i} \oplus d$, for $d \in \Delta_{D^{(i-1)}}$. A loose upper bound on this complexity is $k n$ since the verification that $\left(\sigma_{i} \oplus D^{(i-1)}\right) \cap D^{(i-1)}=\emptyset$ may be terminated before computing $\sigma_{i} \oplus d$ for all $d \in \Delta_{D^{(i-1)}}$ and the length of the vectors $\sigma_{i}$ and $d$ is in general $n-i-1<n$. In average, also confirmed by computer simulations, one needs to check approximately less than $k$ many vectors $\sigma_{i}$ until a suitable $\sigma_{i}$ is found which satisfies $\left(\sigma_{i} \oplus D^{(i-1)}\right) \cap D^{(i-1)}=\emptyset$. Thus, an upper bound on finding $\sigma_{i}$ is therefore $O\left(k^{2} n\right)$.

In addition, using that the complexity of computing a product of two quadratic matrices of size $n \times n$ is $O\left(n^{2.34}\right)$ and taking into account that our matrices $n \times(n-i+1)$ and $(n-i+1) \times(n-i)$ a good estimate for this operation is $O\left(n^{2}\right)$ since the sizes are smaller than $n \times n$. This implies that the complexity in each step (upper bound) is $O\left(k^{2} n+n^{2}\right)$. Notice that, for a standard size of parameters $k$ and $n$, the complexity of computing the orthogonal basis using the method given in Proposition 5.1 is neglected. Thus, the time complexity of Algorithm 1 is then $(n-r+1) O\left(k^{2} n+n^{2}\right)$ taking into account that there are in total $n-r+1$ steps. The memory complexity refers to storing the matrix $M_{i}$ and the set $D^{(i)} \subset \mathbb{F}_{2}^{n-i}$ so that it can be upper bounded by $O\left(n^{2}+k n\right)$. The above complexity estimates are very conservative but they anyway provide a rough upper bound for the purpose of a performance comparison to other algorithms. In most cases $n \ll k$ and therefore the time and memory complexity are $(n-r+1) O\left(k^{2} n\right)$ and $O(k n)$, respectively.

Remark 5.5 Note that further complexity reduction of Step 1 can be achieved by implementing the algorithm described in [3, Section 4], which is based on Fast Fourier Transform and convolution (for more details see [3, Facts 6-7]). In that case, the time of finding $\sigma_{i}$ in Step 1 can be solved in deterministic $2^{O(2)} \cdot k \cdot O(n)$ time (cf. [3, Theorem 13]).

In Tables 4 and 5 we compare the running complexities between various methods which provide either compound variables or essential variables in the decomposition process. Here, $n$ is the number of variables, $k$ is the number of indices ( $\# D=k$ ), $t$ is the maximum compound degree, and $s$ is the number of initial variables taken out of $n$ variables to initialize the method. Note that [1] is tested on $s^{*}$-out-of- $n$ binary code with $m$ variables.

Table 5 Complexity of our method with respect to different modes

| Methods | Ours <br> $($ basic mode $)$ | Ours <br> $([3$, Theorem 13] mode) |
| :--- | :--- | :--- |
| Time | $(n-r+1) O\left(k^{2} n\right)$ | $2^{O(2)}(n-r+1) O(k n)$ |
| Space | $O(k n)$ | $O(k n)$ |

Table 6 The performance of Algorithm 1 on arbitrary sets $D \subset \mathbb{F}_{2}^{n}:\left\lceil\log _{2} k\right\rceil$ is the optimal number of compound variables, $L=2\left\lceil\log _{2}(k+1)\right\rceil-4$

| $n$ | $\# D=k$ | Number of random sets $D$ | Average value of $\# \Delta_{D}$ | Average number of compound variables derived by Algorithm 1 (in brackets are given lower and upper bounds over all $D$ ) | Maximal compund degree over all $D$ | $\left\lceil\log _{2} k\right\rceil$ | $L$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 5 | 50 | $2^{3.2}$ | 3 | Mostly $1($ Over all $\leq 2)$ | 3 | 2 |
|  | 10 | 50 | $2^{4.7}$ | 4 | $\leq 2$ | 4 | 4 |
|  | 10 | 50 | $2^{5.3}$ | 4 | Mostly 1-2 (Over all $\leq 3)$ | 4 | 4 |
| 7 | 20 | 50 | $2^{6.7}$ | 5.5 (5-6) | Mostly 1-2 (Over all $\leq 3)$ | 5 | 6 |
|  | 30 | 50 | $2^{6.9}$ | 6.2 (6-7) | $\leq 2$ | 5 | 6 |
|  | 20 | 50 | $2^{7.3}$ | 5.5 (5-6) | $\leq 3$ | 5 | 6 |
| 9 | 35 | 50 | $2^{8.5}$ | 6.8 (6-7) | Mostly 1-2 $($ Over all $\leq 4)$ | 6 | 8 |
|  | 50 | 50 | $2^{8.9}$ | 7.4 (7-8) | $\leq 3$ | 6 | 8 |
|  | 20 | 50 | $2^{7.5}$ | 5.5 (5-6) | $\leq 3$ | 5 | 6 |
|  | 50 | 50 | $2^{9.8}$ | 7.6 (7-8) | $\leq 3$ | 6 | 8 |
| 11 | 80 | 30 | $2^{10.6}$ | 8.9 (8-9) | Mostly 1-2 (Over all $\leq 3$ ) | 7 | 10 |
|  | 100 | 20 | $2^{10.8}$ | 9 | Mostly 1-2 $($ Over all $\leq 3)$ | 7 | 10 |
|  | 200 | 20 | $2^{10.9}$ | 11 | - | 8 | 12 |
|  | 100 | 10 | $2^{11.8}$ | 9 | $\leq 4$ | 7 | 10 |
| 13 | 300 | 10 | $2^{12.9}$ | 12 | $\leq 2$ | 9 | 14 |
|  | 500 | 5 | $2^{12.9}$ | 13 | - | 9 | 14 |
|  | 700 | 5 | $2^{12.9}$ | 13 | - | 10 | 16 |
|  | 100 | 10 | $2^{12.3}$ | 9 | $\leq 4$ | 7 | 10 |
| 17 | 200 | 10 | $2^{14.2}$ | 11 | Mostly 1-2 (Over all $\leq 3)$ | 8 | 12 |
|  | 300 | 5 | $2^{15.2}$ | 12 | $\leq 3$ | 9 | 14 |
| 25 | 50 | 50 | - | 7.6 (7-8) | $\leq 3$ | 6 | 8 |
|  | 100 | 50 | - | 9 | $\leq 3$ | 7 | 10 |

### 5.2.2 Comparisons to other methods

In Tables 6 and 7 we show the performance of Algorithm $1^{2}$ for randomly selected sets $D$, where in Step 1 of the algorithm a basis of $\sigma_{i}^{\perp}$ is selected as described in Proposition 5.1 (which appears to be quite efficient approach). Also, the performance of Algorithm 1 in providing essential (and compound) variables, along with comparison to other methods, is given by Tables 7 and 8 .

Note that Tables 6, 7 and 8 illustrate the performance of our method on randomly selected sets $D$ exclusively. We find certain methods that justify the algorithm performance on $m$ -out-of- $n$ sets (codes) $D$, as slightly misleading since such sets possess a structure which

[^2]

[^3]Table 8 The performance of Algorithm 1 on arbitrary sets $D \subset \mathbb{F}_{2}^{n}$ in providing essential variables: Ceiling of $M_{50}$ is the lower bound given by [32, Property 4.1], $L=2\left\lceil\log _{2}(k+1)\right\rceil-4$

| $n$ | $\# D=k$ | Number of random sets $D$ | Average number of compound variables derived by Algorithm 1 (in brackets are given lower and upper bounds over all $D$ ) | $\left\lceil\log _{2} k\right\rceil$ | $M_{50}$ | $L$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 5 | 100 | 3.1 (3-4) | 3 | 2.01 | 2 |
|  | 10 | 100 | 4.5 (4-5) | 4 | 3.69 | 4 |
| 10 | 30 | 100 | 7.4 (7-8) | 5 | 6.22 | 6 |
|  | 50 | 100 | 8.7 (8-10) | 6 | 7.80 | 8 |
|  | 100 | 100 | 9.9 (9-10) | 7 | 9.61 | 10 |
| 15 | 80 | 100 | 9.9 (9-10) | 7 | 8.45 | 10 |
|  | 150 | 100 | 11.6 (11-13) | 8 | 10.38 | 12 |
|  | 250 | 50 | 13.1 (12-14) | 8 | 12.05 | 12 |
| 17 | 80 | 50 | 10 (9-10) | 7 | 8.25 | 10 |
|  | 200 | 30 | 12.4 (12-13) | 8 | 10.97 | 12 |
|  | 350 | 20 | 14 (13-16) | 9 | 12.76 | 14 |
| 20 | 100 | 50 | 10.5 (9-12) | 7 | 8.67 | 10 |
|  | 300 | 20 | 13.6 (13-14) | 9 | 11.85 | 14 |
|  | 400 | 20 | 14.2 (13-15) | 9 | 12.72 | 14 |

Note: Algorithm 1 stops when in Step 1 there does not exist a vector $\sigma_{i}$ with $w t\left(\sigma_{i}\right)=1$
can be utilized in order to obtain claimed efficiency (see for instance [24, Section V], [15, Section 7.1], [9, Section 3]). Recall that, by definition, the set $D$ is not generated by any rule and therefore the assumption on randomness is well motivated.

The main properties of Algorithm 1 can be summarized as follows:

- From presented results (Tables 6, 7 and 8) we conclude that Algorithm 1 can be seen as a semi-deterministic algorithm since it provides compound variables whose degree in most of the cases is upper bounded by 3 for various parameters $n$ and $k$ (set $D$ is random). In addition, it provides a linear decomposition of a given isig-function which is nearly optimal (Table 6) in almost all cases for which the decomposition is not considered to be difficult (in terms of [32, Property 4.2]).
- The presented results indicate that the number of compound variables agrees with Properties 4.1, 4.2 and 4.3 given in [32]. In this context, Algorithm 1 shows somewhat weaker performance in derivation of essential variables (Tables 7 and 8) than the derivation of compound variables whose degree is not necessarily equal to 1 (Table 6). Regarding [32, Property 4.1], the difference $\left|r-\left\lfloor M_{50}\right\rfloor\right|$ in Table 7 for $t=1$ ranges from 2.4 to 3.6, while in Table 8 is at maximum 2.

Remark 5.6 Notice in Table 6 that for sets $D$ with large $\# \Delta_{D}$ Algorithm 1 does not provide a significant reduction of compound variables, which actually agrees to the upper bound $n \leq L$, which is Property 4.2 in [32]. In other words, for $n$ relatively close to $L$, with $L \leq n$, the reduction of variables is considered to be difficult.

## 6 Conclusions

In this work we have shown that the linear decomposition of a given isig-function (defined on a set $D \subset \mathbb{F}_{2}^{n}$ ) is closely related to Walsh supports of its coordinate Boolean functions and the structure of $D$. It turns out that the representation of an isig-function, which refers to defining its coordinate functions on whole space $\mathbb{F}_{2}^{n}$, plays an important role. In this context, we have provided several general/specific construction methods of coordinate functions for which the linear decomposition is possible, along with the general test for checking whether the linear decomposition is possible at all (that is Theorem 4.3). In addition, we showed that the recursive employment of these results, in order to derive a linear decomposition of a given isig-function, is a promising approach which may lead to various new (semi)deterministic algorithms such as our Algorithm 1 given in Section 5.1.

Regarding the questions posed in Section 3, using the representation of an isig-function as in (4), by Theorem 4.2 and Algorithm 1 we have partially answered the question (I). While the question (II) is completely answered by Theorem 3.3, the question (III) is to a certain extend addressed by Theorem 4.2 in the case when $\Delta_{D}$ is not too large, since it provides an explicit method of linear decomposition of an $i s i g$-function.
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## Appendix

The performance of Algorithm 1 shown in Tables 6, 7 and 8 uses Proposition 5.1 for finding a basis of $\sigma_{i}^{\perp}$ in Step 1.

Example A. 1 Let us consider $\sigma_{i}=\left(\alpha_{1}, \ldots, \alpha_{4}\right)=(1,0,1,1) \in \mathbb{F}_{2}^{4}(n-(i-1)=4)$. We have that $p=1$ is the minimal index in $\{1, \ldots, 4\}$ such that $\alpha_{p}=1$. Note that one may consider other indices $p$ as well (not necessary the minimal one). Using the vectors $e_{1}, \ldots, e_{4} \in \mathbb{F}_{2}^{4}$, we have that $\widehat{e}_{j}$ (for $j \in\{2,3,4\}=\{1,2,3,4\} \backslash\{p\}$ ), defined as in Proposition 5.1, are given as

$$
\left(\begin{array}{c}
\widehat{e}_{2} \\
\widehat{e}_{3} \\
\widehat{e}_{4}
\end{array}\right)=\left(\begin{array}{c}
e_{2} \\
e_{1} \oplus e_{3} \\
e_{1} \oplus e_{4}
\end{array}\right)=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right) .
$$

Thus the set $\left\{\widehat{e}_{2}, \widehat{e}_{3}, \widehat{e}_{4}\right\}$ is basis of $\sigma^{\perp}$.
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[^1]:    ${ }^{1}$ From the point of cryptographic applications, this term was introduced by Mitchell [10].

[^2]:    ${ }^{2}$ Algorithm 1 was implemented in Wolfram Mathematica 9, on the machine with the following characteristics: Lenovo ThinkPad E540, OS Windows 7 (64-bit), Intel Core i5-4200M-2.5GHz, RAM 4Gb.

[^3]:    The presented results are obtained by considering 100 random sets $D \subset \mathbb{F}_{2}^{n}$

