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Abstract We have implemented the leading-color n-gluon
amplitudes using the Berends–Giele recursion relations on a
multi-threaded GPU. Speed-up factors between 150 and 300
are obtained compared to the CPU-based implementation of
the same event generator. In this first paper, we study the
feasibility of a GPU-based event generator with an emphasis
on the constraints imposed by the hardware. Some studies
of Monte Carlo convergence and accuracy are presented for
PP → 2, . . . ,10 jet observables using of the order of 1011

events.

1 Introduction

Leading order (LO) parton-level Monte Carlos (MCs) play
a prominent role in collider phenomenology [1–6]. As one
needs to average the calculation of the observable over many
events, the evaluation time for the event generation is a cru-
cial issue in the development of LO parton level MCs. Fur-
thermore, to make full use of the recent progress in the cal-
culation of virtual corrections [7–10], fast tree-level event
generators are needed for the calculation of the radiative
contributions in a next-to-leading order MC.

One can use large-scale grids for the generation of the
tree-level events. Such grids are expensive and need a large
infrastructure. A more preferable solution would be to run
the MC on a single, affordable workstation. As we will
show this is possible using a massively parallel GPU. The
NVIDIA Tesla computing processor is designed for numer-
ical applications [11] and the CUDA C compiler [12] pro-
vides a familiar development environment. We will use the
NVIDIA® Tesla™ C1060 GPU throughout the paper.1

1We thank the LQCD Collaboration for giving us access to the Tesla
GPU processors.

a e-mail: giele@fnal.gov
b e-mail: stavenga@fnal.gov
c e-mail: jwinter@fnal.gov

In this paper we will execute all steps that are needed
for event generation on the GPU. These steps include the
implementation of the unit-weight phase-space generator
RAMBO [13], the evaluation of the strong coupling and par-
ton density function using LHAPDF [14], the evaluation
of the leading-color gg → 2, . . . ,10 gluon matrix elements
at LO and the calculation of some observables. The CPU
is tasked with calculating the distributions using the event
weight and observables provided by the GPU. By utilizing
memory with a fast access time only, considerable speed-
ups are obtained in the event generation time. This memory
is limited in size, requiring some coding effort. As the GPU
chips are developing fast, we can enhance the capabilities of
our parton-level generator in accordance.

In Refs. [15, 16] methods have been developed to eval-
uate multi-jet cross sections on GPUs within the frame-
work of the HELAS matrix-element evaluator [17], which
forms the basis of the MADGRAPH event generator [1]. The
method is based on individual Feynman diagram evalua-
tions. As such the scaling with the number of external par-
ticles of the scattering process is faster than factorial. Such
an algorithm will have limited scalability properties, which
cannot be compensated by deploying a large number of
threads. Instead, an algorithm of polynomial complexity will
have excellent scaling properties; its only limitation is the
available fast-access memory size. Polynomial algorithms
for the evaluation of ordered LO multi-parton matrix ele-
ments have been formulated in the form of Berends–Giele
(BG) recursion relations [18]. For a leading-color genera-
tor, any Standard Model matrix element can be evaluated
with an algorithm of polynomial complexity of degree 4 [19]
or, by using more memory storage, of degree 3 [20]. For
any fixed color expansion, the complexity remains polyno-
mial. Therefore, we will use ordered recursive evaluations
of the matrix elements instead of Feynman diagram evalua-
tions.

In this paper we present a GPU-based implementation
of all basic tools needed for a LO generator. In Sect. 2
we discuss the GPU and its hardware limitations. Accord-
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Table 1 The number of n-gluon events, which can be simultaneously executed on one MP (and is equal to 2048/[n × (n + 1)]) and the number
of available threads per event (equal to n × (n + 1)/2). The total number of events evaluated in parallel on the Tesla chip is 30×(events/MP)

n 4 5 6 7 8 9 10 11 12

Events per MP 102 68 48 36 28 22 18 15 13

Threads per event 10 15 21 28 36 45 55 66 78

ing to these limitations, we will determine the optimal run-
ning configuration as a function of the number of gluons.
The algorithmic implementation of the recursion algorithm
and other tools such as phase-space generation, experimen-
tal cuts and parton density functions are discussed in Sect. 3.
Finally, in Sect. 4 we put all pieces together and construct
the leading-color LO parton-level generator capable of gen-
erating up to PP → 10 jets with sufficient statistics for seri-
ous phenomenology. The conclusions and outlook are given
in Sect. 5.

2 Thread-scalable algorithms for event generators

Monte Carlo algorithms belong to a class of algorithms,
which can be trivially parallelized, by dividing the events
over the threads. Optimized for graphics processing, the
GPU works by having many threads executing essentially
the same instructions over different data. For a given class of
events, e.g. n-gluon scattering, the only difference between
the events is due to the external sources, i.e. the momentum
and polarization four-vectors of each gluon defining the state
of the external gluon. The recursive algorithm acts on these
input sources in an identical manner. That is, each thread
can execute the same processor instructions to calculate the
matrix-element weight.

However, because of the hardware constraints such a
straightforward approach is limited by the amount of avail-
able fast access memory. The GPU memory is independent
from the CPU memory and divided into the off-chip global
memory and the on-chip memory. This distinction is impor-
tant as the off-chip memory is large (of the order of giga-
bytes) but slow to access by the threads. Therefore, we want
to limit the access to the global memory by using it only
for the transfer of results to the CPU memory. The on-chip
memory is fast to access, but limited in size (of the order of
tens of kilobytes). The first on-chip memory structures are
the registers. Each thread has its own registers, which can-
not be accessed by other threads. These registers are used
within the algorithm for variable storage, function evalu-
ations, etc. The other on-chip memory structure is shared
memory, which is accessible to all the threads on a multi-
processor (MP). The current GPUs are not yet optimize-able
to one event per thread due to these shared memory and
register constraints. With the next generation of GPUs the

shared memory will increase significantly, and we will reach
the point at which we can evaluate one event per thread up
to large multiplicities of gluons.

From this discussion the limitations are clear as each
event requires a certain amount of the limited register and
shared memory. For the optimal solution, we put the maxi-
mum number of events on one MP, such that the evaluation
does not exceed the available on-chip memory. The result-
ing multiple threads per event can be used to unroll do-loops
etc., thereby help speed up the evaluation. This optimal solu-
tion is dependent on the rapidly evolving hardware structure
of the GPU chips.

By lowering the number of events per MP below the op-
timal solution, the number of available threads per event in-
creases. However, this will not lead to an effective speed-up
of the overall event generation as the total number of threads
per GPU is fixed. Once the number of events to be used per
MP has been determined, the GPU evaluation becomes scal-
able. The MC generator now simply scales with the number
of available MPs on the GPU.

We have used the NVIDIA® Tesla™ C1060 chip for the
numerical evaluations in this paper. This chip consists of
30 MPs each capable of running up to 1024 threads. In the
Appendix we have described the architecture of this com-
puting processor in more detail; here it is sufficient to know
that each MP has 16,384 32-bit registers and an internal
shared memory of 16,384 bytes. Each thread is assigned its
own registers from the pool. The compilation of the current
MC implementation indicates that 35 registers per thread are
needed. This gives us an upper maximum based solely on the
use of registers of 16,384/35 = 468 threads per MP (each of
which could potentially be used to evaluate one event). The
momenta and current storage is of more concern. As we will
see in the next section, for the evaluation of the n-gluon ma-
trix element, we need to store n × (n + 1)/2 four-vectors in
single (float) precision. This requires 8 × n × (n + 1) bytes
of shared memory per event on the MP.2 The resulting max-
imum number of events per MP as a function of the number
of gluons is given in Table 1. Note that up to 44-gluon scat-
tering can be evaluated on the MP (albeit with only one event
per MP). Beyond 44 gluons the shared memory is too small
to store all the required four-vectors.

2A bit of calculus shows that if we have to store n × (n + 1)/2 real-
valued four-vectors in single precision we need 4 × 4 × n × (n + 1)/2
bytes of shared memory.
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3 The implementation of the thread-scalable algorithm

Now that we have determined the optimal running config-
uration, i.e. the number of events per MP, we can imple-
ment the algorithm. We will describe the implementation
of the THREADED EVENTS SIMULATOR MC, which we
name TESS MC, for the NVIDIA Tesla chip.3 As we have
many threads available per event, we will use these threads
to speed up the MC. In Fig. 1 we show the thread usage dur-
ing different stages of the event generator for a 2 → n gluon
process. The fraction of the evaluation time spent in each
stage depends on the gluon multiplicity. For 4 gluons, we get
20%, 20%, 50% and 0% for the RAMBO, PS-weight, ME-
weight and the epilogue phases, respectively. For 12 gluons,
the time consumption divides up into 2%, 18%, 75% and 4%
for the four phases.

The initialization phase (not shown in Fig. 1) consists of
starting up the kernel on the GPU. This is taken care of by
the CUDA run-time code and does essentially not depend
on the number of threads it has to spawn. However it is a
significant part when the total kernel time is small, as is for
the 4-gluon case.

The kernel starts initiating the unit-weight phase-space
generator RAMBO. On the CPU this algorithm grows lin-
early with n as we have to construct the n − 2 outgoing
momenta. On the GPU we can employ n − 2 threads to si-
multaneously generate the outgoing momenta, making the
RAMBO code in practice independent of n.4

After the momenta are generated, we have to calculate the
strong coupling constant, the parton density functions and
the observables. We also determine, if the event passes the
canonical cuts. If the event fails the cuts, it is only flagged
as such; the matrix-element weight will still be evaluated
as this has no effect on the overall evaluation time. This
means one can deviate from the chosen canonical cuts on
the CPU during the histogramming phase if so desired. Note
that we could in principle generate more events, which pass
the cut before starting the calculation of the matrix-element
weights. This should increase the performance of the Monte
Carlo, at the cost of additional bookkeeping.

The evaluation of the strong coupling constant and parton
density functions requires special attention. As we have used
all shared memory for the four-vector storage of the gluon
currents and momenta, we have to use the off-chip global
memory to store the parton density and strong coupling con-
stant information in the form of grids. Furthermore, interpo-
lation is required between the grid points. To facilitate this,

3The TESS MC code can be downloaded from the website: http://
vircol.fnal.gov/TESS.html.
4The RAMBO algorithm has some summation operations, which grow
linearly with n, but this time scaling is very small compared to the
overall evaluation time of the RAMBO algorithm.

Fig. 1 The thread usage for an n-gluon event as the algorithm pro-
gresses through the stages of the event generation: flat phase-space
generation, phase-space weight evaluation (including parton density
functions and αS ), matrix-element evaluation and finalization phase

we use a special type of memory, the so-called texture mem-
ory. This off-chip memory was designed for graphics ap-
plications and performs hardware interpolations of the grid.
Specifically, we set up a 1-dimensional grid for the strong
coupling constant. The value of the strong coupling constant
is stored as a function of the renormalization scale at inte-
ger values of the grid. For the 2-dimensional grid used by
the parton density functions, the two dimensions are given
by the factorization scale and the parton fractions. This par-
ton density grid is directly obtained from LHAPDF [14].
After the grid initialization, the texture memory can be ac-
cessed by the GPU and its hardware will perform the ap-
propriate linear interpolation between the grid points when
accessing the grid using non-integer values. This way we
have a very fast evaluation of the strong coupling and par-
ton density functions taking only about 6% and 0.6% of the
total GPU time for 4-gluon and 12-gluon processes, respec-
tively.

The four-momenta are generated and the phase-space
weight is determined, hence we have to evaluate the matrix-
element weight next. This happens at the core of the event
generator where we use recursion relations to compute these
weights.

For this proof-of-concept program, we decided to use the
recursion relation of Ref. [18] and restricted ourselves to
the case of pure gluonic cross sections; quarks can be easily
added at a later stage without changing the event generator
in a fundamental way. The recursion relations we employ
are given by

Jμ[m, . . . , n]

= 1

K[m, . . . , n]2

(
n−1∑
i=m

[
J [m, . . . , i], J [i + 1, . . . , n]]

μ

+
n−2∑
i=m

n−1∑
j=i+1

{
J [m, . . . , i], J [i + 1, . . . , j ],

J [j + 1, . . . , n]}
μ

)
, (1)

http://vircol.fnal.gov/TESS.html
http://vircol.fnal.gov/TESS.html
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where Jμ[m, . . . , n] is a conserved four-vector current de-
pending on the external gluons {m, . . . , n}. Furthermore, we
have used the shorthand notations

Kμ[m, . . . , n] =
n∑

i=m

k
μ
i ,

[
J [{a}], J [{b}]]

μ

= 2
(
J [{a}] · K[{b}])Jμ[{b}]

− 2
(
K[{a}] · J [{b}])Jμ[{a}]

+ (
J [{a}] · J [{b}])(Kμ[{a}] − Kμ[{b}]),{

J [{a}], J [{b}], J [{c}]}
μ

= 2
(
J [{a}] · J [{c}])Jμ[{b}]

− (
J [{a}] · J [{b}])Jμ[{c}]

− (
J [{c}] · J [{b}]), Jμ[{a}],

(2)

where the external gluon labeled i has momentum k
μ
i and

polarization state Jμ[i]. These four-vectors form the ini-
tial conditions for the recursion relation. In addition to the
n momenta, the recursion relation requires n × (n − 1)/2
four-vector currents to be stored giving a total storage of
n × (n + 1)/2 four-currents per event.

The recursion relations have a polynomial complexity of
order n4 for calculating the currents [19]. By exploiting the
available threads for each event, we can reduce the algorith-
mic complexity of the BG recursion relation. The relation is
easily thread-able, which enables us to lower the polynomial
scaling of the evaluation time of the recursion relation to n3.
A full recursion for an n-gluon process is completed in n−1
steps. In the first step, we use n − 1 threads (represented
by the first of the columns in the ME-weight part of Fig. 1)
to calculate the polarization vectors {J [2], . . . , J [n]} needed
as a starting point in the recursion relation. We choose each
polarization vector as a random unit vector orthogonal to
the respective gluon momentum. By doing this, instead of
employing the conventional helicity vectors, we obtain real-
valued currents. This avoids complex multiplications and re-
duces the shared-memory usage, resulting in a significant
time gain.

After the 1-currents have been determined, we use n − 2
threads (represented by the second of the columns in
the ME-weight part of Fig. 1) to calculate the 2-currents
{J [2,3], J [3,4], . . . , J [n − 1, n]}. We continue with the
n − 1 steps until we have determined J [2,3, . . . , n] at which
point we can calculate the ordered amplitude and, hence, the
matrix-element weight. Note that because we make use of
the multiple threads we have reduced the computational ef-
fort from O(n4) to O(n3) complexity.

In principle we may be able to improve even further. The
initial O(n4) growth of the one-threaded recursion relation

to calculate the J [2,3, . . . , n] current can be reduced by
rewriting the recursion relation as

Jμ[m, . . . , n]

=
n−1∑
i=m

[(
W [i + 1, . . . , n] · J [m, . . . , i])

μ

− (
W [m, . . . , i] · J [i + 1, . . . , n])

μ

]
, (3)

where the tensor Wμν is defined as

Wμν[m, . . . , n]
= 2Jμ[m, . . . , n]Kν[m, . . . , n]

− Kμ[m, . . . , n]Jν[m, . . . , n]

+
n−1∑
i=m

(
Jμ[m, . . . , i]Jν[i + 1, . . . , n]

− Jμ[i + 1, . . . , n]Jν[m, . . . , i]). (4)

By undoing the nested summations in the second term of (1)
we have lowered the complexity of the algorithm to O(n3).
However, this is only achieved at the cost of using signifi-
cantly more storage. For each event, one would have to store
n × (n − 1)/2 tensors of dimension 4 × 4 in addition to
the n × (n + 1)/2 momenta and current four-vectors. Up
to n ≈ 10 the extra work of doing matrix multiplications
together with the fact that the relative prefactor of the n4-
algorithm is small, 1/4, compared to the n3-algorithm ac-
tually make the n3-algorithm slower than the n4-algorithm.
Moreover, the extra storage demand does not make the n3-
algorithm attractive for our GPU implementation.

From the current for n − 1 gluons we then obtain the
amplitude for the n-gluon matrix element by putting the
off-shell leg on-shell, contracting in with the final polariza-
tion vector and symmetrizing over the gluons in the current.
Specifically,

A(1, . . . , n)

=
(n−1)!∑

π

Tr
[
T aπ1 . . . T

aπn−1 T an
]
m(π1, . . . , πn−1, n), (5)

with

m(π1, . . . , πn−1, n)

= (
J [π1, . . . , πn−1] · J [n])
× K2[1, . . . , n − 1]⌋

K[1,...,n]=0. (6)

Notice that for a given phase-space point, we have to per-
form the permutation sum requiring (n − 1)! steps to ar-
rive at the full amplitude. This would immediately lead to
a factorial growth in the computer time. We can circumvent
the super-exponential sum over permutations in (5). In the
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leading-color approximation this is easily accomplished and
the color-summed squared amplitude is given by∣∣A(1, . . . , n)

∣∣2

∼ Nn−2
C

(
N2

C − 1
)

×
(

(n−1)!∑
π

∣∣m(π1, . . . , πn−1, n)
∣∣2 + O

(
1

N2
C

))
. (7)

As we will use this matrix element in a 2 → n − 2 gluon-
scattering phase-space integration, we can use the symmetry
of the final state to remove the permutation sum over the
ordered amplitudes. In detail,

dσ(PP → n − 2 jets)

=
∫

dx1 dx2
Fg(x1)Fg(x2)

4p1 · p2

× 1

(n − 2)!
∫

d�(p1p2 → p3 · · ·pn)

×
(n−1)!∑

π

∣∣m(π1, . . . , πn−1, n)
∣∣2

=
∫

dx1 dx2
Fg(x1)Fg(x2)

4p1 · p2
(n − 1)

×
∫

d�(p1p2 → p3 · · ·pn)
∣∣m(1, σ2, . . . , σn)

∣∣2
, (8)

where p1 = x1P1, p2 = x2P2, the parton density function is
given by Fg(x), d� is the phase-space integration measure
and {σ2, . . . , σn} is a permutation of the list {2, . . . , n} as-
signed randomly for each MC phase-space point evaluation.

Eventually, in the very last step of our threaded event sim-
ulation all the results are put together and returned to the
CPU for processing.

By using the TESS MC, we can evaluate the differential
n-jet cross sections in the leading-color approximation. The
algorithm is of polynomial complexity and scales as n3 with
the number n of gluons.

4 A numerical study of the threaded events simulator

The first issue to study is the timing behavior of the TESS

MC. We show our results for several gluon multiplicities in
Fig. 2 where we plot the GPU timing as a function of events
per MP (up to the respective maximum number of events per
MP as determined earlier in Sect. 2 and given in Table 1). In
a sweep each MP will evaluate a number of events in par-
allel using the threads. In principle the sweep time should
be independent of the number of events evaluated by each
MP as long as the shared-memory constraints are not ex-
ceeded, cf. Table 1. However, we have to execute a substan-
tial amount of transcendental function calls per event, which

induces some queuing at the special-function units each MP
uses for evaluating these functions. This queuing effect will
increase as the number of events per MP rises and, hence,
lead to a slower execution of the sweep. In Fig. 2, one can
see this complicated timing behavior, which is controlled
by the GPU hardware. As discussed the overall evaluation
time increases with the number of events per MP, see the
red curves in the plots. In fact, the increase of the overall
evaluation time is overcome by the gain we achieve in evalu-
ating more events per MP. The more relevant quantity there-
fore is the evaluation time per event, defined as the GPU
evaluation time divided by the total number of generated
events. As clearly indicated by the blue curves in Fig. 2, the
time consumption per event steadily decreases as the num-
ber of events per MP increases. The best performance will
be achieved by using the maximal number of events avail-
able per MP.

Now that we have determined the optimal running condi-
tions, we give in Table 2 the evaluation time per event on the
GPU compared to the evaluation time of the same algorithm
when executed on the CPU.5 As can be seen the speed-up in
evaluation time is substantial, ranging from almost a factor
of 300 for 4-gluon processes to a factor of around 150 for 12-
gluon processes. Note that the speed-up is completely due to
the fact that we evaluate in parallel 3060 and 390 events for
the 4- and 12-gluon case, respectively. Because of the sub-
stantial time gains, a single GPU can replace a large grid of
hundreds of CPUs.

As one example for rather unoptimized GPU code run-
ning, we have tested the performance of executing the events
on the GPU sequentially: using only one event per sweep
results in an event evaluation time, which is slower than
the corresponding CPU evaluation time as given in Table 2.
In particular, we found factors of 10 and 2 for the 4- and
12-gluon computations, respectively. Speaking of code op-
timization there are many factors affecting the performance
of GPU computing. We tried to integrate the capabilities of
the Tesla chip and CUDA framework into the program de-
sign. We however did not go as far as to optimize the code to
exploit—instead of n − 1 threads per event (cf. Fig. 1)—all
available threads per event as shown in Table 2.

Also of interest is the scaling behavior of the algorithm.
As expected, on the CPU it is simply polynomial scaling
with a factor of 4 in the limit of a large number of gluons.
We see from the table that this scaling is setting in quickly.
The GPU algorithm scales with a factor of 3 as discussed
in Sect. 3. However, as the number of gluons increases, the
number of events per MP decreases. This makes the timing

5Beside holding the NVIDIA GPU Tesla chip, the workstation, which
we used for our studies, comes with a quadruple core 3 GHz processor
of the type AMD Phenom™ II X4 940. Here and elsewhere in this
section we refer to this specific model when we mention the CPU.
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Fig. 2 (Color online) The horizontal axis is the number of events per
MP in a sweep, giving a total number of 30 × (events per MP) evalu-
ated events per sweep. The red curves used together with the vertical

axes on the right indicate the total GPU time in seconds for 1,000,000
sweeps. The blue curves depict the evaluation time of one event in sec-
onds as labeled by the vertical axes on the left

Table 2 The GPU and CPU evaluation times per event, T GPU
n and

T CPU
n , given as a function of the number n of gluons for gg → (n−2)g

processes. The polynomial scaling measures are also shown, for the

GPU, Pn(3), and for the CPU, Pn(4). The Pn(m) are defined as
Pn(m) = [(n − 1)/n] × m

√
Tn/Tn−1. The rightmost column finally dis-

plays the gain Gn = T CPU
n /T GPU

n

n T GPU
n (s) Pn(3) T CPU

n (s) Pn(4) Gn

4 2.975 × 10−8 8.753 × 10−6 294

5 4.438 × 10−8 0.91 1.247 × 10−5 0.87 281

6 8.551 × 10−8 1.03 1.966 × 10−5 0.93 230

7 2.304 × 10−7 1.19 3.047 × 10−5 0.96 132

8 3.546 × 10−7 1.01 4.736 × 10−5 0.98 133

9 4.274 × 10−7 0.94 7.263 × 10−5 0.99 170

10 6.817 × 10−7 1.05 1.044 × 10−4 0.99 153

11 9.750 × 10−7 1.02 1.529 × 10−4 1.00 157

12 1.356 × 10−6 1.02 2.129 × 10−4 1.00 158
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more dependent on specific hardware issues. As can be seen
from Table 2 the polynomial scaling is trending towards a
factor of 3.

Given the fast evaluation of events, we can easily gener-
ate O(1011) events for the calculation of the LO cross sec-
tions. With these large numbers of generated events, one has
to carefully consider the performance of the random num-
ber generators. In our case this should cause no issues, since
the number of generated random numbers is of the order
of the square root of the generator’s cycle length. How-
ever, as we average over O(1011) numbers, care has to be
taken concerning the loss of precision, which would result
in a systematic underestimation of the cross section. This
is demonstrated in the first graph of Fig. 3 where we have
used a single-precision summation to calculate the 4-gluon
cross section. As can be seen the effect becomes dramatic
as the number of sweeps is rising and we end up with a
totally wrong determination of the cross section. We avoid
this problem by using the Kahan summation algorithm [21].
All other graphs of the figure are produced by following
this procedure. These additional graphs display the conver-
gence of the cross section estimates including their respec-
tive mean standard deviation as a function of the number of
GPU sweeps. The vertical axis has been normalized to the
respective best estimate of the cross section; all of which are
listed in Table 3. For this study, we have used RAMBO as
the momenta generator, therefore, a severe under-sampling
of small phase-space regions with large weights may oc-
cur especially for larger gluon multiplicities. Because the
RAMBO phase-space generation is flat and does not re-
flect the scattering amplitudes’ strong dipole structure, such
under-sampling effects are expected and cause the peaking
behavior of our cross section estimates. Even with O(1010)

phase-space points an estimate of the 12-gluon cross section
using the RAMBO event generator is quite unreliable and
the mean standard deviation error estimate does not fully re-
flect the true uncertainty. In a further development step, one
may implement a phase-space generator like SARGE [22],
which is capable of adapting to the QCD antenna struc-
tures as occurring in the matrix elements. As pointed out
in Ref. [6], this would resolve the phase-space integration
issues we have seen here.

The convergence issues reflected in Fig. 3 should be
taken into account when interpreting the uncertainties of
our best cross section estimates, which are listed in Table 3.
For these cross section calculations of gg → (n − 2)g scat-
tering processes at a center-of-mass energy of 14 TeV, we
have used the CTEQ6L1 parton density function set [23]
as implemented in LHAPDF [14] with a fixed renormaliza-
tion and factorization scale taken at MZ = 91.188 GeV. For
the jet cuts, we have chosen p

jet
T > 20 GeV, |ηjet| < 2.5 and

�Rjet–jet > 0.4. The cut efficiencies for different numbers
n of gluons can be read off Table 3. Employing this set of

cuts we were also able to verify the jet production cross sec-
tions that we have produced using COMIX with the results
reported in Ref. [6]. To have a stringent comparison, we ran
COMIX [6] for pure gluon scatterings as provided within
SHERPA [24] version 1.2.3 yielding LO cross sections that
take the full color dependence into account. These results
are also listed in the table; for the 4-gluon and 5-gluon pro-
cesses, they can be directly compared to the cross section
estimates obtained with the TESS MC on the GPU, since the
leading-color approximation already gives the exact result.
The agreement is found to be satisfactory.

While the GPU code will evolve over the coming years,
partly due to new hardware developments, it is of some in-
terest to do a snapshot performance comparison of the GPU
code with a highly optimized, state-of-the-art CPU code.
Again our choice is to use the parton-level event genera-
tor COMIX [6] run in single-thread mode on a quadruple
core AMD Phenom™ II X4 940 (3 GHz) processor. We also
have utilized the option that in the SHERPA framework the
matrix-element generation of COMIX can be combined with
a RAMBO-like phase-space integration. As the quantity we
base the comparison on, we choose the total computation
time needed to reach a certain precision in evaluating the
cross sections as listed in Table 3. Our results are shown
in Table 4 with the benchmark precision taken from the re-
spective GPU calculation. The values marked by a “∗” were
extracted from runs terminated before completion; they are
rough estimates of how long the integration would have
taken if forced to reach the target precision. Some num-
bers only represent lower bounds taken from Monte Carlo
integrations with uncertainties larger than the benchmarks.
From Table 4 we see faster evaluations being accomplished
by the CPU codes for the processes lowest in multiplicity.
Because of their simplicity, obviously in our case it is im-
pedimental to deal with the extra overhead of steering the
GPU calculation from the CPU. For medium multiplicities,
the GPU computations are faster by factors of a few or com-
parable in speed with the COMIX calculations while down-
grading from the COMIX-specific to a RAMBO-like phase-
space generation of the gluon momenta results in manifestly
slower evaluation times for n ≥ 6 gluons. For large gluon
multiplicities (n ≥ 11), the values for the CPU run times turn
hopeless and one in fact clearly benefits from performing
the cross section calculations on the GPU. However, for two
reasons, the numbers for the computation time ratios need
to be interpreted carefully: (i) CPU codes can be designed
to make use of CPU multi-threading and (ii) for the same
reason as already discussed above, the problematic conver-
gence behavior of the RAMBO-like phase-space generation
leads to larger than ordinarily expected uncertainties on the
ratios of Table 4.

We show differential distributions in Fig. 4. To obtain
them we again used 109 sweeps where, for a certain gluon
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Fig. 3 The number of sweeps versus several gg → (n − 2) g cross
sections normalized to their respective best cross section estimates as
given in Table 3. The error is the mean standard deviation. The plot in

the top left pane is an example of false cross section determination, if
one does not rely on Kahan summation
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Table 3 The cross sections σn

for gg → (n − 2)g and their
mean standard deviations in pb
as calculated by the TESS MC
using 109 sweeps. The two
columns to the right show the
total number of generated events
and the number of events
passing the jet cuts. For
comparison, the cross sections
σ COMIX

n in pb that were
computed by COMIX [6] as
implemented in SHERPA [24]
version 1.2.3 are also given.
Note that the tree-level matrix
elements generated by COMIX

encode the full color
dependence

n σn (pb) [σ COMIX
n (pb)] Ngenerated/1010 Naccepted/1010

4 (2.32421 ± 0.00047) × 108 30.6 19.6848

4 [(2.32584 ± 0.00047) × 108]

5 (1.4353 ± 0.0011) × 107 20.4 11.2939

5 [(1.4348 ± 0.0011) × 107]

6 (2.84780 ± 0.00096) × 106 14.4 6.98918

6 [(2.85714 ± 0.00097) × 106]

7 (6.356 ± 0.012) × 105 10.8 4.49985

7 [(6.422 ± 0.012) × 105]

8 (1.608 ± 0.011) × 105 8.40 2.93316

8 [(1.670 ± 0.011) × 105]

9 (4.38 ± 0.11) × 104 6.60 1.88182

9 [(4.97 ± 0.13) × 104]

10 (1.193 ± 0.024) × 104 5.40 1.22356

10 [(1.489 ± 0.027) × 104]

11 (3.550 ± 0.020) × 103 4.50 0.788017

11 [(4.80 ± 0.13) × 103]

12 (9.64 ± 0.74) × 102 3.90 0.513041

12 [(17.7 ± 3.1) × 102]

Table 4 The total computation times τn in minutes needed to obtain
the LO gg → (n − 2) g cross sections with accuracies as given in Ta-
ble 3 when using the TESS and COMIX [6] Monte Carlo programs.
Note that the integration (CPU) times marked by ∗ are taken from
projections in runs terminated before the target precision was reached.
Only lower bounds determined with ∼3.1, ∼4.8 and ∼2.3 times target
precision are shown for the n = 10, n = 11 and n = 12 cases, respec-
tively. The SHERPA [24] event generator version 1.2.3 was deployed to
run COMIX and get the LO cross sections, which include the full color
information. The times given in square brackets refer to using COMIX

matrix elements together with a RAMBO-like phase-space integration
as opposed to the default treatment in COMIX where the phase-space
integration has been optimized to be conform to the matrix-element
generation. The rightmost column shows the ratios with respect to the
computation time of the TESS Monte Carlo. COMIX was run on a sin-
gle AMD Phenom™ II X4 940 (3 GHz) processor

n τ TESS
n (min.) τ COMIX

n,[RAMBO] (min.) τ COMIX
n,[RAMBO]/τ TESS

n

4 151.7 40.83 [103.5] 0.27 [0.68]
5 150.9 29.87 [113.1] 0.20 [0.75]
6 205.2 1540 [13500∗] 7.50 [66∗]
7 414.7 434.8 [11500∗] 1.05 [28∗]
8 496.4 278.3 [2580∗] 0.56 [5.2∗]
9 470.1 640.4 [8711] 1.36 [18.5]

10 613.5 7538 [>62950] 12.3 [>102]
11 731.3 >61850 >84

12 881.4 >52350 >59

multiplicity, the total number of generated events can be
read off Table 3. We kept most of the input parameters un-
altered except for the jet cuts, which we changed to p

jet
T >

60 GeV, |ηjet| < 2.0 and �Rjet–jet > 0.4, and the choice of
the renormalization and factorization scales, which we de-
cided to set dynamically using HT as a scale. On the right
hand side of Fig. 4 we show for 3, 5, 7, 9 gluon jets in
the final state the normalized distributions for the HT ob-
servable and the minimum R-separation, Rmin, which we
define through the jet–jet pair being closest in R-space,
Rmin = min{�Rij }. As can be seen smooth distributions
are easily obtained using the RAMBO phase-space genera-
tor. They are normalized to the total cross sections, which
have been calculated by TESS as

σ5 = (6.97838 ± 0.00044) × 104 pb,

σ7 = (4.9761 ± 0.0043) × 102 pb,

σ9 = (4.532 ± 0.044) pb,

σ11 = (4.51 ± 0.19) × 10−2 pb.

(9)

On the left hand side of Fig. 4 we have added profile plots
displaying the relative gauge invariance versus the decimal
logarithm of the matrix-element weight. Specifically, we
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Fig. 4 Left panels: the profile plots of the relative gauge invariance
as a function of the decimal logarithm of the matrix-element weight,
log10 WME; center panels: the normalized HT distributions and right

panels: the normalized minimum R-separations between pairs of jets.
All of which is shown for gg → (n−2)g scatterings at a 14 TeV center-
of-mass energy for n = 5,7,9,11
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Fig. 5 The ratio (σ TESS
5 ×dσ COMIX

5 /dX)/(σ COMIX
5 ×dσ TESS

5 /dX)−1
for the 5-gluon X = HT (left panel) and X = Rmin distributions. The
Rmin variable is defined by the smallest separation in R-space of any

pair of jets. The mean standard deviation error bars of the COMIX cal-
culation are also shown

show the average

∣∣K[1] · J [2, . . . , n] ∣∣2∣∣J [1] · J [2, . . . , n] ∣∣2

and its mean standard deviation as a function of the matrix-
element weight

WME = ∣∣m(1,2, . . . , n)
∣∣2

= ∣∣(J [1] · J [2, . . . , n]) × K2[2, . . . , n]∣∣2
. (10)

The behavior is as expected; for large weights, we see gauge
cancellations up to float precision. For small weights, the
gauge cancellations are less precise. However, these small-
weight events are not important since they do not contribute
to the calculation of the observables.

Finally, in Fig. 5 we compare our results to the results ob-
tained with the SHERPA event generator [24] version 1.2.0
where the tree-level matrix elements and phase-space in-
tegrators again have been generated by COMIX [6]. For
this comparison, we use both the HT and Rmin 5-gluon
distributions and we fix the renormalization and factor-
ization scale through MZ = 91.118 GeV to avoid any is-
sues resulting from slight differences in the evolution codes
for running scales between the two MCs. Furthermore, to
have a sole shape comparison, we plot the ratio (σ TESS

5 ×
dσ COMIX

5 /dX)/(σ COMIX
5 × dσ TESS

5 /dX)− 1 with the results
shown in Fig. 5 and X being the observable in considera-
tion. Note that for the minimum R-separation distribution,
we find excellent agreement with the SHERPA prediction
given by COMIX. For the HT distribution, we have to re-
alize that the cross section spans 28 orders of magnitude. As

COMIX relies on importance sampling, it only sparsely pop-
ulates the tail of the distribution. This leads to large uncer-
tainties at large values of HT and, in these regions, COMIX

will hence tend to underestimate the value for the cross sec-
tion.

5 Conclusions and outlook

In our first exploration of the potential of using multi-
threaded GPU-based workstations for Monte Carlo pro-
grams, we obtained very encouraging results. We imple-
mented the entire TESS Monte Carlo on the GPU chip;
the only off-chip usage occurs through utilizing the texture
memory for the evaluation of the parton density function and
the strong coupling constant. The GPU global memory is
solely used for transferring the Monte Carlo results to the
CPU memory. At this exploratory phase of the project, we
limited ourselves to the calculation of leading-color leading-
order n-gluon matrix elements. With respect to the CPU-
based implementation of our Monte Carlo we have found
impressive speed-ups in the computations reaching from
O(300) for PP → 2 jets to O(150) for PP → 10 jets. In
a comparison with a (CPU-based) modern parton-level gen-
erator such as COMIX [6] we notice that the calculation of
cross sections can become more efficient for more complex
processes like gg → 4g and larger multiplicities in the final
state. The full potential of the GPU calculation unfolds it-
self when one deals with the determination of cross sections
for gg → ≥ 9g cross sections; here the benefits with re-
spect to the CPU-based evaluations are huge. Nevertheless,
the results, in particular, the uncertainties of the phase-space
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integration in TESS should be interpreted with some care,
since the employed RAMBO algorithm is very sensitive to
the occurrence of suddenly largely fluctuating weights.

Given these results we are encouraged to further develop
the TESS Monte Carlo by including quarks, vector bosons
and subleading color contributions. We are also planning to
implement on the GPU a dipole-based phase-space gener-
ator like SARGE as an alternative to the unit-weight phase-
space generator RAMBO. This will avoid the under-sampling
issues in high jet-multiplicity final states and render a perfor-
mance comparison to efficient CPU-based tree-level Monte
Carlos more meaningful. These improvements will result in
a full leading-order parton-level event generator, which has
the potential to be two orders of magnitude faster than exist-
ing leading-order parton-level generators.

More importantly, a GPU-based Monte Carlo may be
used as the generator for the real corrections in an auto-
mated next-to-leading order parton-level MC generator. The
virtual corrections can be calculated by using a generalized-
unitarity based method [25–33].

Finally, GPU chips for numerical evaluations are still
evolving rapidly. This will lead to additional significant
speed-ups over CPU-based Monte Carlos in the coming
years. The next generation GPUs are already on the market:
the NVIDIA® Fermi™ chip (released in Fall 2010) comes
with improvements over the Tesla chip such as 32 kb in-
stead of 16 kb memory for registers, 48 kb instead of 16 kb
shared memory and support for double-precision calcula-
tions. Through a unified memory pointer the Fermi chip has
full support for the C++ programming language. Running
TESS as is in the new environment will lead to a perfor-
mance increase varying between 1.3 and 2.0 owing to the
faster clock rate and more special-function units. In addi-
tion and with some effort, the memory layout of the pro-
gram could be adjusted to make use of the increase in shared
memory and hence run more events in parallel. This will
give significant additional speed-ups.
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Appendix: The GPU architecture

Here we give a rough overview of the CUDA framework.
We, however, cannot discuss all of the many more subtleties,
which can be detrimental to the performance, if not aware of.

The CUDA framework is build to utilize the NVIDIA®

Tesla™ GPUs. To program the GPUs efficiently, one needs
to have a global understanding of their underlying structure.
The programming model is build around three concepts:
threads, blocks and grids. Threads are exactly what one
expects—a single thread of code execution. These threads
are the basis of the parallelization with the same thread be-
ing executed multiple times working on different data, but
simultaneously. Identical threads are organized in blocks
where each thread in a block has a unique thread index to
specify what data to work on. Identical blocks are organized
in a grid where each block has a unique block index. The
reason for this extra hierarchy is that threads within one
block are always executed on a single multi-processor (MP).
Therefore, threads within a block can share information us-
ing the shared memory and can synchronize their execution.
Threads in different blocks may be executed on different
MPs and are therefore unable to share information or syn-
chronize execution. A single MP is able to execute more
than one block if the total number of threads, the total regis-
ter count and the total amount of shared memory are within
the limits of the MP.

One MP consists of 8 streaming processors, or “CUDA
cores”, and 2 special-function units (SFUs).6 It is possible
to run up to 1024 threads on one MP. In a single instruction
multiple data (SIMD) design, a CUDA core can execute 32
threads simultaneously. The 32 threads executing on a sin-
gle CUDA core are called a warp. Within a warp every in-
struction needs to be the same. Branchings, which diverge
within a warp are therefore not executed concurrently, but
sequentially. So, if part of the threads in a warp branch and
another part does not, then the chip will first calculate one
of the two code paths and when finished the other. Diverg-
ing branchings within warps are therefore expensive as op-
posed to those in threads belonging to different warps that
are free. This is important to keep in mind while design-
ing code. Note that each MP has only 2 SFUs; calculating
special functions like logarithms can easily result in a bot-
tleneck, because the threads have to share the SFUs.

The other important piece of the architecture is the mem-
ory structure. The GPU has its own memory which essen-
tially is large and of the order of gigabytes. This memory

6The total number of streaming processors is 8 × #(MP). The number
of MPs can vary between cards, but often, as well as in our case, there
are 30 MPs on a card—10 TPCs times 3 MPs per TPC (Thread Pro-
cessing Clusters). From a programmer’s point of view, it is sufficient
to know how a single core performs considering the fact that 8 cores
have to share 2 SFUs which may result in performance slow-downs.
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cannot be accessed directly by the CPU, but must be copied
to and from CPU memory using the CUDA API functions.
This is the only way to exchange information between CPU
and GPU. This copying can easily slow down the program,
hence, it is important to minimize copying in designing
the program. Furthermore, the bandwidth between the GPU
memory and the GPU chip is limited; thus, if all threads ask
for global memory, a bottleneck is created easily. The sec-
ond type of memory is provided by the (32 bit) registers;
these are local to the thread and there is a total of 16 Kb reg-
isters available to be divided among the threads. These reg-
isters are fast, so one wants to store as much information as
possible in registers. Design trade-offs are to be made here:
more registers per thread means less total threads per MP.
The third type of memory is shared memory. This memory
with total size of 16 Kb is much like registers, it is fast, but
shared among the threads in the same block. Using shared
memory of course comes with the usual synchronization
problems when different threads access the same element.
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