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## U.PORTO


Todas as correções determinadas pelo júri, e só essas, foram efetuadas.

O Presidente do Júri,

Porto, $\qquad$ 11 1

"Today abstraction is no longer that of the map, the double, the mirror, or the concept. Simulation is no longer that of a territory, a referential being, or a substance. It is the generation by models of a real without origin or reality: a hyperreal. The territory no longer precedes the map, nor does it survive it. It is nevertheless the map that precedes the territory - precession of simulacra - that engenders the territory, and if one must return to the fable, today it is the territory whose shreds slowly rot across the extent of the map. It is the real, and not the map, whose vestiges persist here and there in the deserts that are no longer those of the Empire, but ours. The desert of the real itself."
— Jean Baudrillard, Simulacra and Simulation, 1981
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## Chapter 1

## Introduction

"Science is more than a body of knowledge. It is a way of thinking."

- Carl Sagan, last interview with Charlie Rose, 1996

The main goal of this Master's project is to explore the use of quantum computers to address the solution of many-body quantum problems. I tackle two aspects. First, the understanding of how quantum algorithms can accomplish this task in ideal quantum computers. Second, the implementation of these algorithms in state of the art quantum computers, that have been made available for remote on-line access.

The quantum many-body problem has been formulated many decades ago, and its exact solution remains intractable, except in a few niche cases that can be treated numerically or analytically.

A general brute-force computational approach faces the so-called exponential wall problem: the dimension of the Hilbert space scales exponentially with the number of degrees of freedom. For instance, in a brute force approach, a spin-only model for $N$ spins with $S=1 / 2$ requires storing in memory $2^{N}$ vectors of dimension $2^{N}$. The most powerful supercomputers have managed to do this with $N=50$. Going to $N=51$ would require duplicating computational resources.

In the case of the many-body problem, as we discuss below, there is a linear scaling between the number of qubits and the number of degrees of freedom of the system we want to study. Therefore, when it comes to store and study quantum states, quantum computers can mimic complex many-body entangled states and have potential for exponential improvement in information storage performance.

We will stay within the circuit model of quantum computing and mostly deal with the algorithmic side, while also exploring implementations on real quantum computers. The detailed characterization of these real physical systems and platforms used is beyond the scope of this dissertation.

This work is organized as follows:

- In Chapter 2 we start by reviewing some quantum computing fundamentals and study in depth the three main algorithms to be used in the next sections. Computations that are efficient to carry out on a quantum computer are not necessarily also efficient on a classical computer, and vice-versa. We will first encounter this by learning about the striking efficiency of the quantum Fourier transform which will be an essential building block for the algorithms to follow. This will be our starting point in the study of quantum algorithms. After that, we will move on to introduce two quantum procedures of central importance for the subject of this dissertation - the phase estimation algorithm and its iterative version. We develop those from the ground up and explore some original approaches on how to use them with an eye on the implementation in noisy devices. Finally, we explore the differences involved in computing
on noisy environments and present some benchmarking measures, before going on to an overview of the state-of-the-art quantum computers from IBM that we will be using in this work.
- In Chapter 3 we present the quantum many-body problem and in particular the fermionic case, which is of great interest in quantum chemistry and condensed matter physics. We explain the special instances in which it is important to approach this with an exact method and put forward the reason why quantum computers are prepared to tackle the solution to this problem. Three simple condensed matter models are then developed to be used as the testbed for the digital quantum simulation methods. The first two are spin models and the third one is a Hubbard model.
- In Chapter 4 we will explore several technical steps involved in carrying out the digital quantum simulation of the dynamics of many-body initial value problems. We start by deriving the Jordan-Wigner mapping to be used in rewriting second quantized Hamiltonians in the spin language. Then, we will introduce the first and second order Trotter-Suzuki decompositions, with which we will be able to implement a quantum circuit for the time-evolution operator of Hamiltonians having non-commuting terms. Methods are presented for initial state preparation, another key component of the whole simulation procedure.
- Finally, in Chapter 5 we put it all together and explore several simulations to understand the different methods and Hamiltonians previously presented. We provide implementations on ideal classical emulators of quantum computers and on the real quantum computers from IBM that we could access. Various scenarios are explored and we are able to reach several conclusions.

What is remarkable about quantum information and computation is that it offers a different way of using and looking at quantum theory. By using quantum mechanics through the optics of information processing, the field proposes a novel perspective over the world, leading to new insights not only in interpretational questions but also on the development of new tools to explore quantum mechanics. Furthermore, by showing that the structure of algorithms cannot be separated from the physical process used for computation, a connection is established between the abstractions from the theory of computation and physical reality. In this way, the elusive nature of information is linked with the tangible realm of physics, with deep implications for the understanding of Nature. Personally, I believe the intersection of fundamental physics, information and computation theories is fertile ground to new understandings about the complexity, but also the regularity and repeatability, of the physical world.

## Chapter 2

## Computing in the Hilbert space


#### Abstract

"Quantum information processing is so different from what we have thought information processing is like for the last sixty years that it would be a shame not to explore it and find out what we can do with it."


- Charles Bennett, IBM, 2016


### 2.1 Historical background

The origins of modern computers date back thousands of years, with the invention of several devices to aid calculation, one of those primordial examples being that of the abacus. An important milestone was achieved in 1837 by Charles Babbage, who made the first design proposal of a general-purpose mechanical computer, the analytical engine, which he was never able to build [1].

This early discovery preceded by a century the development of formal mathematical models of computation that emerged from the work of Alan Turing and Alonzo Church in 1936 - the Turing machine [2] and lambda calculus [3]. To this end, many important contributions had also been made by the logicians working on the foundations of Mathematics in the turn of the twentieth century.

The field was originally an abstract construction to study mathematical proofs and the connection to Physics was not understood. It was only with the advent of Quantum Information and Computation that the Theory of Computation was fully made a part of Physics. This came to happen because studying computation entails designing methods to represent and manipulate abstract objects using physical objects. Since the later obey physical laws, the kind of computation that is possible will depend on the physical objects being used.

The understanding of the connections between information processing and Physics started to appear along with the efforts to build classical computers. A seminal insight from Landauer in 1961 shows that a logically irreversible operation ${ }^{1}$ always releases a minimum amount of heat and increases entropy in the informationprocessing system or its environment [4]. In 1973, Bennett is trying to overcome this minimum energy cost and conceives a Turing machine that is both logically and thermodynamically reversible [5, 6]. In the same year, Holevo proves that although a general state of $n$-qubits is described by $2^{n}$ complex coefficients, the maximum amount of information that can be retrieved from it is only of $n$ bits (Holevo bound) [7]. The construction of a theory of Quantum Information on the image of Shannon's Information Theory from 1948 [8] (now understood to be "classical") begins in 1976 with Ingarden [9].

By the late seventies, the first steps on elucidating which implications could quantum mechanics have for the models of computation developed by Turing and Church emerged. In 1979 [10], Benioff studied the use

[^0]of quantum mechanical phenomena to implement a classical Turing machine. A step ahead was done in 1982 [11] by Feynman when he was asking about the possibility of Physics being simulated by a universal computer; he put forward some thoughts and an incomplete conjecture on what was to be required of his pondered "universal quantum simulator". Two years before that, in a 1980 book [12] by soviet physicist Yuri Manin, one of the first conceptions of a quantum computer had already been briefly motivated.

However, it was Deutsch who pioneered the generalization of the Turing machine to the quantum realm in 1985 [13], and by showing that we can in principle build universal quantum computers within our own Universe he gave one of the earliest signals of the computability of the laws of Nature as we know them today.

Notice that all the papers cited so far in the origins of the field were one-author papers. The year of 1993 saw the important discovery of quantum teleportation [14] by an international team, an effect in which the complete information of an unknown quantum state is sent to a new location to rebuild its replica onto another object of the same type while the original state is destroyed in the process.

With Deutsch the era of quantum algorithms had been born, although the experimental realization of the first universal quantum computer had to wait until 2009 [15]. After some contrived examples of problems that would more efficiently find a solution on quantum computers than on classical ones, in 1994, the field draw great attention when Peter Shor came up with a ground-breaking quantum algorithm to factor integers in polynomial time, something believed impossible with classical computers [16]. In 1996, Lov Grover presented another useful algorithm, this one for searching unsorted databases [17], and Seth Lloyd took on the original Feynman conjecture from 1982 and showed that quantum computers can indeed provide efficient simulation of other quantum systems [18].

In 2002, Lloyd applied the quantum information processing perspective to the whole Universe and understood that it can have performed a maximum of $10^{122}$ operations on the same number of $10^{122}$ bits that could be registered on matter, energy, and gravity degrees of freedom [19, 20]. Furthermore, due to the no-cloning and no-deleting theorems we now understand that quantum information is a conserved quantity in the Universe - it can neither be destroyed nor created. Interestingly, an upper bound on the total information content of the observable Universe can also be derived from the very different route of the holographic principle [21, 22] - dividing its spherical surface area by the Planck area one obtains $10^{123}$ bits.

The field of quantum information and computation has been exploding since the nineties, sub-fields matured and several new ideas saw their development, such as new algorithms for diverse tasks, quantum error correction codes, quantum complexity theory, superdense coding, quantum computing networks, quantum cryptography, quantum machine learning, hamiltonian complexity, tensor networks, etc. Nowadays, with the first universal


Figure 2.1: Seven-qubit superconducting quantum processor developed by IBM in 2017. (Credit: IBM)
quantum computers with more than a dozen qubits available, efforts have been gathering to find useful applications for the present-day hardware.

Besides the obvious interest in its exciting technological applications, the field has also been proving fruitful in leading to new theoretical tools and developments into fundamental physics, including quantum gravity and black holes, which are expected to soon become possible to study in the lab [23, 24, 25, 26, 27]. Understanding black holes is the bridge to quantum gravity, and these ubiquous objects are in fact very interesting also from the computational point of view - almost all the information in the Universe exists in black holes, they can be regarded as the fastest and most energy efficient possible computers, and are also the limit for information storage per given size.

### 2.2 Fundamentals of digital quantum computation

Let us start with the big picture.

## What is a Quantum Computer?

Broadly (and abstractly) speaking, a quantum computer is a device which takes advantage of exclusively quantum phenomena, such as superposition and entanglement, as resources to process information in a fundamentally different way from what classical computers are able to do.

Over the years that the Quantum Computing field has been developed, several different types of quantum computers were proposed in an attempt to design a system that could be experimentally realized. The many different architectures trying to make quantum computers a reality can be divided in some major categories: digital quantum computers [28], quantum annealing devices [29, 30], analog (or adiabatic) quantum computers [31], and measurement based quantum computers [32]. In fact, we have been learning that there seem to be several different ways to process quantum information by exploiting physical systems.

In this dissertation, we will be using the digital circuit model of quantum computing. Here, the computer is built from the assembly of several individual two-level quantum systems, which are the most simple type of quantum mechanical system. Information processing is achieved by quantum operations (referred to as gates) that consist of coherent unitary evolution operators sequentially applied on subsets of this discrete physical system. Readout of the computation results is performed in the end of these sequential evolutions. The component subsystems encode the logical bits used for computation which, being governed by quantum mechanics, are called qubits.

On an ideal quantum computer of this type, interactions within this multi-qubit system should be entirely controlled by the outside program. The same is true for the interactions with the environment, which should only consist on the instructions coming from the program to manipulate the device and carry out the computational process itself. Further interactions with the surroundings should be minimized as much as possible to avoid corrupting the computational process, and if they happen to occur at a sufficiently low rate, errors can and should be corrected. Coherence of this quantum system should also be maintained along the full time taken by the computation.

## Why is building a quantum computer so hard?

Building a quantum computer is an incredibly difficult task. The main problem lies in isolating the system from the environment and protecting perturbations to its state. Quantum systems are very unstable due to being constantly in interaction with their surroundings. Remember that our best physical theories tell us that the fundamental building blocks of the universe are quantum fields permeating all universe and moving much more fluidly and interconnected than the localized objects of the classical world. This is at the heart of the


Figure 2.2: Bloch sphere representation of a qubit. When measuring the qubit along the $\sigma^{z}$ basis, we collapse the wavefunction and extract information in the form of just one of two possible states: $|0\rangle$ or $|1\rangle$. The probability of each outcome is proportional to the state vector projection on the z-axis, that is on the qubit's "latitude".
challenges in constructing a fully functional quantum computer. To minimize the consequences of interactions, these systems have to operate in very controlled environments and at temperatures lower than outer space.

## What is a Qubit?

The minimal unit of the digital quantum computer is the qubit, the logical element used to store and process information. A qubit is a two-level quantum mechanical system described by a quantum state $|\psi\rangle$ whose basis states,

$$
\begin{equation*}
|0\rangle=\binom{1}{0}, \quad|1\rangle=\binom{0}{1} \tag{2.1}
\end{equation*}
$$

correspond to the classical bits. The distinctive feature of the qubit is that of living in a two-dimensional state space, $|\psi\rangle \in \mathscr{H}=\mathbb{C}^{2}$, in which it can exist in any superposition of the basis states,

$$
\begin{equation*}
|\psi\rangle=\alpha_{0}|0\rangle+\alpha_{1}|1\rangle=\binom{\alpha_{0}}{\alpha_{1}} \tag{2.2}
\end{equation*}
$$

where $\alpha_{0}$ and $\alpha_{1}$ are complex amplitudes obeying the usual normalization constraint $\left|\alpha_{0}\right|^{2}+\left|\alpha_{1}\right|^{2}=1$. Observables of this quantum system are hermitian linear operators on $\mathbb{C}^{2}$, consisting in $2 \times 2$ complex matrices that satisfy $M=M^{\dagger}$ and are linear combinations of

$$
\begin{equation*}
M=c_{0} \mathbf{1}+c_{1} \sigma^{x}+c_{2} \sigma^{y}+c_{3} \sigma^{z} \tag{2.3}
\end{equation*}
$$

with $c_{j} \in \mathbb{R}$ and the conventional choice of the identity and the Pauli matrices $\beth^{2}$ as basis,

$$
\mathbf{1}=\left(\begin{array}{cc}
1 & 0  \tag{2.4}\\
0 & 1
\end{array}\right), \quad \sigma^{x}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma^{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

[^1]The general state of a qubit in Eq 2.2 can also be parameterized by just two real numbers,

$$
\begin{equation*}
|\psi\rangle=\cos \left(\frac{\theta}{2}\right)|0\rangle+e^{i \varphi} \sin \left(\frac{\theta}{2}\right)|1\rangle \tag{2.5}
\end{equation*}
$$

and is represented by a point on the surface of the so called Bloch sphere, depicted in Fig 2.2. Opposite points in this sphere correspond to mutually orthogonal states. In this representation, the $x, y$ and $z$ axes hold the eigenstates of $\sigma_{x}, \sigma_{y}$ and $\sigma_{z}$, respectively.

The generalization to states of $n$ qubits, $|\Psi\rangle_{n} \in \mathbb{C}^{2^{n}}$, means that we need to specify $2^{n}$ complex numbers to characterize a general state,

$$
\begin{equation*}
|\Psi\rangle_{n}=\sum_{x=0}^{2^{n}-1} \alpha_{x}|x\rangle_{n} \tag{2.6}
\end{equation*}
$$

with $\sum_{x=0}^{2^{n}-1}\left|\alpha_{x}\right|^{2}=1$ and $x \in \mathbb{N}_{0}$. The basis of the $n$-qubit state is produced by all the tensor product combinations of the individual basis states of the component qubits. Here, we begin to see a hint of the power of superposition. If you take, say, $n=300$, the number of amplitudes needed to characterize only one state already exceeds the number of atoms in the observable universe. As we will see in the next sections, this means that a state of $n$-qubits can work with $2^{n} n$-bit strings simultaneously. By applying operations on this kind of superposition states, several quantum algorithms can produce final states where the results of multiple computations are encoded.

## The computational basis

The computational basis we work with is the $\sigma_{z}$ basis and its states will often encode integers or fractional numbers, as we wish. We will use the following notation for the $n$-bit representation of an integer $j$,

$$
\begin{equation*}
j \equiv j_{0} j_{1} \cdots j_{n-1}=\sum_{q=0}^{n-1} j_{q} 2^{(n-1)-q}=j_{0} 2^{n-1}+j_{1} 2^{n-2}+\cdots+j_{n-2} 2^{1}+j_{n-1} 2^{0} \tag{2.7}
\end{equation*}
$$

Similarly, we symbolize a binary fraction representation with $m-l+1$ bits by $0 . j_{l} j_{l+1} \cdots j_{m}$ and employ the following decode rule

$$
\begin{equation*}
0 . j_{l} j_{l+1} \cdots j_{m}=\sum_{q=l}^{m} \frac{j_{q}}{2^{q-l+1}}=\frac{j_{l}}{2^{1}}+\frac{j_{l+1}}{2^{2}}+\frac{j_{l+2}}{2^{3}}+\cdots+\frac{j_{m}}{2^{m-l+1}} \tag{2.8}
\end{equation*}
$$

So for example when we are dealing with the basis states of a computational register with $n$-bits, if we write $|j\rangle_{n}=\left|j_{0} j_{1} \cdots j_{n-1}\right\rangle$ we mean the integer represented in binary by such basis state, while if we write $\left|0 . j_{0} j_{1} \cdots j_{n-1}\right\rangle$ we are representing the $n$-bit binary fraction representation of the same basis state.

Example 2.1. For concreteness, let us consider the $2^{3}$ basis states of a 3-bit register,

$$
|000\rangle,|001\rangle,|010\rangle,|011\rangle,|100\rangle,|101\rangle,|110\rangle,|111\rangle
$$

According to the rule in Eq.2.7, these states might encode the integers

$$
|0\rangle_{3},|1\rangle_{3},|2\rangle_{3},|3\rangle_{3},|4\rangle_{3},|5\rangle_{3},|6\rangle_{3},|7\rangle_{3}
$$

while if we follow Eq 2.8 , they represent

$$
|0.0\rangle_{3},|0.125\rangle_{3},|0.25\rangle_{3},|0.375\rangle_{3},|0.5\rangle_{3},|0.625\rangle_{3},|0.75\rangle_{3},|0.875\rangle_{3}
$$

Sometimes we may want to change this binary representations by reading bits in the reverse order. The permutation operations needed to reverse the basis can be accomplished by cascades of SWAP gates as


Figure 2.3: Examples of basis reversion using SWAP operations.
exemplified in Fig 2.3. Next, we present how operations such as these are described.

## Operations and circuits

In the circuit model, computation is achieved with algorithms that sequentially manipulate the qubit states with discrete operations known as quantum logic gates. These are single-qubit operations and two-qubit entangling operations such as the controlled-NOT, $c X$. All the gates acting on a quantum computer must be described by unitary operators, as these preserve the norm of the state vectors they act upon and thus are consistent with the conservation of probability amplitudes of physical states.

Definition 2.2. An unitary operator is a linear operator $U: H \rightarrow H$ on a Hilbert space which satisfies the condition $U U^{\dagger}=U^{\dagger} U=1$.

Sequential composition of these unitary gates preserves unitarity. The complete algorithm can then be described as a single unitary transformation which, having an inverse, allows computation to be reversible.

Theorem 2.3. An unitary operator over a complex vector space has complex eigenvalues with modulus 1 .
Proof.
From the eigenvalue equation, $U|u\rangle=u|u\rangle$, we get $\langle u| U^{\dagger} U|u\rangle=u u^{*}\langle u \mid u\rangle$ and it follows $|u|=1$.

Theorem 2.4. The action of an unitary operator $U$ on an orthonormal and complete basis $\left\{\left|a^{\prime}\right\rangle\right\}$ spanning some Hilbert space produces another complete and orthonormal basis $\left\{\left|b^{\prime}\right\rangle\right\}$.

Proof.
Let us construct the operator and prove it verifies this property. We define

$$
\begin{equation*}
U=\sum_{j}\left|b^{(j)}\right\rangle\left\langle a^{(j)}\right| . \tag{2.9}
\end{equation*}
$$

Due to the orthonormality of $\left\{\left|a^{\prime}\right\rangle\right\}$, the basis transformation follows directly,

$$
\begin{equation*}
U\left|a^{(k)}\right\rangle=\left|b^{(k)}\right\rangle \tag{2.10}
\end{equation*}
$$

and $U$ is actually unitary, as can be seen by,

$$
\begin{equation*}
U^{\dagger} U=\sum_{j} \sum_{k}\left|a^{(k)}\right\rangle\left\langle b^{(k)} \mid b^{(j)}\right\rangle\left\langle a^{(j)}\right|=\sum_{j}\left|a^{(j)}\right\rangle\left\langle a^{(j)}\right|=\mathbf{1}, \tag{2.11}
\end{equation*}
$$

and similarly for $U U^{\dagger}=\mathbf{1}$.

The most general form of a single-qubit unitary can be written as

$$
U(\theta, \phi, \lambda)=\left(\begin{array}{cc}
\cos \left(\frac{\theta}{2}\right) & -e^{i \lambda} \sin \left(\frac{\theta}{2}\right)  \tag{2.12}\\
e^{i \phi} \sin \left(\frac{\theta}{2}\right) & e^{i(\lambda+\phi)} \cos \left(\frac{\theta}{2}\right)
\end{array}\right)
$$

with $0 \leq \theta \leq \pi, 0 \leq \phi \leq 2 \pi$ and $0 \leq \lambda<\pi$. It can easily be checked that this general $2 \times 2$ unitary matrix can be decomposed as the sequence

$$
\begin{equation*}
U(\theta, \phi, \lambda)=R_{z}(\phi) R_{y}(\theta) R_{z}(\lambda) \tag{2.13}
\end{equation*}
$$

known as the $Z Y Z$ decomposition. A proof is provided by [33].
Tab. 2.1 shows some basic quantum gates. Controlled operations will be symbolized starting with the character $c$ and the qubits in which they act will come as subscripts, first control then target. When working out derivations, we will sometimes use $R_{z}(\theta)$ as

$$
R_{z}(\theta)=\left(\begin{array}{cc}
1 & 0  \tag{2.14}\\
0 & e^{i \theta}
\end{array}\right)
$$

in which case $R_{z}(\theta)(\alpha|0\rangle+\beta|1\rangle)=\left(\alpha|0\rangle+e^{i \theta} \beta|1\rangle\right)$, while on other occasions we will prefer to define

$$
R_{z}(\theta)=\left(\begin{array}{cc}
e^{-i \theta / 2} & 0  \tag{2.15}\\
0 & e^{i \theta / 2}
\end{array}\right)
$$

which yields $R_{z}(\theta)(\alpha|0\rangle+\beta|1\rangle)=e^{-i \theta / 2}\left(\alpha|0\rangle+e^{i \theta} \beta|1\rangle\right)$. The two definitions are equivalent since the transformed states will only differ by a global phase which is not detectable upon measurement. That is, the probability amplitudes of measuring any basis state are unchanged by a global phase. This is still true when we multiply $R_{z}(\theta)$ with other operations on the same qubit or on the tensor product with the other qubits. Global phases propagate and are not observable.

To represent the applied sequence of gates of an algorithm, circuit diagrams are drawn with as many rows as there are qubits, where each qubit subspace is represented by one of these rows (e.g. as in Fig 2.3). Single-qubit gates are placed on the row corresponding to the qubit they act upon, and 2-qubit gates connect the rows of the qubits being targeted. The state of the computer evolves from left to right in the diagram. Note that the order in which the operations are represented in the diagram is the reverse of the order of the mathematical representation. For instance, the mathematical expression for the operations in Fig 2.3 (c) is written as

$$
\begin{equation*}
|\delta \gamma \beta \alpha\rangle=S W A P_{12} S W A P_{03}|\alpha \beta \gamma \delta\rangle, \tag{2.16}
\end{equation*}
$$

although in this case getting the order correctly is irrelevant since the operations commute. Note also that in general there is no connection between the order of the tensor product of the Hilbert space of the qubits and the circuit rows, the only thing that matters is that the label of the qubit is properly identified in the figure. If not explicitly stated otherwise, in this dissertation we will adopt the following conventions: the basis of the computer will always be written with the numbering of the qubits increasing from left to right, i.e. $\left|q_{0}, q_{1}, q_{2}, \cdots, q_{n-1}\right\rangle$, and the diagrams will always be drawn with labels increasing from top to bottom, such that we can reconstruct the tensor product by going up-down in a diagram $\left|q_{0}\right\rangle \otimes\left|q_{1}\right\rangle \otimes \cdots \otimes\left|q_{n-1}\right\rangle$.

Provided with some diagram, it is straightforward to find its inverse. We can think about any quantum circuit $\mathcal{U}_{2^{n} \times 2^{n}}$ as a sequence of operators, each one a column in the diagram, $\mathcal{U}=\mathcal{O}_{1} \mathcal{O}_{2} \cdots \mathcal{O}_{m}$; to transpose it we just do the usual $\mathcal{U}^{\dagger}=\mathcal{O}_{m}^{\dagger} \cdots \mathcal{O}_{2}^{\dagger} \mathcal{O}_{1}^{\dagger}$; now, each of these column operators $\mathcal{O}_{i}$ is built from a tensor product $\mathcal{O}_{i}=\mathcal{Q}_{1} \otimes \mathcal{Q}_{2} \otimes \cdots \otimes \mathcal{Q}_{n}$, and for these we have $\mathcal{O}_{i}^{\dagger}=\mathcal{Q}_{1}^{\dagger} \otimes \mathcal{Q}_{2}^{\dagger} \otimes \cdots \otimes \mathcal{Q}_{n}^{\dagger}$. Therefore, to draw the

| Symbol | Matrix | Circuit | Description |
| :---: | :---: | :---: | :---: |
| $X$ | $\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$ | - $X$ | Rotates the Bloch sphere $\pi$ radians around the $x$-axis. Maps $\|0\rangle \rightarrow\|1\rangle$ and $\|1\rangle \rightarrow\|0\rangle$ (bit-flip). |
| $Y$ | $\left[\begin{array}{cc}0 & -i \\ i & 0\end{array}\right]$ | $Y$ | Rotates the Bloch sphere $\pi$ radians around the $y$-axis. Maps $\|0\rangle \rightarrow i\|1\rangle$ and $\|1\rangle \rightarrow-i\|0\rangle$. |
| Z | $\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right]$ | $Z$ | Rotates the Bloch sphere $\pi$ radians around the $z$-axis. Maps $\|0\rangle \rightarrow\|0\rangle$ and $\|1\rangle \rightarrow-\|1\rangle$ (phase-flip). |
| H | $\frac{1}{\sqrt{2}}\left[\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right]$ | $H$ | Rotates the Bloch sphere $\pi$ radians around the $x$-axis, and $\pi / 2$ radians around the $y$-axis. |
| $S$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & i\end{array}\right]$ | $S$ | Maps $\|0\rangle \rightarrow\|0\rangle$ and $\|1\rangle \rightarrow i\|1\rangle$. |
| $T$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & e^{i \pi / 4}\end{array}\right]$ | $-T$ | Maps $\|0\rangle \rightarrow\|0\rangle$ and $\|1\rangle \rightarrow e^{i \pi / 4}\|1\rangle$. |
| $R_{x}(\theta)$ | $\left[\begin{array}{cc}\cos \theta / 2 & -i \sin \theta / 2 \\ -i \sin \theta / 2 & \cos \theta / 2\end{array}\right]$ | R $R_{x}(\theta)$ | Rotates the Bloch sphere $\theta$ radians around the $x$-axis. |
| $R_{y}(\theta)$ | $\left[\begin{array}{cc}\cos \theta / 2 & -\sin \theta / 2 \\ \sin \theta / 2 & \cos \theta / 2\end{array}\right]$ | $R_{y}(\theta)$ | Rotates the Bloch sphere $\theta$ radians around the $y$-axis. |
| $R_{z}(\theta)$ | $\left[\begin{array}{cc}e^{-i \theta / 2} & 0 \\ 0 & e^{i \theta / 2}\end{array}\right]$ | R $R_{z}(\theta)$ | Rotates the Bloch sphere $\theta$ radians around the $z$-axis. |
| SWAP | $\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$ |  | Exchanges the states of two qubits. |
| $c U$ | $\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & u_{11} & u_{12} \\ 0 & 0 & u_{21} & u_{22}\end{array}\right]$ |  | Applies the unitarity $U$ to the bottom qubit if the top one is in state $\|1\rangle$. |
| c $X$ | $\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0\end{array}\right]$ |  | Applies the $X$ gate to the bottom qubit if the top one is in state $\|1\rangle$. |

Table 2.1: Some basic quantum gates.
circuit for $\mathcal{U}^{\dagger}$ one just mirrors the diagram horizontally and conjugate-transposes each gate.

## Measurement

Measurement is the only non-invertible and irreversible action that the program ever performs on the quantum computer, and it is the process by which we extract information from the final state obtained after the algorithm has applied all the gates. To measure a qubit, the computer applies some interaction which couples to its wavefunction producing an outcome that can be either 0 or 1 . If the final state of the qubits is given by Eq 2.6 after the action of the measurement gate $M_{n}$, we obtain the integer $x$ with probability $p=\left|\alpha_{x}\right|^{2}$. The wavefunction has collapsed to the state $|x\rangle_{n}$.

Measurement, or the collapse of the wave-function, is arguably the most mysterious piece in the QM puzzle, and one which we don't yet fully understand. Being so, near term quantum computers also offer an opportunity to perform new tests on quantum theory, in particular to try to investigate peculiarities on measurement versus unitary evolution for entangled states with many parties.

Example 2.5. The following is a simple example to remind of how to compute measurements on subspaces of quantum systems. Consider the following wavefunction for a system divided into two orthogonal subspaces

$$
\begin{equation*}
|\Psi\rangle=\alpha\left|a_{1}\right\rangle\left|b_{1}\right\rangle+\beta\left|a_{2}\right\rangle\left|b_{2}\right\rangle+\gamma\left|a_{1}\right\rangle\left|b_{2}\right\rangle \tag{2.17}
\end{equation*}
$$

where $\left|a_{i}\right\rangle$ and $\left|b_{i}\right\rangle$ are some of the eigenkets for the respective subsystems. The probability amplitude for a measurement of $|\Psi\rangle$ along $\left|a_{1}\right\rangle$ is given by

$$
\begin{align*}
\mid\left.\left(\left\langle a_{1}\right|\left\langle b_{1}\right|+\left\langle a_{1}\right|\left\langle b_{2}\right|\right)|\Psi\rangle\right|^{2}= & \mid \alpha\left\langle a_{1} \mid a_{1}\right\rangle\left\langle b_{1} \mid b_{1}\right\rangle+\beta\left\langle a_{1} \mid a_{2}\right\rangle\left\langle b_{1} \mid b_{2}\right\rangle+\gamma\left\langle a_{1} \mid a_{1}\right\rangle\left\langle b_{1} \mid b_{2}\right\rangle \\
& +\alpha\left\langle a_{1} \mid a_{1}\right\rangle\left\langle b_{2} \mid b_{1}\right\rangle+\beta\left\langle a_{1} \mid a_{2}\right\rangle\left\langle b_{2} \mid b_{2}\right\rangle+\left.\gamma\left\langle a_{1} \mid a_{1}\right\rangle\left\langle b_{2} \mid b_{2}\right\rangle\right|^{2}  \tag{2.18}\\
= & |\alpha+\gamma|^{2} \tag{2.19}
\end{align*}
$$

## Universal Quantum Computing

Coding a quantum algorithm is an exercise in finding an unitary transformation that can be used to solve the problem under question. Sometimes it is possible to find exact decompositions of arbitrary unitary operations using some finite set of elementary gates. We have already encountered one such general decomposition to obtain any 1-qubit unitarity in Eq 2.13 . What about circuits for general 2-qubit unitary operations? These can be implemented with a sequence of at most three entangling gates and some single qubit rotations. For instance, a method was provided by [34] based on the method given by [35] to decompose any two-qubit operation.

However, for a general number of qubits, exact decompositions are difficult to find. Nevertheless, we can find approximate decompositions, and the accuracy can be made arbitrary at the cost of increasing the number of applied operations. The framework of universal quantum computation is the idea that a quantum circuit can be built out of gates from a finite set to approximate to an arbitrary accuracy any unitary operation [13]. An universal quantum computer can perfectly simulate any Turing machine.

Different sets of gates can be universal for quantum computation. A famous example is the Clifford $+\boldsymbol{T}$ gate set consisting of the $c X, H, S$ and $T$ operations. A proof is provided in the classic textbook by Nielsen and Chuang [36]. Furthermore, approximating a given unitarity to accuracy $\epsilon$ can be done in polynomial time in $\mathcal{O}\left(\log ^{2}(1 / \epsilon)\right)$, as shown by the Solovay-Kitaev theorem. A proof is also given in [36]. Later, we will introduce another universal gate set.

### 2.3 Quantum Fourier transform

The Fourier transform was introduced in the beginning of the 19th century by Joseph Fourier while he was seeking for solutions to the heat equation [37]. Since then, it has found a wide range of applications in mathematics and the physical sciences, being employed over continuous or discrete valued functions, scalar or vector valued, periodic or not [38]. For context, we assume some familiarity with this transformation before introducing its quantum version, nevertheless we are going to build into this unitary operation in a self-contained manner. Let us start by reviewing the discrete Fourier transform.

Definition 2.6. Let $|x\rangle$ be a vector on a N -dimensional complex vector space $\mathbb{C}^{N}$, with components $\left\{x_{j}\right\}, j \in$ $[0,1, \ldots, N-1]$. The $N^{t h}$ order discrete Fourier transform $(\mathcal{D F T})$ is the linear transformation $\mathcal{D F T}: \mathbb{C}^{N} \rightarrow$ $\mathbb{C}^{N}$ taking $|x\rangle$ to another vector $|y\rangle$ with components obtained according to

$$
\begin{equation*}
y_{j}=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} x_{k} \omega_{N}^{k j} \tag{2.20}
\end{equation*}
$$

where $\omega_{N}=\exp (i 2 \pi / N)$ is the $N^{t h}$ root of unity, and $\omega_{N}^{k j}=\exp (i 2 \pi k j / N)$. We also define the inverse discrete Fourier transform $\left(\mathcal{D} \mathcal{F} \mathcal{T}^{-1}\right)$ which recovers $|x\rangle$ given $|y\rangle$, i.e. $\mathcal{D} \mathcal{F} \mathcal{T}^{-1} \circ \mathcal{D} \mathcal{F} \mathcal{T}=\mathbf{1}$; it reads

$$
\begin{equation*}
x_{j}=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} y_{k} \omega_{N}^{-k j} \tag{2.21}
\end{equation*}
$$

Example 2.7. Using Def.2.6, we obtain $|y\rangle=(2-2 i, 1-i,-2,-1-i)^{T}$ as the DFT of vector $|x\rangle=$ $(-2 i, 2-2 i, 0,2)^{T}$, with $N=4$. For example,

$$
y_{0}=\left((-2 i) e^{i 2 \pi 0 \cdot 0 / 4}+(2-2 i) e^{i 2 \pi 1 \cdot 0 / 4}+0+2 e^{i 2 \pi 3 \cdot 0 / 4}\right) / \sqrt{4}=2-2 i
$$

Fourier transforms can be found over the literature in several slightly different definitions. Although this is only a matter of conventions, it can be annoying when we just want to quickly look up some property or compare different results. We use definition in Eq 2.20 to match the usual convention for the quantum version, which is just the same transformation applied over the amplitudes vector of a general n-qubit quantum state. This is, we start from a general n-qubit state $|x\rangle$ described by $N=2^{n}$ amplitude coefficients on the Hilbert space $\mathscr{H}^{(n)}$ spanned by the computational basis $\left\{|j\rangle_{n}\right\}_{j=0, \ldots, 2^{n}-1}$, and by applying the transformation we get to another state $|y\rangle$ where the new amplitudes are the DFT of the former given as in Eq. 2.20 i.e.

$$
\begin{equation*}
|x\rangle=\sum_{j=0}^{2^{n}-1} x_{j}|j\rangle_{n} \longrightarrow|y\rangle=\sum_{j=0}^{2^{n}-1} y_{j}|j\rangle_{n} \tag{2.22}
\end{equation*}
$$

Definition 2.8. The $n$-qubit quantum Fourier transform $(\mathcal{Q F \mathcal { T }})$ is the unitary transformation $U_{\mathcal{Q F \mathcal { T }}}$ defined to act on the computational basis states $|j\rangle_{n}$ by

$$
\begin{equation*}
U_{\mathcal{Q F \mathcal { T }}}|j\rangle_{n}=\frac{1}{2^{n / 2}} \sum_{k=0}^{2^{n}-1} \omega_{n}^{k j}|k\rangle_{n} \tag{2.23}
\end{equation*}
$$

where we use $N=2^{n}, \omega_{n}=\exp \left(i 2 \pi / 2^{n}\right)$ and $k j$ is the ordinary multiplication of the integers represented in binary by states $|j\rangle$ and $|k\rangle$. Hence, the $\mathcal{Q F \mathcal { T }}$ takes the computational basis to the Fourier (or frequency) basis.

The transformation rule for a general state, $|x\rangle \rightarrow|y\rangle$, can be directly obtained by the linearity property
of this operation,

$$
\begin{equation*}
U_{\mathcal{Q} \mathcal{F} \mathcal{T}}\left(\sum_{j=0}^{2^{n}-1} x_{j}|j\rangle_{n}\right)=\sum_{j=0}^{2^{n}-1}\left(\frac{1}{2^{n / 2}} \sum_{k=0}^{2^{n}-1} x_{k} \omega_{n}^{k j}\right)|k\rangle_{n} \tag{2.24}
\end{equation*}
$$

and coordinate $y_{j}$ can be found by taking the dot product with the $j$ th basis vector. Besides being linear, $U_{\mathcal{Q F T}}$ is norm-preserving and $U_{\mathcal{Q F T}}|i\rangle$ is orthogonal to $U_{\mathcal{Q F} \mathcal{T}}|j\rangle$ for $i \neq j$, hence the operator is unitary and a quantum circuit can be designed to implement it. Being unitary, the inverse transformation is $U_{\mathcal{Q} \mathcal{F} \mathcal{T}}^{-1}=U_{\mathcal{Q F \mathcal { F }}}^{\dagger}$. In this way, it is helpful to think of the quantum Fourier transform as just another unitary operator which we can use to measure any ket along the frequency basis.

Theorem 2.9. $U_{\mathcal{Q F T}}$ is an unitary operator.
Proof.
Consider two transformed basis states $|s\rangle$ and $|t\rangle$. Then,

$$
\begin{align*}
\langle s \mid t\rangle & =\frac{1}{2^{n}} \sum_{u=0}^{2^{n}-1} \sum_{v=0}^{2^{n}-1} \omega_{n}^{t v-s u}\langle u \mid v\rangle_{n}=\frac{1}{(a)} \sum_{u=0}^{2^{n}-1} \omega_{n}^{u(t-s)} \\
& =\frac{1}{2^{n}}\left(\frac{1-\omega_{n}^{(t-s) 2^{n}}}{1-\omega_{n}^{(t-s)}}\right)=\frac{1}{2^{n}}\left(\frac{1-e^{i 2 \pi(t-s)}}{1-\omega_{n}^{(t-s)}}\right)=\frac{1}{(c)} \frac{1}{2^{n}}\left(\frac{1-1}{1-\omega_{n}^{(t-s)}}\right)=0 \tag{2.25}
\end{align*}
$$

where at (a) we use $\langle u \mid v\rangle_{n}=\delta_{u v}$, at (b)we apply the geometric series sum $\sum_{n=n_{0}}^{N} a^{n}=\frac{a^{n_{0}-a^{N}}}{1-a}$, and at (c) we just remember $t-s \in \mathbb{Z}$. Hence, we have $\langle s \mid t\rangle_{n}=\delta_{s t}$ implying $U_{\mathcal{Q F} \mathcal{T}}$ is unitary.

Theorem 2.10. The action of the n-qubit quantum Fourier transform $U_{\mathcal{Q} \mathcal{F} \mathcal{T}}$ on the computational basis states $|j\rangle_{n}$ as defined in Eq 2.23 can be written in the useful product representation,

$$
\begin{equation*}
U_{\mathcal{Q F \mathcal { T }}}\left|j_{0} \cdots j_{n-1}\right\rangle=\frac{\left(|0\rangle+e^{i 2 \pi 0 \cdot j_{n-1}}|1\rangle\right)\left(|0\rangle+e^{i 2 \pi 0 . j_{n-2} j_{n-1}}|1\rangle\right) \cdots\left(|0\rangle+e^{i 2 \pi 0 \cdot j_{0} j_{1} \cdots j_{n-1}}|1\rangle\right)}{2^{n / 2}} \tag{2.26}
\end{equation*}
$$

where we use the binary representation $j \equiv j_{0} j_{1} \cdots j_{n-1}=\sum_{q=0}^{n-1} j_{q} 2^{(n-1)-q}$ introduced in Eq 2.7 and the binary fraction notation $0 . j_{l} j_{l+1} \cdots j_{m}=\sum_{q=l}^{m} j_{q} 2^{l-q-1}$ introduced in Eq 2.8 .

Proof.
We can show Eq 2.26 by carefully manipulating Eq 2.23

$$
\begin{align*}
U_{\mathcal{Q} \mathcal{F} \mathcal{T}}\left|j_{0} \cdots j_{n-1}\right\rangle & =\frac{1}{2^{n / 2}} \sum_{k=0}^{2^{n}-1} \omega_{n}^{j k}|k\rangle_{n}  \tag{2.27}\\
& =\frac{1}{(a)} \frac{2^{n / 2}}{} \sum_{k_{0}=0}^{1} \cdots \sum_{k_{n-1}=0}^{1} e^{i 2 \pi j\left(\sum_{q=0}^{n-1} k_{q} 2^{n-1-q}\right) / 2^{n}}\left|k_{0} \cdots k_{n-1}\right\rangle  \tag{2.28}\\
& =\frac{1}{2^{n / 2}} \sum_{k_{0}=0}^{1} \cdots \sum_{k_{n-1}=0}^{1} \bigotimes_{q=0}^{n-1} e^{i 2 \pi j k_{q} 2^{-q-1}}\left|k_{q}\right\rangle  \tag{2.29}\\
& =\frac{1}{2^{n / 2}} \bigotimes_{q=0}^{n-1}\left(\sum_{k_{q}=0}^{1} e^{i 2 \pi j k_{q} 2^{-q-1}}\left|k_{q}\right\rangle\right)  \tag{2.30}\\
& =\frac{1}{2^{n / 2}} \bigotimes_{q=0}^{n-1}\left(|0\rangle+e^{i 2 \pi j 2^{-q-1}}|1\rangle\right)  \tag{2.31}\\
& =\frac{1}{(b)} \bigotimes^{n-1}\left(|0\rangle+e^{i 2 \pi\left(\sum_{r=0}^{n-1} j_{r} 2^{n-1-r}\right) 2^{-q-1}}|1\rangle\right) \tag{2.32}
\end{align*}
$$



Figure 2.4: Decomposition of the controlled- $R^{(k)}$ gate in terms of single qubit gates and $c X^{\prime}$ s. The $R^{(k)}$ operation should be available in the computer gate toolbox, or else one needs to decompose it in terms of the available gate set.

$$
\begin{align*}
& =\frac{1}{2^{n / 2}} \bigotimes_{q=0}^{n-1}\left(|0\rangle+e^{i 2 \pi \sum_{r=0}^{n-1} j_{r} 2^{n-2-r-q}}|1\rangle\right)  \tag{2.33}\\
& =\frac{1}{2^{n / 2}} \bigotimes_{q=0}^{n-1}\left(|0\rangle+e^{i 2 \pi\left(\sum_{r=0}^{n-2-q} j_{j_{2}} 2^{n-2-q-r}+\sum_{r=n-1-q}^{n-1} j_{r} 2^{n-2-q-r}\right)}|1\rangle\right)  \tag{2.34}\\
& =\frac{1}{\bar{c}^{n / 2}} \bigotimes_{q=0}^{n-1}\left(|0\rangle+e^{i 2 \pi \sum_{r=n-1-q}^{n-1} j_{r} 2^{-r+(n-1-q)-1}}|1\rangle\right)  \tag{2.35}\\
& =\frac{1}{2^{n / 2}} \bigotimes_{q=0}^{n-1}\left(|0\rangle+e^{i 2 \pi 0 . j_{n-1-q} \cdots j_{n-1}}|1\rangle\right)  \tag{2.36}\\
& =\frac{\left(|0\rangle+e^{i 2 \pi 0 . j_{n-1}}|1\rangle\right)\left(|0\rangle+e^{i 2 \pi 0 . j_{n-2} j_{n-1}}|1\rangle\right) \cdots\left(|0\rangle+e^{i 2 \pi 0 . j_{0} j_{1} \cdots j_{n-1}}|1\rangle\right)}{2^{n / 2}} \tag{2.37}
\end{align*}
$$

where at ( $a$ ) we substitute the expression for $\omega_{n}$ and the binary expansion for $k=\sum_{q=0}^{n-1} k_{q} 2^{(n-1)-q}$; at (b) we perform the same expansion for $j$; at $(c)$ we notice that $\sum_{r=0}^{n-2-q} j_{r} 2^{n-2-q-r}$ is a non-negative integer since here $r \leq n-2-q$, and can be removed from the exponential on account that $\exp \left(i j^{\prime} 2 \pi\right)=1 \forall j^{\prime} \in\{0,1,2, \ldots\}$; and at $(d)$ we again use the binary fraction notation.

We have already proven that a quantum circuit can be constructed to implement $U_{\mathcal{Q F \mathcal { F }}}$, on account of this transformation being unitary. It turns out a design entirely built out of 1-qubit and 2-qubit gates emerges easily from the product representation Eq 2.26 and is shown in Fig 2.5 . To derive it, we introduce the single-qubit gate

$$
R^{(k)}=\left(\begin{array}{cc}
1 & 0  \tag{2.38}\\
0 & e^{i 2 \pi / 2^{k}}
\end{array}\right)
$$

which adds a phase to state $|1\rangle$ only, i.e. $R^{(k)}|0\rangle=|0\rangle$ and $R^{(k)}|1\rangle=e^{i 2 \pi / 2^{k}}|1\rangle$. We will need to apply this operation controlled by the $|1\rangle$ state of another qubit. In that case, the controlled- $R^{(k)}$ gate is actually symmetric (exchanging target and control qubits results on the same operation) and the phase is added only if both qubits are in state $|1\rangle$. The decomposition of $c R^{(k)}$ is shown in $\operatorname{Fig} 2.4$ where the representation, despite being common in the literature, also pictures the artificial asymmetry just explained.

Let us walk through the circuit and check how it computes the quantum Fourier transform of the input state $\left|j_{0} \cdots j_{n-1}\right\rangle$. Since $e^{i 2 \pi 0 \cdot j_{0}}=1$ if $j_{0}=0$ and -1 if $j_{0}=1$ we see that the action of the Hadamard gate on the first qubit can be written as

$$
\begin{equation*}
H_{0}\left|j_{0} \cdots j_{n-1}\right\rangle=\frac{1}{2^{1 / 2}}\left(|0\rangle+e^{i 2 \pi 0 . j_{0}}|1\rangle\right)\left|j_{1} \cdots j_{n-1}\right\rangle \tag{2.39}
\end{equation*}
$$

Now comes a series of controlled operations on this qubit. To understand the state this produces, let us first look at the result of applying the first of these gates, $c R^{(2)}$,


Figure 2.5: Circuit for the quantum Fourier transform without swaping states in the final basis, ${ }^{\prime} U_{\mathcal{Q F \mathcal { F }}}$.

$$
\begin{equation*}
c R_{10}^{(2)} H_{0}\left|j_{0} \cdots j_{n-1}\right\rangle=\frac{1}{2^{1 / 2}}\left(|0\rangle+e^{i 2 \pi 0 . j_{0} j_{1}}|1\rangle\right)\left|j_{1} \cdots j_{n-1}\right\rangle \tag{2.40}
\end{equation*}
$$

This state is produced because, as we have seen, $R^{(k)}$ adds a phase to state $|1\rangle$ leaving $|0\rangle$ unaltered, and with this circuit we carefully linked the phase angle that $R^{(k)}$ adds to the qubit which controls actuation. It is now easy to see that the action of each of the successive controlled- $R^{(k)}$ gates is to add a progressively smaller phase to the $|1\rangle$ basis state of the first qubit. This nicely adds on the overall phase angle as another bit to its binary fraction expansion in agreement to the state stored by $\left|j_{k}\right\rangle$. The final state of this qubit will be

$$
\begin{equation*}
c R_{n-1,0}^{(n)} \cdots c R_{10}^{(2)} H_{j_{1}}\left|j_{0} \cdots j_{n-1}\right\rangle=\frac{1}{2^{1 / 2}}\left(|0\rangle+e^{i 2 \pi 0 \cdot j_{0} j_{1} \cdots j_{n-1}}|1\rangle\right)\left|j_{0} \cdots j_{n-1}\right\rangle \tag{2.41}
\end{equation*}
$$

The same kind of operations are applied to the remaining qubits, with the string of controlled- $R^{(k)}$ operations on the $i$ th qubit always starting with $c R_{i+1, i}^{(2)}$ and being limited by the number of $n-1-i$ qubits below. Proceeding this way for each qubit, we can now understand that the final state of all the qubits will be

$$
\begin{equation*}
\frac{1}{2^{n / 2}}\left(|0\rangle+e^{i 2 \pi 0 . j_{0} j_{1} \cdots j_{n-1}}|1\rangle\right)\left(|0\rangle+e^{i 2 \pi 0 . j_{1} \cdots j_{n-1}}|1\rangle\right) \cdots\left(|0\rangle+e^{i 2 \pi 0 . j_{n-1}}|1\rangle\right) \tag{2.42}
\end{equation*}
$$

This is almost the same product representation we showed in Eq 2.26 , however the product is reversed, such that we have the Fourier transformed amplitudes of the input state stored in reverse order on the final state, from qubit $n-1$ to qubit 0 . Depending on what we want to do, we can now reverse this order by applying a series of $S W A P$ operations to obtain the final state exactly as derived in Eq 2.26 or else, if the $\mathcal{Q F \mathcal { T }}$ is a sub-module of some algorithm we are building, we can skip the reordering and just code it with this order in mind.

Finally, note that coding the circuit for the inverse transformation, $\mathcal{Q \mathcal { F }}{ }^{\dagger}$, is as simple as following what was described in the previous section: one just mirrors the circuit in Fig 2.5 horizontally and conjugate-transposes each gate.

Example 2.11. Let us pause for a moment to build some intuition by looking at the simple example of the 2-qubit quantum Fourier transform, $U_{\mathcal{Q F \mathcal { F }}}^{(2)}$. The circuit is

and the unitary matrix for this operation becomes

$$
U_{\mathcal{Q F T}}^{(2)}=\frac{1}{2}\left(\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{2.43}\\
1 & i & -1 & -i \\
1 & -1 & 1 & -1 \\
1 & -i & -1 & i
\end{array}\right)
$$

If we feed the circuit with the initial state $\left|\psi_{i n}\right\rangle=(\sqrt{1 / 2}, 0,1 / 2,1 / 2)^{T}$ in the basis $\left|q_{0} q_{1}\right\rangle \in$ $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$, we get $\left|\psi_{\text {out }}\right\rangle=\frac{1}{4}(2+\sqrt{2}, \sqrt{2}-1-i, \sqrt{2}, \sqrt{2}-1+i)^{T}$, which is also the DFT of $\left|\psi_{i n}\right\rangle$, as expected. We could also remove the SWAP gate to perform ${ }^{\prime} U_{\mathcal{Q \mathcal { F }} \mathcal{T}}^{(2)}$ and read the final state in reverse order to obtain the same result. Of course, we can not measure the coefficients of the wave function, but only the modulus square of those. Therefore, if we perform this experiment a large number of times, each time measuring the final state, we obtain the probability vector $P M F \approx(72.86 \%, 7.32 \%, 12.50 \%, 7.32 \%)^{T}$, in the same basis. We will come back to this example to experiment on a real device later.

We should also point out there is a further simplification of the circuit in Fig 2.5 which only uses 1-qubit gates. It works by measuring each qubit after the action of each hadamard gate and then replacing the $c R^{(k)}$ gates by $R^{(k)}$ gates that act or not depending on the prior measurement (see [39, 40] for further details).

The quantum Fourier transform is an example of a quantum algorithm to compute the $N^{t h}$ order discrete Fourier transform which has a lower time complexity than any classical algorithm performing the same task. We can see that by counting the total number of applied gates in Fig 2.5. On each qubit $i$ we apply $n-i$ operations, therefore the algorithm employs $\sum_{i=0}^{n-1} n-i=n(n+1) / 2$ gates in total. This is really the core of the algorithm, the final SWAP operations are not essential as they only serve the purpose of adjusting the result to our preferred basis. Hence, the derived circuit computes the $\mathcal{D F \mathcal { F }}$ on $N=2^{n}$ elements, i.e. the $\mathcal{Q} \mathcal{F} \mathcal{T}$, with $\mathcal{O}\left(n^{2}\right)$ time complexity and $\mathcal{O}(\log n)$ spatial complexity.

If we now look at Eq 2.20 we have $\sim N=2^{n}$ complex numbers to multiply and add for each final component of the computed DFT. Since the final vector will have $2^{n}$ coordinates, this amounts to $N^{2}=4^{n}$ complex operations, hence the time complexity of the $\mathcal{D F} \mathcal{T}$ is exponential, $\mathcal{O}\left(4^{n}\right)$. One of the most important
 algorithm to speed up the task of computing the $\mathcal{D F} \mathcal{T}$ on $N=2^{n}$ elements, achieving a time complexity of $\mathcal{O}\left(n 2^{n}\right)$ [41].

Hence, the $\mathcal{Q F \mathcal { T }}$ is exponentially faster than the best known classical algorithm to compute the same unitary operation. However, there is a catch. We have no way of learning the Fourier coefficients after running the quantum procedure, as the amplitudes of the wave function are not measurable. We can however, measure the modulus square of those coefficients. This needs to be done probabilistically, which means we need to run the circuit several times to let measurement probabilities converge to proper accuracy. Besides this unfortunate news, preparing the initial state to be Fourier transformed might also be a complex procedure many times. Therefore, the algorithm can not be used to speed up the task of computing the $\mathcal{D F} \mathcal{T}$ of classical data. If we were hoping to use the $\mathcal{Q} \mathcal{F} \mathcal{T}$ to process data as it is usually done in many real-world applications with the $\mathcal{F F} \mathcal{T}$, this does not seem the way to go.

Nevertheless, the quantum Fourier transform can be made useful when we only need partial information about the final state, as is usual in so many quantum algorithms ${ }^{3}$. This is the case in several important applications enabled by the phase estimation algorithm (PEA), which uses the quantum Fourier transform as a sub-routine. We introduce this algorithm in the next section.

### 2.4 Phase estimation algorithm

The phase estimation algorithm (PEA) is a general procedure of central importance to quantum information and computation. It relates and provides a solution to important problems such as estimating eigenvalues [42, 43], quantum systems simulation [44, 45, 46, 47, 48], order-finding [36], period-finding and factoring [16, 36], clock synchronization [49], and quantum non-demolition [50], to name a few.

The algorithm allows us to estimate the eigenvalues of a unitary operator $U$. One might think that the process is to somehow compute the characteristic equation numerically, in analogy with what is performed in classical computers. This is not the case. The PEA offers a way to get to our much-desired eigenvalues, but there is a sufficiently labored route to go. To get to the answer what we are going to do is to actually simulate the action of $U$ in the state of our quantum system in such a way that it is then possible to measure its spectrum.

To be able to apply the PEA, we need to already have designed a quantum circuit implementation of the unitarity $U$. Although in principle it is always possible to implement $U$ or approximate it to high accuracy, we might find it a challenging task sometimes. Recall that from theorem 2.3 we can write the eigenvalue of a unitary operator $U$ associated to some eigenket $|u\rangle$ as $e^{i 2 \pi \varphi_{u}}$, where $\varphi_{u} \in[0,1(\in \mathbb{R} / \mathbb{Z}$ is a real number modulo 1. With the PEA we can estimate $\varphi_{u}$ under the circumstances we are about to describe.

The construction of the algorithm divides the qubits of the computer into two quantum registers. The first register $(\mathrm{F})$ is composed of $f$ qubits which are initialized in state $|0\rangle_{f}$ and will end in the final state from which we read the phase estimation $\widetilde{\varphi}_{u}$. The second register $(\mathrm{S})$ is made up of as many $s$ qubits as necessary to implement $U$ and is initialized in a $s$-qubit eigenstate $|u\rangle$. Later we will look at what is the behaviour of the PEA when we start the second register from a general state. As in the case of $U$ one should also have a circuit which is able to prepare the initial state.

When we can initialize the second register at an eigenstate, the procedure represented in Fig 2.6 is divided as follows:

1. Initialize the quantum registers to the state $|0\rangle_{f}|u\rangle$.
2. On the first register, create an equal superposition of all the basis states $\left\{|j\rangle_{f}\right\}, j=0, \ldots, 2^{f}-1$, by applying the hadamard gate to each one

$$
\begin{equation*}
H_{f-1} \cdots H_{0}|0\rangle_{f}=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)^{\otimes f}=\frac{1}{2^{f / 2}} \sum_{j=0}^{2^{f}-1}|j\rangle_{f} . \tag{2.44}
\end{equation*}
$$

3. On the second register, apply a sequence of the unitarity $U$ raised to increasing powers of 2 , with each gate in the sequence being controlled by one of the qubits of the first register as represented on Fig 2.6 . This produces the final product state on the first register

$$
\begin{equation*}
\frac{1}{2^{f / 2}}\left(|0\rangle+e^{i 2 \pi 2^{0} \varphi_{u}}|1\rangle\right)\left(|0\rangle+e^{i 2 \pi 2^{1} \varphi_{u}}|1\rangle\right) \cdots\left(|0\rangle+e^{i 2 \pi 2^{f-1} \varphi_{u}}|1\rangle\right) \tag{2.45}
\end{equation*}
$$

4. Apply the inverse quantum Fourier transform without the final SWAP steps, ' $U_{\mathcal{Q} \mathcal{F} \mathcal{T}}^{\dagger}$, on the first register.

[^2]

Figure 2.6: Schematic of the phase estimation algorithm.
5. Measure the final state of the first register to learn

$$
\begin{equation*}
\widetilde{\varphi}_{u}=0 . j_{0} j_{1} \cdots j_{f-1}=\frac{j_{0}}{2^{1}}+\frac{j_{1}}{2^{2}}+\cdots+\frac{j_{f-1}}{2^{f}} \tag{2.46}
\end{equation*}
$$

an $f$-bit binary fraction approximation to the actual $\varphi_{u}$ read from the first register.
Let us now describe these steps in greater depth. By now we are already familiarized with the equal superposition of basis states in step 2. Now looking at step 3, it is easy to see why the intermediate state of the first register is the product state in Eq 2.45 . Consider for example a first register with only one qubit. The action of the controlled unitarity raised to $2^{j}$ yields

$$
\begin{equation*}
\left(c U_{F_{0} S}\right)^{2^{j}} \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)|u\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle|u\rangle+e^{i 2 \pi \varphi_{u} 2^{j}}|1\rangle|u\rangle\right) \tag{2.47}
\end{equation*}
$$

and this generalizes directly to the mentioned product state when we add more qubits and controlled unitarities as pictured in the circuit. At the end of applying this sequence of $c U^{2^{j}}$,s, the qubits of the second register remain in state $|u\rangle$, which is not entangled with the first register. Therefore, let us disregard the second register and move on working expression 2.45 for the first register. We get

$$
\begin{align*}
\frac{1}{2^{f / 2}} \bigotimes_{q=0}^{f-1}\left(|0\rangle+e^{i 2 \pi \varphi_{u} 2^{q}}|1\rangle\right) & =\frac{1}{2^{f / 2}} \bigotimes_{q=0}^{f-1}\left(\sum_{k_{q}=0}^{1} e^{i 2 \pi \varphi_{u} 2^{q} k_{q}}\left|k_{q}\right\rangle\right)  \tag{2.48}\\
& =\frac{1}{2^{f / 2}} \sum_{k_{0}=0}^{1} \cdots \sum_{k_{f-1}=0}^{1} \bigotimes_{q=0}^{f-1} e^{i 2 \pi \varphi_{u} 2^{q} k_{q}}\left|k_{q}\right\rangle  \tag{2.49}\\
& =\frac{1}{2^{f / 2}} \sum_{k_{0}=0}^{1} \cdots \sum_{k_{f-1}=0}^{1} e^{i 2 \pi \varphi_{u} \sum_{q=0}^{f-1} 2^{q} k_{q}}\left|k_{0} \cdots k_{f-1}\right\rangle  \tag{2.50}\\
& =\frac{1}{(a)} \frac{2^{f / 2}}{2^{f-1}} \sum_{\widehat{k}=0} e^{i 2 \pi \varphi_{u}} \underline{\underline{k}}|\underline{k}\rangle_{f}  \tag{2.51}\\
& =\frac{1}{(\bar{b})} \frac{2^{f / 2}-1}{2^{f / 2}} \omega_{\underline{k}=0}^{\varphi_{f}^{\prime} \underline{k}}|\underline{k}\rangle_{f} \tag{2.52}
\end{align*}
$$

where at (a) we identify $\underset{\sim}{k}=\sum_{q=0}^{f-1} 2^{q} k_{q}=2^{0} k_{0}+2^{1} k_{1}+\cdots+2^{f-1} k_{f-1}$ as the integer represented by a binary expansion in the reverse order from what was defined in Eq 2.7. and at (b) the $2^{f}$-th root of unity $\omega_{f}=\exp \left(i 2 \pi / 2^{f}\right)$, and $\varphi^{\prime}{ }_{u} \equiv 2^{f} \varphi_{u}$.

We could now apply to 2.52 a cascade of SWAP operations (Fig 2.3) to reverse the states of all the qubits.

We would write the result as

$$
\begin{equation*}
\frac{1}{2^{f / 2}} \sum_{k=0}^{2^{f}-1} \omega_{f}^{\varphi_{u}^{\prime} k}|k\rangle_{f} \tag{2.53}
\end{equation*}
$$

and comparing this with Eq 2.23 it is clear that the inverse Fourier transform of this state will give us $\left|\varphi_{u}^{\prime}\right\rangle_{f}$ if the integer $\varphi_{u}^{\prime}$ can be expressed exactly in the computational basis. Since what we perform in the circuit represented in Fig 2.6 is ' $U_{\mathcal{Q \mathcal { F }} \mathcal{T}}^{\dagger}$, we don't need to SWAP the state obtained in 2.52 to get to the same result. Therefore, if $\varphi_{u}$ can be expressed exactly in $f$ bits, $0 . j_{0} j_{1} \cdots j_{f-1}=\frac{j_{0}}{2^{1}}+\frac{j_{1}}{2^{2}}+\cdots+\frac{j_{f-1}}{2^{f}}$, the output state of the first register is $\varphi_{u}^{\prime}=\varphi_{u} 2^{f}=j_{0} j_{1} \cdots j_{f-1}$, a single basis state perfectly encoding the binary fraction expansion of $\varphi_{u}$. A single measurement on F gives us the correct value with probability 1.

To understand what happens when $\varphi_{u}$ is any number in $[0,1$ (, which more often than not can't be exactly determined in $f$ bits, let us explicitly compute the inverse Fourier transform of Eq 2.53 to obtain the output state on the first register,

$$
\begin{align*}
\left|F_{\text {out }}\right\rangle & =U_{\mathcal{Q} \mathcal{F} \mathcal{T}}^{\dagger}\left(\frac{1}{2^{f / 2}} \sum_{k=0}^{2^{f}-1} \omega_{f}^{\varphi_{u}^{\prime} k}|k\rangle_{f}\right)  \tag{2.54}\\
& =\frac{1}{2^{f / 2}} \sum_{k=0}^{2^{f}-1} \omega_{f}^{\varphi_{u}^{\prime} k} U_{\mathcal{Q} \mathcal{F} \mathcal{T}}^{\dagger}|k\rangle_{f}  \tag{2.55}\\
& =\frac{1}{2^{f / 2}} \sum_{k=0}^{2^{f}-1} \omega_{f}^{\varphi_{u}^{\prime} k}\left(\frac{1}{2^{f / 2}} \sum_{j=0}^{2^{f}-1} \omega_{f}^{-j k}|j\rangle_{f}\right)  \tag{2.56}\\
& =\sum_{j=0}^{2^{f}-1}\left(\frac{1}{2^{f}} \sum_{k=0}^{2^{f}-1} \omega_{f}^{\left(\varphi_{u}^{\prime}-j\right) k}\right)|j\rangle_{f}  \tag{2.57}\\
& =\sum_{j_{0}=0}^{1} \cdots \sum_{j_{f-1}=0}^{1}\left(\frac{1}{2^{f}} \sum_{k=0}^{2^{f}-1} \omega_{f}^{2^{f}\left(\varphi_{u}-0 . j_{0} \ldots j_{f-1}\right) k}\right)\left|0 . j_{0} \ldots j_{f-1}\right\rangle . \tag{2.58}
\end{align*}
$$

This shows the probability of measuring the $j$-th phase estimation $\widetilde{\varphi}_{u, j}$ encoded by one of the $2^{f}$ basis states on the first register, $\left|\widetilde{\varphi}_{u, j}\right\rangle=\left|0 . j_{0} \ldots j_{f-1}\right\rangle$, is

$$
\begin{equation*}
P\left(\widetilde{\varphi}_{u, j}\right)=\left|\frac{1}{2^{f}} \sum_{k=0}^{2^{f}-1} \exp \left(i 2 \pi\left(\varphi_{u}-\widetilde{\varphi}_{u, j}\right) k\right)\right|^{2} \tag{2.59}
\end{equation*}
$$

From this expression it can be reconfirmed that if $\varphi_{u}$ can be expressed exactly in $f$ bits, then $P=0$ for all the $\left|0 . j_{0} \ldots j_{f-1}\right\rangle$ 's of the computational basis except the one encoding $\varphi_{u}$, in which case $P=1$. Hence, in the cases where $\varphi_{u}$ can not be written exactly in $f$ bits, i.e. when $\exp \left(i 2 \pi\left(\varphi_{u}-\widetilde{\varphi}_{u, j}\right) k\right) \neq 1$ for any $\left|\widetilde{\varphi}_{u, j}\right\rangle$, we can employ the geometric series sum $\sum_{k=0}^{N-1} a^{k}=\frac{1-a^{N}}{1-a}$ to get the general expression

$$
P\left(\widetilde{\varphi}_{u, j}\right)= \begin{cases}1 & , \varphi_{u}-\widetilde{\varphi}_{u, j}=0  \tag{2.60}\\ \frac{1}{2^{2 f}}\left|\frac{1-\exp \left(i 2 \pi 2^{f}\left(\varphi_{u}-\widetilde{\varphi}_{u, j}\right)\right)}{1-\exp \left(i 2 \pi\left(\varphi_{u}-\widetilde{\varphi}_{u, j}\right)\right)}\right|^{2}=\frac{1}{2^{2 f}} \frac{\sin ^{2}\left(2^{f} \pi\left(\varphi_{u}-\widetilde{-}_{u}, j\right)\right)}{\sin ^{2}\left(\pi\left(\varphi_{u}-\bar{\varphi}_{u, j}\right)\right)} & , \varphi_{u}-\widetilde{\varphi}_{u, j} \neq 0\end{cases}
$$

We have just arrived at an important checkpoint. Eq 2.60 describes exactly what comes out of our experimental measurements, which is everything we see from the quantum computation. From now on we just need to classically post-process this probability mass function (PMF) to extract the relevant information
we are looking for. It is thus the time to ask what should we consider as the final computation $\widehat{\varphi}_{u}$ of the full phase estimation procedure. There are two options:

- Rule 1: the phase estimation $\widetilde{\varphi}_{u, j}$ encoded by the basis state corresponding to the maximum probability peak of the PMF.
- Rule 2: the mean phase direction of the PMF calculated after decoding the basis states to the decimal basis.

Let us anticipate what we will see to prepare the stage for the coming derivations. Turns out that with a sufficient number of measurements, rule 1 always returns the best possible basis state $\widetilde{\varphi}_{u, b}$ (the one which is closest to the real phase $\varphi_{u}$ ) with probability $P\left(\widetilde{\varphi}_{u, b}\right) \geq 4 / \pi^{2}>0.40$. Therefore, after running the PEA circuit multiple times to perform a sufficient number of measurements, one could choose the most frequently measured basis state as the determined phase and this choice would have an error bounded by $|\epsilon|=\left|\varphi_{u}-\widehat{\varphi}_{u}\right| \leq 2^{-(f+1)}$.

On the other hand, not surprisingly the shape of distribution carries information that we can harvest instead of ignore, and using rule 2 we conjecture it is always possible to better localize $\varphi_{u}$ than using rule 1 .

Example 2.12. Consider a phase estimation circuit with $f=3$ first register qubits and $\varphi_{u}=0.0625$. The measurement probabilities on the $2^{3}=8$ first register basis states at the end of the procedure are given by Eq 2.60 and produce the probability mass function plotted below.


The absolute error of the final estimation $\widehat{\varphi}_{u}$ using rule 1 is $\left|\epsilon_{1}\right|=\left|\varphi_{u}-\widehat{\varphi}_{u}\right|=0.0625=1 / 2^{4}$, where we can choose either $\widehat{\varphi}_{u}=0$ or $\widehat{\varphi}_{u}=0.125$. If we choose rule 2 we obtain $\left|\epsilon_{2}\right|=0$.

We start by exploring rule 1 . In the case that the PEA returns the basis state closest to the real phase, we can write

$$
\begin{equation*}
\varphi_{u}=\widetilde{\varphi}_{u, b}+\epsilon \tag{2.61}
\end{equation*}
$$

with $|\epsilon| \leq 2^{-(f+1)}$ smaller than a half-spacing between basis states. Then, replacing this $\varphi_{u}$ in Eq 2.60 and computing the probability of getting the best possible basis estimation $\widetilde{\varphi}_{u, b}$, it follows that

$$
\begin{equation*}
P_{\widetilde{\varphi}_{u, b}}(\epsilon)=\frac{1}{2^{2 f}} \frac{\sin ^{2}\left(2^{f} \pi \epsilon\right)}{\sin ^{2}(\pi \epsilon)} \tag{2.62}
\end{equation*}
$$

This expression is monotonically decreasing with $\epsilon$ in $0<\epsilon \leq 2^{-(f+1)}$, and $\widetilde{\varphi}_{u, b}$ is by definition the best possible binary decomposition, therefore the peak of the PMF in Eq 2.60 lies at $\widetilde{\varphi}_{u, b}$. Furthermore, the
lower bound must sit at $\epsilon=2^{-(f+1)}$, which gives $P_{\widetilde{\varphi}_{u, b}}\left(2^{-(f+1)}\right)=2^{-2 f} \csc ^{2}\left(\pi 2^{-(f+1)}\right) \xrightarrow{f \rightarrow \infty} 4 / \pi^{2}$, i.e. $P\left(\widetilde{\varphi}_{u, b}\right) \geq 4 / \pi^{2}>0.40$. We conclude this with the understanding that we may have at most two basis states which are closest to $\varphi_{u}$, implying we may sometimes have two peaks close to each other with the same height in the PMF.

Let us now try to follow the path of calculating descriptive statistics on the obtained probability distribution. This is not usually done in the literature. To our knowledge, the following approach is original. Firstly, recognizing the circular nature of the obtained PMF, we review some basic concepts of summary statistics for circular data [51].

Definition 2.13. The mean resultant vector for the circular probability distribution $P\left(\widetilde{\varphi}_{u, j}\right)$ is given by

$$
\begin{equation*}
\bar{R}=\sum_{j=0}^{2^{f}-1} P\left(\widetilde{\varphi}_{u, j}\right) e^{i 2 \pi \widetilde{\varphi}_{u, j}}=|\bar{R}| e^{i 2 \pi \widehat{\varphi}_{u}} \tag{2.63}
\end{equation*}
$$

where $0 \leq|\bar{R}| \leq 1$ is the mean resultant length, and $0 \leq \widehat{\varphi}_{u} \leq 1$ is the mean phase direction. $\bar{R}$ is the center of mass of the distribution, and $|\bar{R}|$ is a measure of its concentration.

Definition 2.14. For the purpose of comparison with the statistics for data on the line, let us define the circular variance, $0 \leq V \leq 1$, as

$$
\begin{equation*}
V=1-|\bar{R}| \tag{2.64}
\end{equation*}
$$

and the circular standard phase deviation, $v \in[0, \infty]$,

$$
\begin{equation*}
v=\frac{\sqrt{-2 \ln |\bar{R}|}}{2 \pi} \tag{2.65}
\end{equation*}
$$

We are now ready to conjecture on the advantage of using rule 2 rather than rule 1 to classically postprocess the quantum computing results.

Conjecture 2.15. Denote the absolute error of the final determined phase $\widehat{\varphi}_{u}$ as $|\epsilon|=\left|\varphi_{u}-\widehat{\varphi}_{u}\right|$. For a given value of $\varphi_{u}$, let $\left|\epsilon_{1}\right|$ and $\left|\epsilon_{2}\right|$ be the errors made using rule 1 and rule 2 to evaluate $\widehat{\varphi}_{u}$, respectively. Then, $\left|\epsilon_{2}\right| \leq\left|\epsilon_{1}\right| \forall \varphi_{u} \wedge \forall f$.

Conjecture 2.16. Using rule 2, bounds for the absolute error exist such that
a) $\left|\epsilon_{2}\right| \leq 2^{-(f+2)} \forall f \geq 2 \wedge \forall \varphi_{u}$
b) $\left|\epsilon_{2}\right| \leq 2^{-(f+1+\Phi)} \forall f \geq 6 \wedge \forall \varphi_{u}$, where $\Phi=\frac{1+\sqrt{5}}{2}$ is the golden ratio
c) $\lim _{f \rightarrow \infty} \max \left|\epsilon_{2}\right|=\frac{1}{\pi} 2^{-(f+1)}$

Example 2.17. To justify Conjecture 2.15 we go back to the $2^{3}$ first register basis states of Example 2.12 We vary the value of $\varphi_{u}$ over the domain $[0,1]$ and compute $\widehat{\varphi}_{u}$ from Eq. 2.60 using both rules 1 and 2 . On the left plot we show the estimation $\widehat{\varphi}_{u}$ from both rules, and on the right plot we show $\left|\epsilon_{2}\right| \leq\left|\epsilon_{1}\right| \forall \varphi_{u}$. The black dot represents $\varphi_{u}=0.0625=\widehat{\varphi}_{u, \text { rule } 2}$ from Example 2.12


Example 2.18. Here we study the absolute error bounds put forward with Conjecture 2.16 up to $f=18$. For each value of $f$, we again vary the value of $\varphi_{u}$ over the domain $[0,1]$ and compute $\widehat{\varphi}_{u}$ with rule 2 . We are interested in studying the local maxima for the absolute error, which we find numerically. On the left figure, we plot this maximum absolute error as a function of the number of first register qubits $f$, together with the lines for the two bounds conjectured, (a) and (b). We also plot the difference between bound (b) and the maxima, which is positive for the values of $f \geq 6$ studied. On the right plot we choose to visualize one example, for $f=18$. Finally, item (c) in the conjecture was arrived at by looking at max $\left|\epsilon_{2}\right| / 2^{-(f+1)}$ and understanding it is progressively approximating $1 / \pi$ up to the first 5 decimal digits recovered when $f=18$. Conjecture 2.16 is confirmed numerically for these cases.


As we have seen, while the error with rule 1 is bounded by $|\epsilon| \leq 2^{-(f+1)}$, using rule 2 is always more advantageous, at least by $|\epsilon| \leq 2^{-(f+2)}$. One way to look at it is that using rule 2 we can have "at least" one qubit less on the first register and achieve the same accuracy we would obtain with rule 1 . This improvement will be more noticeable the smaller $f$ is.

Furthermore, debating these two rules is quite important from an experimental point of view when we come to consider the stochastic process involved in any measurement procedure as well as the possibility of systematic errors. It becomes even more relevant in the scenario of phase estimation computations with a
noisy quantum computer. In such scenario, on top of the uncertainty coming from the quantum nature of measurements on pure states, we will also have classical uncertainty overlapped on the final PMF obtained in the laboratory. The added randomness of having a classically mixed state will degrade the ideal PMF and further motivate the need to better quantify accuracy and precision. Both $|\bar{R}|$ and $v$ may be used to assess dispersion of the data.

Before moving on with a different discussion, we will end by noticing that a third rule can actually be followed. Rule 3 is very simple in retrospect: we just need to fit the probability points of the PMF to the theoretical curve from which the PMF points are sampled, Eq. 2.60 . This curve only has two parameters: $f$ and the real phase $\varphi_{u}$. Since we fix $f$ from the beginning, we are left with the job of finding the best $\varphi_{u}$ to fit the probability values for each $\widetilde{\varphi}_{u}$. Thus, we can estimate $\widehat{\varphi}_{u}$ and its error bar from a simple fitting problem. For this task, we need to look into an appropriate fitting algorithm. Rule 3 is better than the previous two rules as it works perfectly for unitary simulations: it allows estimating $\varphi_{u}$ without accuracy error in the whole range $\varphi_{u} \in[0,1]$. We verified this numerically.

Example 2.19. Below, we recover Example 2.12 to uncover where the real phase is hiding. We again see the probability amplitudes; fitting this (ideal) normalized histogram to a function of the type of 2.60 with $f=3$ we obtain the phase.


Despite rule 3 looking so promising, when we work with noisy experimental data, the procedure can be challenging. In this scenario, there may be room to develop clever filtering techniques to deal with the noise statistics degrading the curve we are trying to fit. We leave this challenge open.

Let us now understand the operation of the algorithm in a more general case. Often we may need to start the second register from a general state $|\psi\rangle$, which we can write as a linear combination of the eigenstates $|u\rangle$ of $U$, with eigenvalue $e^{i 2 \pi \varphi_{u}}$,

$$
\begin{equation*}
|\psi\rangle=\sum_{u} \alpha_{u}|u\rangle \tag{2.66}
\end{equation*}
$$

We will see that in this situation, the output state on the second register is no longer $|\psi\rangle$ but one of the eigenstates $|u\rangle$ with probability given by $\left|\alpha_{u}\right|^{2}$, while on the first register we will have an eigenvalue estimation for this eigenstate with the same probability. To see this, we write the initial state as $\left|\psi_{i n}\right\rangle=|0\rangle_{f}|\psi\rangle$, and by the simple linear superposition property of quantum mechanics, the output state before measurement may be written

$$
\begin{equation*}
\left|\psi_{\text {out }}\right\rangle=\sum_{u} \alpha_{u}\left(\sum_{j=0}^{2^{f}-1}\left(\frac{1}{2^{f}} \sum_{k=0}^{2^{f}-1} \exp \left(i 2 \pi\left(\varphi_{u}-\widetilde{\varphi}_{u, j}\right) k\right)\right)\left|\widetilde{\varphi}_{u, j}\right\rangle\right)|u\rangle \tag{2.67}
\end{equation*}
$$

where $\widetilde{\varphi}_{u, j}$ is still the binary fraction approximation to $\varphi_{u}$ corresponding to one of the $\left|0 . j_{0} \ldots j_{f-1}\right\rangle$ basis states of $F$. Then, a measurement on $F$ yields the basis state $\left|\widetilde{\varphi}_{u, j}\right\rangle$ with probability

$$
\begin{equation*}
\left|\alpha_{u}\right|^{2} P\left(\widetilde{\varphi}_{u, j}\right) \tag{2.68}
\end{equation*}
$$

where $P\left(\widetilde{\varphi}_{u, j}\right)$ is again given by Eq 2.60 . The final PMF is generally given in terms of F 's basis states $\widetilde{\varphi}_{j}=\left|0 . j_{0} \ldots j_{f-1}\right\rangle$ by

$$
\begin{equation*}
P\left(\widetilde{\varphi}_{j}\right)=\sum_{u}\left|\alpha_{u}\right|^{2} P\left(\widetilde{\varphi}_{u, j}\right) \tag{2.69}
\end{equation*}
$$

This means that if all the $\varphi_{u}$ 's of the unitary operator $U$ can be written exactly in $f$ bits, the PEA procedure will collapse the wave function on the second register subspace to eigenstate $|u\rangle$ and read the exact value $\varphi_{u}$ on the first register with probability $\left|\alpha_{u}\right|^{2}$. It follows that if we run the same quantum circuit many times we will be able to distinguish in the obtained PMF a number of peaks equal to the number of $\alpha_{u}$ coefficients in the originally prepared state, sitting at the phase estimation $\widetilde{\varphi}_{u}=\varphi_{u}$ of the corresponding $|u\rangle$ with an height equal to $\left|\alpha_{u}\right|^{2}$.

Things are not so simple when one or more of the eigenphases $\varphi_{u}$ can not be expressed exactly in $f$ bits. In that case, entropy increases on the distribution $P\left(\widetilde{\varphi}_{u, j}\right)$ for each of the eigenstates and there are probability values on all the possible basis outcomes. This time, running the circuit multiple times overlaps all the $P\left(\widetilde{\varphi}_{u, j}\right)$ PMF's into a single one and the structure is in general more difficult to interpret. Nevertheless, if one increases resolution by increasing the number of qubits in the first register, the peaks structure of the probability distribution of Eq 2.69 will become apparent.

It will depend on the application whether or not it is useful to use the PEA starting the second register from a general state. In section 5.2.2.2 we will propose a method to read all the eigenvalues of any unitary operator $U$ and the modulus square of all the wavefunction coefficients of any initial state $|\psi\rangle$ at once.

### 2.5 Iterative phase estimation

In this section, we introduce the approach of iterative phase estimation, which allows measurement of the eigenvalues of a unitary operator through the estimation of $\varphi_{u} \in[0,1$ (, just like the PEA, but needs only a single ancillary qubit. Besides the smaller size of the first register, there are also some other differences with respect to the PEA.

Kitaev seems to have been the first one to give an iterative phase estimation procedure [52]. His proposal was based on the Hadamard transform but he didn't provide a complete algorithm for the task. Soon after that, with the introduction by Griffiths and Niu [39] of the semiclassical $\mathcal{Q \mathcal { F }}$ mentioned in a previous section, it became possible to implement the $\mathcal{Q F} \mathcal{T}$-based PEA with only one ancillary qubit and an iterative procedure. This approach is what we call the iterative phase estimation algorithm (IPEA) in this section. We will start by looking at the IPEA as presented by Dobšiček et al [53] and then we will provide some extra considerations in the end.

To begin with, we decide on the $m$-bit resolution for the phase estimation $\widetilde{\varphi}_{u}$ we aim for and notice that we can write the real phase $\varphi_{u}$ in a two-part form containing the binary fraction decomposition $\widetilde{\varphi}_{u}$ plus some small remainder $0 \leq \delta<1$,

$$
\begin{align*}
\varphi_{u} & =\frac{j_{1}}{2^{1}}+\frac{j_{2}}{2^{2}}+\cdots+\frac{j_{m}}{2^{m}}+\frac{\delta}{2^{m}}  \tag{2.70}\\
& =\widetilde{\varphi}_{u}+\frac{\delta}{2^{m}} \tag{2.71}
\end{align*}
$$


(a) First iteration.

(b) Iterations 2 to $m$.

Figure 2.7: Schematic of the iterative phase estimation algorithm (IPEA).

With this representation in mind, we build the simple circuit depicted in Fig 2.7, which we will run for $m$ iterations, at each one setting the values for parameters $k$ and $\omega_{k}$ using the information obtained in previous steps as will be explained shortly.

To kick-start the algorithm, the first iteration in Fig 2.7 (a) is actually the standard PEA of $U^{2^{m-1}}$ with only one first register qubit. From what we learned in the previous section, this will give us a one-bit estimation for the phase of the eigenvalue associated with the eigenstate $|u\rangle$ of $U^{2^{m-1}}$. But notice that this eigenvalue is

$$
\begin{align*}
\exp \left(i 2 \pi 2^{m-1} \varphi_{u}\right) & =\exp \left(i 2 \pi\left(j_{1} 2^{m-2}+j_{2} 2^{m-3}+\cdots+j_{m-1} 2^{0}\right)\right) \exp \left(i 2 \pi\left(\frac{j_{m}+\delta}{2}\right)\right)  \tag{2.72}\\
& =\exp \left(i 2 \pi\left(0 . j_{m}+0 . \delta\right)\right) \tag{2.73}
\end{align*}
$$

Therefore, if $\delta=0$, PEA extracts this $m$-th bit, $j_{m}$, deterministically. If $\delta \neq 0$ the case is different, but let us leave that analysis for the end.

Now on the second iteration we set $k=m-1$ on Fig 2.7 (b), i.e. $U^{2^{m-2}}$, and by the same token as before, the phase of the first register qubit state $|1\rangle$ after the controlled operation is $2 \pi\left(0 . j_{m-1} j_{m}+0.0 \delta\right)$. This time we introduce an $R_{z}\left(\omega_{k}\right)$ gate ( $\mathrm{Eq}, 2.14$ ) on the circuit as pictured, and perform the $z$-rotation with an angle which is a function of the previously measured $j_{m}$, that is $\omega_{k}=-2 \pi 0.0 j_{m}$. This yields the phase $2 \pi\left(0 . j_{m-1} 0+0.0 \delta\right)$ before the 1-qubit quantum Fourier transform $H$, and again considering $\delta=0$ we extract the second less significant bit, $j_{m-1}$.

A procedural pattern has emerged. Iteration 3, with $k=m-2$, now acts on the phase kicked back by the controlled operation from the second register, $2 \pi\left(0 . j_{m-2} j_{m-1} j_{m}+0.00 \delta\right)$, with the $z$-rotation angle $\omega_{k}=-2 \pi 0.0 j_{m-1} j_{m}$ to produce $2 \pi\left(0 . j_{m-2} 00+0.00 \delta\right)$. At each iteration, the $R_{z}$ gate adds a relative phase that is just right to remove the phase contribution of all the previous bits. One more time considering $\delta=0$, the hadamard gate extracts $j_{m-2}$. Proceeding in this way, all the bits of $\widetilde{\varphi}_{u}$ are extracted.

To summarize, the IPEA consists in the following steps:

1. Choose an eigenket $|u\rangle$ from the unitarity to be simulated and define the desired resolution $m$ for the estimation $\widetilde{\varphi}_{u}=\frac{j_{1}}{2^{1}}+\frac{j_{2}}{2^{2}}+\cdots+\frac{j_{m}}{2^{m}}$.
2. Starting $S$ from $|u\rangle$, perform a 1-qubit PEA on $U^{2^{k-1}}$ with $k=m$ and measure $F$ in the standard basis to obtain $j_{m}$.
3. Start an iterator variable $k$ going from $m-1$ to 1 ; for each $k$ :
(a) run the circuit in Fig 2.7 (b) with

$$
\begin{equation*}
\omega_{k}=-2 \pi \sum_{l=2}^{m-k+1} \frac{j_{k+l-1}}{2^{l}} \tag{2.74}
\end{equation*}
$$

(b) measure $F$ to obtain $j_{k}$.

What happens to this analysis if $\delta \neq 0$ ? Well, going back to iteration 1 , if $\delta \neq 0$ we can use Eq 2.60 with $\varphi_{u}=0 . j_{m}+0 . \delta$ and $\widetilde{\varphi}_{u}=0 . \widetilde{j}_{m}$ to write

$$
\begin{equation*}
P\left(\widetilde{j}_{m}\right)=\frac{1}{2^{2}}\left|\frac{1-\exp \left(i 4 \pi\left(0 . j_{m}+0 . \delta-0 . \widetilde{j}_{m}\right)\right)}{1-\exp \left(i 2 \pi\left(0 . j_{m}+0 . \delta-0 . \widetilde{j}_{m}\right)\right)}\right|^{2} \tag{2.75}
\end{equation*}
$$

Let us look at the probability of getting a correct measurement $\widetilde{j}_{m}=j_{m}$. This is

$$
\begin{align*}
P\left(\widetilde{j}_{m}=j_{m}\right) & =\frac{1}{4}\left|\frac{1-\exp (i 4 \pi 0 . \delta)}{1-\exp (i 2 \pi 0 . \delta)}\right|^{2}  \tag{2.76}\\
& =\frac{1}{4}|1+\exp (i 2 \pi 0 . \delta)|^{2}  \tag{2.77}\\
& =\cos ^{2}(\pi \delta / 2) \tag{2.78}
\end{align*}
$$

Since $0 \leq \delta<1$, this shows the probability of getting the correct bit $P\left(\widetilde{j}_{m}=j_{m}\right)$ is 1 for $\delta=0$ but decays to 0 for $\delta=1$. As previously described, for the second iteration and following the $z$-rotation we have the state $2^{-1 / 2}\left(|0\rangle+\exp \left(i 2 \pi\left(0 . j_{m-1} 0+0.0 \delta\right)\right)|1\rangle\right)$ on the ancillary qubit. Applying the Hadamard gate yields

$$
\begin{equation*}
H\left(\frac{|0\rangle+e^{i 2 \pi\left(0 . j_{m-1} 0+0.0 \delta\right)}|1\rangle}{\sqrt{2}}\right)=\frac{1}{2}\left[\left(1+e^{i 2 \pi\left(0 . j_{m-1} 0+0.0 \delta\right)}\right)|0\rangle+\left(1-e^{i 2 \pi\left(0 . j_{m-1} 0+0.0 \delta\right)}\right)|1\rangle\right] . \tag{2.79}
\end{equation*}
$$

Similarly, for any subsequent iteration $k$, following the $z$-rotation gate, the ancillary qubit state we will have is $2^{-1 / 2}\left(|0\rangle+\exp \left(i 2 \pi\left(0 \cdot j_{k} 0+\frac{\delta}{2^{m+1-k}}\right)\right)|1\rangle\right)$; applying it the Hadamard gate yields

$$
\begin{equation*}
\left|F_{k, \text { out }}\right\rangle=\frac{1}{2}\left[\left(1+e^{i 2 \pi\left(0 \cdot j_{k} 0+\frac{\delta}{2^{m+1-k}}\right)}\right)|0\rangle+\left(1-e^{i 2 \pi\left(0 \cdot j_{k} 0+\frac{\delta}{2^{m+1-k}}\right)}\right)|1\rangle\right] \tag{2.80}
\end{equation*}
$$

and we can look at the probabilities $P_{k}\left(\widetilde{j}_{k}\right)$. For $\widetilde{j}_{k}=0$, we take the dot product with $\langle 0|$ to get $\left|\left\langle 0 \mid F_{k, \text { out }}\right\rangle\right|^{2}$ which yields

$$
\begin{equation*}
P_{k}\left(\widetilde{j}_{k}=0\right)=\cos ^{2}\left(\frac{\pi}{2}\left(2^{k-m} \delta+j_{k}\right)\right) \tag{2.81}
\end{equation*}
$$

while for $\widetilde{j}_{k}=1$ we do $\left|\left\langle 1 \mid F_{k, \text { out }}\right\rangle\right|^{2}$ and get

$$
\begin{equation*}
P_{k}\left(\widetilde{j}_{k}=1\right)=\sin ^{2}\left(\frac{\pi}{2}\left(2^{k-m} \delta+j_{k}\right)\right) \tag{2.82}
\end{equation*}
$$

Both equations give the same result for the probability of getting the correct bit $\widetilde{j}_{k}=j_{k}$, which can be seen by replacing $j_{k}=0$ on the former and $j_{k}=1$ on the later. Hence, for any of the $m$ iterations, the probability of obtaining the correct bit given that all the previous bits have been correctly extracted is

$$
\begin{equation*}
P_{k}\left(\widetilde{j}_{k}=j_{k}\right)=\cos ^{2}\left(\delta \pi 2^{k-m-1}\right) \tag{2.83}
\end{equation*}
$$

With that, we can compute the overall probability for the IPEA to measure the correct binary decomposition


Figure 2.8: Overall probability for IPEA to extract $\widetilde{\varphi}_{u}$. By mirroring the functions horizontally we get the overall probability to extract $\widetilde{\varphi}_{u}+2^{-m}$. The lower bound on the probability of getting the best $m$-bit decomposition of $\varphi_{u}$ is $4 / \pi^{2}$.
$\widetilde{\varphi}_{u}$ as a function of the remainder $\delta$

$$
\begin{align*}
P_{\widetilde{\varphi}_{u}}(\delta) & =\prod_{k=1}^{m} \cos ^{2}\left(\delta \pi 2^{k-m-1}\right)  \tag{2.84}\\
& =\left(\prod_{(a)}^{m} \cos \left(\delta \pi 2^{-k}\right)\right)^{2}  \tag{2.85}\\
& =\frac{\sin ^{2}(\delta \pi)}{2^{2 m} \sin ^{2}\left(\delta \pi 2^{-m}\right)} . \tag{2.86}
\end{align*}
$$

where at ( $a$ ) we note that the product of squares is the square of the products and $\prod_{k=1}^{m} P_{k}=\prod_{k=1}^{m} P_{m+1-k}$; and at (b) we continuously expand the product identity $\sin (\theta)=2 \sin \left(\theta 2^{-1}\right) \cos \left(\theta 2^{-1}\right)$ into the string of products $\sin (\theta)=2^{m} \sin \left(\theta 2^{-m}\right) \prod_{k=1}^{m} \cos \left(\theta 2^{-k}\right)$.

It is interesting to see this is the same result we obtained for the PEA in Eq 2.62 with $m=f$ and $\delta=\varepsilon 2^{m}$. It is a monotonically decreasing function of parameter $m$ for all the values of $\delta$, and in the limit $m \rightarrow \infty$ it approaches

$$
\begin{equation*}
P_{\widetilde{\varphi}_{u}, m \rightarrow \infty}(\delta)=\left(\frac{\sin (\pi \delta)}{\delta \pi}\right)^{2} \tag{2.87}
\end{equation*}
$$

In Fig 2.8 we plot $P_{\widetilde{\varphi}_{u}}(\delta)$ for $m=1$ as well as the limiting case. All the other functions for different values of $m$ lie between the two curves.

Now observe that the probability to extract $\widetilde{\varphi}_{u}$ drops to 0 as $\delta \rightarrow 1$, but this is not a problem since only for $\delta<0.5$ is $\widetilde{\varphi}_{u}$ the best $m$-bit approximation to $\varphi_{u}$; for $\delta>0.5$ the best $m$-bit approximation to $\varphi_{u}$ is actually $\widetilde{\varphi}_{u}+2^{-m}$ and the probability to get this results is $P_{\widetilde{\varphi}_{u}+2^{-m}}(1-\delta)$, increasing monotonically up to 1 for $\delta>0.5$. Therefore, we are guaranteed to get the best $m$-bit approximation to $\varphi_{u}$ with a lower bound of $P_{\widetilde{\varphi}_{u}, m \rightarrow \infty}(0.5)=4 / \pi^{2}$, which is again the same we had for PEA.

Hence, the IPEA outputs a $m$-bit binary expansion $\widehat{\varphi}_{u}$ which is close to $\varphi_{u}$ within an error bound of $|\epsilon|=\left|\varphi_{u}-\widehat{\varphi}_{u}\right| \leq 1 / 2^{m+1}$ with probability of error $P_{\epsilon}<1-\left(4 / \pi^{2}\right)$.

There are two main ways of operating the IPEA. These are:
(a) run an iteration a sufficient number of times to let probabilities converge, choose the most frequently obtained bit and proceed to the next iteration;
(b) run each iteration only once but repeat the total procedure multiple times.

In (a) we only explore one branch of the full binary tree of the $m$-bit string, while on the second format we will stochastically explore multiple branches in this space, just as happened in PEA.

Given that the operational format (a) only outputs a single binary string, the information we obtain is not as complete as what method (b) and the PEA provide, because those instead allow us to explore the complete state space of the $m$-bit string. This also means that approach (a) is only useful if we start the algorithm at an eigenket or very close to one; it's not possible to explore general states to obtain all the eigenvalues of $U$ and the wavefunction coefficients, as we could do with the PEA and still can do using method (b).

To decide on the final computation $\widehat{\varphi}_{u}$ of the full IPEA procedure, literature usually describes accepting the $m$-bit state obtained most frequently, or equivalently, rule 1 from the previous section on the PEA. As already described, with method (a) this is actually the only $m$-bit state that we get. However, if we operate the IPEA with method (b) we can also use rule 2 with the same motivation to marginally improve accuracy and obtain a statistical description of the results from noisy platforms. We can't apply rule 2 on method (a) because we don't obtain probabilities for any other state from the full state space of the $m$-bit word. However, within method (a), we can still do some useful post-processing by reconstructing an approximation to the full PMF over all the possible $m$-bit strings. Let us call it APMF. We can then use the APMF to compute the mean phase direction $\widehat{\varphi}_{u}$ (rule 2). It turns out we cannot increase accuracy this way because computing the mean phase direction from the APMF gives as result the same phase value encoded by the final $m$-bit string already obtained.

Nevertheless, we can still compute the circular standard deviation of the APMF. This allows us to have a measurement of dispersion that takes into account all the 2-state probability functions obtained in the intermediate steps before getting to the final estimation $\widetilde{\varphi}_{u}$.

This post-processing step consists in organizing the relative frequencies of measurement obtained for each bit in a binary tree format where we only have 1 full depth branch with chopped nodes at every iteration. This deepest branch encodes the estimated phase $\widetilde{\varphi}_{u}$. Then, one uniformly propagates the probabilities obtained for unexplored nodes down to the leafs of the tree to reconstruct an approximation to the PMF on the final level, the APMF. This approximation will not give us sufficient information to discern all the complexity of the PMF across all the different $m$-bit states as PEA did, but allows us to compute the circular standard deviation of the APMF, which we can use as a measure of dispersion. An example is provided below.

From the physical implementation point of view, there are several advantages of the IPEA with respect to the standard PEA. The first obvious one is that the number of qubits needed on the first register is much smaller. This is a very significant achievement that allows the implementation of the algorithm even on small quantum computers, and it is even more praiseworthy when one considers this is possible without any compromise on the bit resolution which is only dependent on the number of iterations and the ability of the rotation gate to refine the angle ever more precisely. In the case of the PEA, the number of qubits on the first register was a limiting factor on the resolution we could get.

The second obvious advantage is that the circuit depth will also be shallower, which is crucial when the platform being used can not perform well with deep circuits. Going on with the list, the third thing to notice is the fact that overall we use less 2-qubit gates, as the Fourier transform in IPEA never uses those. This is relevant because 2-qubit gates are usually much more difficult to implement and carry higher error rates than 1 -qubit ones. Connected with this problem is the issue of imperfect qubit connectivity on the computer, because when using platforms in this form the number of 2-qubit gates increases greatly due to the necessary additional gate decompositions to swap states across the qubit network.

Together, these advantages can indeed make the difference between getting or not results with a phase estimation procedure when using computers with short coherence times, high error rates and low number of
qubits, like the ones currently available.

Example 2.20. Let us use a 2-bit precision IPEA and operational method (a) to measure the phase $\varphi_{u}=0.35=0 / 2+1 / 4+\delta / 4$ with $\delta=0.4$. According to Eq 2.83 on the first iteration we get a distribution $\{0: \approx 0.3455 ; 1: \approx 0.6545\}$, while on the second iteration the distribution should be $\{0: \approx 0.9045 ; 1: \approx 0.0955\}$. Therefore, the phase estimation encoded by the final $m$-bit state is $\widetilde{\varphi}_{u}=$ $0 / 2+1 / 4=0.25$. Diagram below shows the raw probabilities on the left. Note that some outcomes on the second level of the tree are not filled because they were never explored. On the right, the reconstructed approximation to the PMF at each iteration level is obtained.


After decoding the binary strings of the leaf level of the tree we are able to reconstruct the final approximation to the PMF,

$$
\begin{equation*}
P\left(\widetilde{\varphi}_{u}\right)=\{0.0: \approx 0.1727 ; 0.25: \approx 0.5920 ; 0.50: \approx 0.1727 ; 0.75: \approx 0.0625\} \tag{2.88}
\end{equation*}
$$

Using this distribution we can compute the mean phase direction ( $\operatorname{Def} 2.13$ ) and the circular standard phase deviation (Def 2.14),

$$
\begin{equation*}
\widehat{\varphi}_{u}=0.25, \quad v=0.17 \tag{2.89}
\end{equation*}
$$

From the result we see that $\widehat{\varphi}_{u}=\widetilde{\varphi}_{u}$, hence no improvement in accuracy is obtained. However, we can still get the dispersion measure $v=0.17$. Below, we compare this APMF to the PMF we would obtain with a full exploration of the binary string space that would be possible with the PEA or IPEA with operational method (b). Note that the distributions match at the lowest resolution level - e.g. if we sum the probabilities for the basis states $|00\rangle$ and $|10\rangle$ for the PMF we obtain the same value in the APMF at that level.


There have also been other iterative phase estimation proposals. Rudolph and Grover [54] looked at the problem of iterative estimation of the three parameters of a general unknown unitarity $U \in S U(2)$, Eq 2.12 , and then Zhengfeng et al [55] pointed out to some errors in their method while proposing another approach. More recently, O'Loan [56] identified problems with both the methods in [54] and [55] and provided a new IPEA algorithm with simpler experimental setup that neither requires rotation gates nor entanglement while
it still gets within a logarithmic factor of the Heisenberg limit.

### 2.6 Noisy computations

Up to now we have been considering the case of quantum computing with unitary circuits, and the algorithms we presented work as described for such ideal case. This unitary computation is the goal we hope to achieve experimentally one day, but at the moment the devices we have available are not capable of fault-tolerance, and error correction can not be performed with more than a very small number of qubits. For instance, the connectivity of the IBM Q devices is not yet sufficient to detect and correct a full set of quantum errors, although some techniques have been shown with proof-of-principle experiments [57, 58, 59, 60, 61, 62]. Therefore, we will not be considering error correction.

When noise plays a role in the dynamics of the qubits, their evolution is non-unitary, meaning that it doesn't preserve probability within the computer subspace $\mathscr{H}_{c}$ of the computer + environment Hilbert space, $\mathscr{H}=\mathscr{H}_{c} \otimes \mathscr{H}_{e}$. In this case, the quantum processor is not perfectly isolated from its environment and coevolves with external degrees of freedom due to some non-trivial coupling term $Q$ on the global Hamiltonian

$$
\begin{equation*}
H=H_{c} \otimes \mathbf{1}+\mathbf{1} \otimes H_{e}+Q \tag{2.90}
\end{equation*}
$$

At the end of the algorithm execution, the wavefunction can not be factorized over both subspaces and the output measurements will not correspond to the correct computation. An error has occurred. Therefore, if we run the algorithm multiple times in a platform where noise is present, we should expect that some of the times the final output state will be the correct one corresponding to the unitary evolution of the computer wavefunction, while other times it may be one of multiple possible states corresponding to corrupted computations. On top of the uncertainty coming from the quantum nature of the computation, we have also gained classical uncertainty.

We can model this behavior as an ensemble where we think of the output state $\rho_{c}$ as a mixed quantum state in which, in good experimental conditions, we expect to have a higher percentage of the ideal state $\left|\psi_{0}\right\rangle$, given in the density matrix formulation by

$$
\begin{equation*}
\rho_{c \mid i d e a l}=\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right| \tag{2.91}
\end{equation*}
$$

than of any of the corrupted states $\left|\psi_{i>0}\right\rangle$. These wavefunctions are classically mixed with weights $\omega_{i} \in \mathbb{R}$ that don't carry information about the relative phase of the different pure states (incoherent mixture), and the overall density matrix reads

$$
\begin{equation*}
\rho_{c} \equiv \sum_{i} \omega_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \tag{2.92}
\end{equation*}
$$

with $\sum_{i} \omega_{i}=1$. The density operator is hermitian and satisfies the normalization condition $\operatorname{Tr}\left(\rho_{c}\right)=1$.
Definition 2.21. The purity of a quantum state of $n$-qubits is a scalar measure of how much the state is mixed, being defined in terms of the density matrix $\rho_{c}$ as

$$
\begin{equation*}
\gamma=\operatorname{Tr}\left(\rho_{c}^{2}\right) \tag{2.93}
\end{equation*}
$$

and satisfying $\frac{1}{2^{n}} \leq \gamma \leq 1$.
Definition 2.22. The von Neumann entropy of a quantum state of $n$-qubits is given by

$$
\begin{equation*}
S=-\operatorname{Tr}\left(\rho_{c} \ln \rho_{c}\right) \tag{2.94}
\end{equation*}
$$

In the basis where $\rho_{c}$ is diagonal, it can be shown [63] that the von Neumann entropy has a minimum $S=0$ for a pure state, and a maximum $S=\ln \left(2^{n}\right)$ for a uniformly mixed ensemble. We can also compute $S$ for some subsystem of qubits (quantum register) disregarding the fact that it may be entangled with the other qubits of the computer. Just like the measure of purity, if we could compute $S$ it would let us know the reliability of the final results. In fact, purity and the von Neumann entropy are similar measures of the degree of mixing, but purity is easier to calculate as it does not require the density matrix to be diagonalized.

A good output from the computation is one for which $\omega_{0} \gg \omega_{i} \forall i$, or equivalently $\gamma \approx 1$, or even $S \approx 0$. Note however that the two last measures do not guarantee the final state to be $\left|\psi_{0}\right\rangle$. In the ideal case of a pure state we have $\omega_{0}=1, \gamma=1$, and $S=0$, and the eigenvalues of $\rho_{c}$ are 0 or 1 .

Example 2.23. The mixed state of a qubit can also be visualized in the Bloch sphere. Being hermitian, the density matrix can be written according to Eq. 2.3 as

$$
\begin{equation*}
\rho=\frac{1}{2}\left(\mathbf{1}+c_{1} \sigma^{x}+c_{2} \sigma^{y}+c_{3} \sigma^{z}\right)=\frac{1}{2}(\mathbf{1}+\vec{c} \cdot \vec{\sigma}), \tag{2.95}
\end{equation*}
$$

where each coefficient is associated to a component of Bloch vector such that $\vec{c}$ is the vector representing the quantum state. Since $\rho$ has eigenkets $\left|r_{1}\right\rangle$ and $\left|r_{2}\right\rangle, \vec{c} \cdot \vec{\sigma}$ has the same eigenkets with the eigenvalues $\pm \sqrt{c_{1}^{2}+c_{2}^{2}+c_{3}^{2}}$. Thus, diagonalizing

$$
\begin{equation*}
\rho=\frac{1}{2}\left(1+\sqrt{c_{1}^{2}+c_{2}^{2}+c_{3}^{2}}\right)\left|r_{1}\right\rangle\left\langle r_{1}\right|+\frac{1}{2}\left(1-\sqrt{c_{1}^{2}+c_{2}^{2}+c_{3}^{2}}\right)\left|r_{2}\right\rangle\left\langle r_{2}\right| . \tag{2.96}
\end{equation*}
$$

If $c_{1}^{2}+c_{2}^{2}+c_{3}^{2}=1$, we have a pure state and $\vec{c}$ lies on the surface of the Bloch sphere; else if $c_{1}^{2}+c_{2}^{2}+c_{3}^{2}<1$ our state is a mixed and $\vec{c}$ lives in the bulk of the sphere. In this perspective, purity of a state is represented by how close the state vector is to the surface of the sphere. The completely random state of a qubit for instance corresponds to the central point, $\rho=\frac{1}{2}$.

Definition 2.24. The ensemble average of some observable $\mathcal{O}$ is the mean value of a measurement of $\mathcal{O}$ when a high enough number of measurements is performed, being defined as

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\operatorname{Tr}\left(\rho_{c} \mathcal{O}\right) \tag{2.97}
\end{equation*}
$$

Note that $\langle\mathcal{O}\rangle$ can be evaluated using any convenient basis since the trace is independent of the representation used.

During the operation of a quantum gate described algorithmically by its unitary operator $U$, errors can occur of two types: coherent and incoherent. Coherent errors are those that preserve the purity of the state they act upon but apply a slightly different unitary operation

$$
\begin{equation*}
\tilde{U}=U+U^{\prime} \tag{2.98}
\end{equation*}
$$

where $U^{\prime}$ is some small perturbation. Differently, incoherent errors do not preserve purity.
To model the dynamic evolution of the density operator of the computer, $\rho_{c}$, during the time of execution of some incoherent quantum gate from the Hamiltonian in Eq 2.90 we would need to consider the density operator, $\rho$, over the full Hilbert space $\mathcal{H}$, to do

$$
\begin{equation*}
i \frac{\partial \rho}{\partial t}=-[\rho, H] \tag{2.99}
\end{equation*}
$$

This is because the density operator is in general not factorizable, i.e. $\rho \neq \rho_{c} \otimes \rho_{e}$, and the Hamiltonian
in Eq 2.90 couples both subspaces. This is not practical for several reasons, and the way we represent an evolution, or transformation, $\Phi$, between quantum states $\rho_{c}$ is through the mapping

$$
\begin{equation*}
\Phi\left(\rho_{c}\right)=\sum_{j=1}^{n} K_{j} \rho_{c} K_{j}^{\dagger} \tag{2.100}
\end{equation*}
$$

where the conservation of $\operatorname{tr}\left(\rho_{c}\right)=1$ is satisfied by the constraint that the Krauss operators $\{K\}_{j=1, \cdots, n}$ obey

$$
\begin{equation*}
\sum_{j=1}^{m} K_{j}^{\dagger} K_{j}=\mathbf{1} \tag{2.101}
\end{equation*}
$$

This is called a Kraus map, or an operator-sum representation, and it can represent any physical map on a finite dimensional Hilbert space, although in general this representation is not unique.

With the operator-sum representation, calculations are simplified as we only need to known a series of operators $\{K\}_{j=1, \cdots, n}$ acting on the computer state space. With this formalism, one doesn't need to explicitly consider the properties of the environment to describe the dynamics of the qubits.

### 2.6.1 Useful information theoretic measures

The mixed state we obtain at the end of a computation performed within a noisy environment will alter the ideal PMF that would be obtained if we had fault-tolerance. The quality of the computation will depend on how resilient is our quantum algorithm and its classical post-processing to an increasing degree of noise.

To assess the quality of computational results, we will use some distance measures for comparing the probability distributions obtained experimentally with the ideal PMF that we expect when a theoretical analysis can give us a prediction.

Definition 2.25. Consider a discrete random variable $X$ over a sample space $\chi$ and a probability mass function $p(x)=\operatorname{Pr}\{X=x\}, x \in \chi$. The entropy of such variable, $H(X)$, is defined [64] in base 2 to be

$$
\begin{equation*}
H(X)=-\sum_{x \in \chi} p(x) \log _{2} p(x) \tag{2.102}
\end{equation*}
$$

Entropy is a measure of the amount of information required to describe the probability distribution, on the average. We can calculate the entropy for a particular experimental distribution to get a measure for how uncertain it is. Lower entropy is in general a good indicator, as it reveals the PMF is far from uniform.

Definition 2.26. The Kullback-Leibler divergence (KLD), also called relative entropy, characterizes the degree of inefficiency in assuming a random variable is modeled by a distribution $q(x)$ when the real distribution is $p(x)$. It is defined, in terms of the respective probability mass functions, as

$$
\begin{equation*}
D(p \| q)=\sum_{x \in \chi} p(x) \log _{2} \frac{p(x)}{q(x)} \tag{2.103}
\end{equation*}
$$

The KLD is always non-negative $0 \leq D(p \| q)$.

KLD divergence measures a kind of directed "distance" between two probability mass functions. However, it doesn't qualify as a true distance between distributions, i.e. $D(p \| q) \neq D(q \| p)$, since it is not symmetric and doesn't satisfy the triangle inequality. It would be useful to have a symmetric metric to evaluate a true distance between distributions. This is accomplished by the following two definitions.

Definition 2.27. The symmetrized Kullback-Leibler distance (sKL) between two discrete probability distributions $p(x)$ and $q(x)$ is given by

$$
\begin{equation*}
s K L(p, q)=D(q \| p)+D(p \| q) \tag{2.104}
\end{equation*}
$$

Definition 2.28. The Jensen-Shannon divergence (JSD) is another symmetric and smooth variant of the KLD, defined as

$$
\begin{equation*}
J S D(p \| q)=\frac{1}{2} D(p \| m)+\frac{1}{2} D(q \| m) \tag{2.105}
\end{equation*}
$$

with $m=\frac{1}{2}(p+q)$ written in terms of the probability distributions $p(x)$ and $q(x)$. It is bounded in $0 \leq$ $J S D(p \| q) \leq 1$.

Definition 2.29. The Fidelity of the discrete probability distributions $p(x)$ and $q(x)$ of two random variables $X$, and $Y$ is a symmetric distance measure given by

$$
\begin{equation*}
F(p, q)=\sum_{j} \sqrt{p_{j} q_{j}} \tag{2.106}
\end{equation*}
$$

It is not a metric but it's bounded in $0 \leq F(p, q) \leq 1$, with $F(p, q)=1$ iff $p=q$.
Both the $s K L, J S D$ and Fidelity can be used to measure the distance between the experimental distribution and the theoretical one. This allows us to estimate the quality of the computation in terms of its overlap with the ideal distribution: lower values of $s K L$ and $J S D$, and higher values of Fidelity are usually desirable.

### 2.7 Current status and near term prospects

Quantum computers are no longer a future theoretical chimera, but a practical matter which, despite being in its infancy, already hints on spectacular perspectives. The field has been seeing an increased rate of development recently, with significant investments being made worldwide both on the public and private sectors. Several information technology giants, like IBM, Intel, Google, Microsof and Alibaba are carrying out their own I\&D programs to develop quantum computers. Some have shown the first prototypes and made them available for external users via remote on-line connection. In the short run, the leading platforms are based on superconducting qubits, used by IBM and by the spin-off company Rigetti.

We can hope that, in the coming years, frontier science can be done on these quantum computing platforms. Meanwhile, state of the art devices available in the near term have been coined by Preskill [65] in the noisy intermediate-scale quantum (NISQ) computing category. The regime will be characterized by systems with a small number of qubits $\sim 100$ (thin circuits), where decoherence limits the number of gates that can sequentially be applied (shallow circuits). No full error correction is expected to be possible soon and noise will be part of the operation on these devices. Performance has to be characterized both by the number of qubits and their quality.

The most advanced technologies right now are based on two different physical systems:

1. Superconducting qubits
2. Trapped ions.

The quantum computers used in this work are based on the former. The two level system used to store and manipulate the quantum bit is provided by the collective wave function of superconductor resonators. More specifically, these are based on $L C$ circuits, with $R=0$ (provided by the superconducting state), that are known to be isomorphic to a harmonic oscillator. The quantum variable in the Hamiltonian is the superconducting
phase. In order to have a non equidistant spectrum, the $L C$ circuit is in series with a Josephson tunnel junction, that provides a non-quadratic dependence of the Hamiltonian on the phase.

The long-term target of this research field is to fabricate sufficiently coherent qubits that allow for quantum error correction codes. These codes can only be be efficient, if the qubits and gate errors perform better than some well defined thresholds.

The short-term goal is to demonstrate the so called quantum supremacy. This will happen when an algorithm is implemented in a quantum computer solving a problem that can not be tackled with the best conventional supercomputers in the world. For instance, in the realm of many-body physics, the largest $S=1 / 2$ Heisenberg model diagonalized so far has $N=50$ spins. If a quantum computer manages to give the ground state energy of a system larger than this, it will be said that quantum supremacy has been achieved in this context. Of course, as the classical methods can improve with time, quantum supremacy is a moving target. However, in the case of many-body problems, adding just 1 more degree of freedom can entail duplicating the memory of the classical computer, whereas it only requires 1 extra qubit in a quantum computer.

In order to assess the power of a quantum computer, IBM researchers have recently proposed an architectureneutral metric to characterize the quantum computing power. The so called quantum volume [66] takes into account the number and quality of qubits, connectivity, and gate error rates.

An important area of research is to design algorithms that can benefit from the state of the art non-ideal computers. This is the case, for instance, of hybrid algorithms, that combine shallow programs, run on a quantum computer, with parameter optimizations carried out in conventional computers.

### 2.7.1 IBM Quantum Experience

In 2016, IBM launched ${ }^{4}$ the Quantum Experience online platform (IBM Q), which permits remote access to several prototype quantum computers. This has allowed thousands of users, worldwide, to run real quantum computations and, despite noise and the limited number of qubits, carry out several novel research projects.

Currently, this platform offers free access to two systems with 5 qubits (IBM Q 5 Yorktown, IBM Q 5 Tenerife), and two systems with 16 qubits (IBM Q 16 Rueschlikon, IBM Q 16 Melbourne). There is also available a high performance simulator to emulate a quantum computer with 32 qubits, for public use. To their clients, IBM provides two exclusive 20 qubit computers (IBM Q 20 Tokyo, IBM Q 20 Austin).

All of these devices are different. They vary in their qubit connectivity graph as well several physical parameters, for instance the $T_{1}$ and $T_{2}$ time constants, and the error rates. An useful feature that is still not implemented on the hardware is the ability to use measurement feedback or feedforward as well as resetting qubit states. Fig 2.9 and Fig. 2.12 show two different architectures.

The physical platform used by IBM's quantum computers consists in superconducting transmon qubits, and despite being so hard and challenging to develop all the technology involved in building a full scale useful universal quantum computer, significant improvements have been continuously made and coherence time of the systems is currently getting to $\sim 100 \mu s$ [67, 68, 69, 70, 71, 72, 73, 74].

However, these quantum computer prototypes still carry high error rates whose improvement is a major challenge. IBM uses simultaneous randomized benchmarking to measure average gate errors per Clifford gate [75]. These readings can then be converted to error rates of different gates according to the set of primitive gates being used.

As an example, Tab 2.2 shows the values of the parameters for one of the computers made publicly available, at some point in time. Notice that the values of these error rates might be quite large for most applications that require a few dozen operations. Applying too many operations destroys coherence of the
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Figure 2.9: IBM Q 5 Tenerife quantum computer (ibmqx4). The coupling architecture of this 5 qubit device is represented by the arrows, which indicate the control $\rightarrow$ target qubits of $c X$ gates.

|  | $\mathbf{q}_{\mathbf{0}}$ | $\mathbf{q}_{\mathbf{1}}$ | $\mathbf{q}_{\mathbf{2}}$ | $\mathbf{q}_{\mathbf{3}}$ | $\mathbf{q}_{\mathbf{4}}$ | Average |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |  |
| Frequency $(G H z)$ | 5.25 | 5.30 | 5.35 | 5.43 | 5.18 | 5.302 |
| $T_{1}(\mu s)$ | 48.90 | 52.90 | 36.70 | 43.20 | 57.90 | 47.92 |
| $T_{2}(\mu s)$ | 35.50 | 14.50 | 25.40 | 14.70 | 14.60 | 20.94 |
| Gate error $\left(10^{-3}\right)$ | 0.94 | 6.87 | 1.46 | 2.32 | 1.55 | 2.628 |
| Readout error $\left(10^{-2}\right)$ | 7.10 | 6.80 | 3.00 | 3.80 | 7.60 | 5.66 |
| Multi-qubit gate error $\left(10^{-2}\right)$ |  | $\mathbf{c X _ { 1 0 }}$ | $\mathbf{c X}_{\mathbf{2 0}}$ | $\mathbf{c X}_{\mathbf{3 2}}$ | $\mathbf{c X}_{\mathbf{4 2}}$ | 4.99 |
|  |  | 3.29 | 2.79 | 7.43 | 6.82 |  |
|  |  |  | $\mathbf{c X}_{\mathbf{2 1}}$ | $\mathbf{c X}_{\mathbf{3 4}}$ |  |  |
|  |  |  | 4.65 | 4.96 |  |  |

Table 2.2: IBM Q 5 Tenerife benchmark measurements from calibration on 2018-10-06 8:57:05 am.
quantum state and increases entropy on the final probability distribution obtained, rendering results useless. Therefore, care should be taken in developing circuits that are as shallow as possible.

We performed three quick experiments to probe the reliability of one of the computers made available by IBM and get a feeling for hardware limitations in terms of circuit depth. The first one considers applying two consecutive Hadamard gates on some qubit; the result should be the identity, therefore if we measure the state of the qubit afterwards it should be the same as the initial state. The same is true for any number of repetitions of this group of two Hadamards. We started qubit 8 from ibmq_20_tokyo in the state $|0\rangle$ and experimented several times by applying increasingly higher numbers of these couples of hadamards, measuring the probability to get the initial state at the end each time (we call this series $A$ ). The second experiment (series $B$ ) is exactly as the first one but starting the qubit from state $|1\rangle$. For the third experiment (series $C$ ) we follow the same approach of repeating a couple of gates but now testing the two-qubit gate $c X$. The results are shown in Fig 2.10. Series $A$ and $B$ for instance show an unexpected non-monotonic behavior, while series $C$ is monotonic and shows that after approx. 80 cX gates the probability to measure the initial state has decrease to 0.5 . As for the reason why results from series $B$ degrade faster than for series $A$, we should note that the initial state for series $B,|1\rangle$, is an excited state. Therefore, in addition to pure dephasing mechanisms, that kill superpositions, there is an additional mechanism for decoherence if the system is prepared in the excited state: energy dissipation. This is a $T_{1}$ process, by which the system jumps from $|1\rangle$ to $|0\rangle$.

Besides the available number of qubits, their error rates and coherence times, the connectivity graph of the computer is also of major importance. For instance, in IBM's 20 qubit Tokyo machine we have 72 coupling pairs. If the computer actually had perfect all-to-all connectivity between qubits we would have 190. Fig 2.11 illustrates how to implement the $c X_{04}$ gate on ibmqx4, showing how incomplete connectivity can disastrously increase the number of operations needed to accomplish some global multi-qubit unitary transformation. Sometimes we may be able to simplify this decompositions a little by considering global simplifications on a circuit containing several gates, but still this reduction is usually only marginal.


Figure 2.10: Degradation of results due to noise and decoherence on ibmq_20_tokyo.

Because of this, when we are mapping a quantum algorithm to a physical platform, we should try to find the best possible mapping to reduce the number of necessary operations, as well as choose readout qubits as the ones that carry lower readout errors. For a sufficiently large algorithm (in the number of operations and qubits), this task may easily become an optimization problem as difficult as the ones we would be interested to solve with a quantum computer.

To be fair, some algorithms don't need perfect connectivity, although many others do. Going forward, an expected challenge on the software side of the discipline will be to develop better algorithms for partial coupling architectures. There are already some examples and this effort is also leading into theoretical insight which goes beyond practical considerations [76, 77].

IBM has also been developing all the software stack necessary to control and operate on these machines, from the lowest level of control to the highest level of simplified usability. QISKit ${ }^{5}$ is a Python library to code quantum algorithms at high level, compile them and interface with the real devices through the internet. It also allows to perform simulations on classical emulations of quantum computers both unitary and with noise. QISKit is open source and has been benefiting from a growing community of users and contributors worldwide.

In the IBM Q Experience, single-qubit operations are implemented with just three physical gates,

$$
\begin{align*}
U_{1}(\lambda) & =U(0,0, \lambda)=\left(\begin{array}{cc}
1 & 0 \\
0 & e^{i \lambda}
\end{array}\right) \\
U_{2}(\phi, \lambda) & =U\left(\frac{\pi}{2}, \phi, \lambda\right)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & -e^{i \lambda} \\
e^{i \phi} & e^{i(\lambda+\phi)}
\end{array}\right)  \tag{2.107}\\
U_{3}(\theta, \phi, \lambda) & =U(\theta, \phi, \lambda)
\end{align*}
$$

These main single-qubit gates are derived from Eq 2.12 and all other gates can be obtained from these. They take in one, two, and three parameters, respectively. Together with the $c X$ gate, these form a universal gate set for quantum computation on the real chips of IBM. In fact, $U_{1}$ and $U_{2}$ are just special cases of $U_{3}$, hence IBM's universal gate set can be reduced to just two gates. However, in practice we have noise, as explained, and universality is not achievable with arbitrary accuracy.
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Figure 2.11: The circuit in (a) is the decomposition of the 2-qubit gate $c X_{04}$ on the incomplete coupling architecture of ibmqx4. We need to SWAP states across the $\left\{q_{0}, q_{2}\right\}$ qubit pair and then apply $c X_{24}$, however, we only have available two 2-qubit gates with these qubits: $c X_{20}$ and $c X_{42}$. The decomposition uses the identities shown in (b), (c) and (d).


Figure 2.12: IBM Q 20 Tokyo quantum computer (ibmq_20_tokyo). The coupling architecture of this 20 qubit device is represented by the arrows, which indicate the control $\rightarrow$ target qubits of $c X$ gates.

## Chapter 3

## Quantum many-body systems

> "It would indeed be remarkable if Nature fortified herself against further advances in knowledge behind the analytical difficulties of the many-body problem."

- Max Born, The Mechanics of the Atom, 1960


### 3.1 The many-body problem

Most physical systems are made several interacting constituents. These many-body systems exist in a variety of forms across all length scales from the quantum domain, such as the set of molecules in a drop of water, to the astronomical scale, such as the set of galaxies in the Laniakea supercluster [78]. There is usually no analytical solution to describe interacting systems with more than two objects. For instance we can solve analytically the two-body problem of the Earth-Moon system, but not that of the Earth-Moon-Sun system. The situation is similar in Quantum Mechanics, where we can compute analytically the energy levels of the hydrogen atom (a proton and an electron), but not those of the helium atom (two electrons and a nucleus). Therefore, to study complicated systems of this type, we need to resort either to approximation schemes such as perturbation theory, numerical techniques, or both.

Regarding classical many-body systems, we can numerically solve them deterministically from Newton's equations. This is conceptually simple but very dependent on several factors such as the numerical precision and the discrete time-step. The dynamics of the system is highly sensible to small variations in initial conditions, which accumulate drastic effects after a sufficiently long time and lead to a completely different solution from the microscopic point of view (chaos). However, there is a difference between few-body problems and many-body problems. In the later we are usually mostly interested in the aggregate behavior, and therefore we can tolerate deviations from the exact solution at small length scales because on the aggregate, statistical mechanical properties are preserved by the simulation when considering non-critical regions of the phase space. In fact, many simulations of materials in classical regimes are not done deterministically but rather using Monte Carlo techniques.

The important thing to note about these classical many-body problems is that even though they may exhibit complexity and chaos, the classical computer can already provide very accurate solutions to many useful instances of these problems. For example, in the field of celestial dynamics one routinely applies numerical techniques to describe the motion of planets and space probes sent around the solar system with an accuracy that can already be made to match observational data.

This is not the case for quantum many-body problems. Quantum many-body systems live in such a large
state space, that one can not hope to solve them accurately from first principles using classical computers for most meaningful sized systems. Consider, for instance, $N$ classical interacting particles in three dimensions. Such a system has $3 N$ degrees of freedom and its state is described by the Hamiltonian dynamics of a single point moving in a $6 N$-dimensional phase space. In contrast, a quantum many-body system made of $N$ parties, each living in a $d$-dimensional Hilbert space, is described by a density operator that can give us its probability distribution in any representation and lives in a $d^{N}$-dimensional Hilbert space,

$$
\begin{equation*}
\mathscr{H}=\mathbb{C}^{\left(d^{N}\right)} \tag{3.1}
\end{equation*}
$$

Thus, while the state space of a classical system scales only linearly with the number of particles, for quantum systems it scales exponentially. This renders quantum systems exponentially harder to simulate by classical computers and led to Feynman famously proposing the idea of quantum simulation in a 1982 paper [11] cited many times,

> "And I'm not happy with all the analyses that go with just the classical theory, because nature isn't classical, dammit, and if you want to make a simulation of nature, you'd better make it quantum mechanical, and by golly it's a wonderful problem, because it doesn't look so easy."

Of course, matter behaves classically in many regimes where there is no need for a quantum description. But when we study systems at very small length scales, or low temperatures or very isolated, quantum behavior has to be taken into account. The way we approach the quantum world really depends on how we look at it. We can think in terms of complex atoms and molecules, quarks and gluons, electrons and protons, even as qubits. Some examples of physical domains where quantum many-body problems exist which don't yet fully understand include:

Electronic properties of condensed matter systems. These invariably require the use of a quantum description of the electronic many-body problem. Whereas the behavior of some systems can be described relying on an independent electron picture, several very interesting problems remain open, such as the mechanism for high $T_{c}$ superconductivity.

Quantum chemistry. Electrons in a molecule's orbital take on a very complicated and difficult to understand quantum state. Here, the problem is to describe the electronic ground state of a molecule as a function of the atomic positions. The problem is not tractable using conventional techniques except for tiny molecules, such as $H_{2}$.

High-energy physics. We may be interested in studying relativistic regimes where particle number is not even conserved. For instance, in a quark-gluon plasma governed by the strong interaction, which occurs at very high temperatures when protons and neutrons melt producing a new state of matter.

### 3.2 Condensed matter theory of everything

A large fraction of the very broad field of condensed matter physics is devoted to the study of the electronic properties of materials. Materials can exhibit a very wide range of electronic personalities. If we consider their electrical conductivity, for instance, it can change by 16 orders of magnitude. This diversity of electronic regimes includes conductors, insulators, semiconductors, metals, superconductors, ferromagnets, antiferromagnets... In principle, the theory for all of these interactions can be encoded in the same Hamiltonian,

$$
\begin{equation*}
H=T^{(1)}+V_{i o n s}^{(1)}+V_{e-e}^{(2)} \tag{3.2}
\end{equation*}
$$

describing the kinetic energy of the electrons, their Coulomb interaction with the ions, and the electron-electron interaction. The kinetic energy of the nuclei could also be considered, but that plays a secondary role, therefore we ignore it, thus performing our first simplification.

This schematic Hamiltonian is sometimes called the "condensed matter theory of everything". If we deal with very small systems, such as the $H_{2}$ molecule or the $H e$ atom, we can solve this Hamiltonian exactly, and this describes these simple systems very well. But we can't go very far with this "theory of everything" since this quickly takes on a very complicated form where there is no hope to find a numerical solution, let alone an analytical one.

Thus, an array of different approximation techniques are used to deal this, such as the Hartree-Fock method or density functional theory. The problem becomes soluble if we treat the interactions between electrons as interactions of an electron with an effective field

$$
\begin{equation*}
H=T^{(1)}+V_{i o n s}^{(1)}+V_{e f f}^{(2)} \tag{3.3}
\end{equation*}
$$

The good news about this approach is that if we ignore electron-electron interactions, or treat them in an approximate manner, we can solve the Hamiltonian, and this describes a very large amount of materials, most often the less interesting, such as insulators, conventional metals, or semiconductors. The bad news is that very important problems can't be solved this way, such as the origin of high $T_{c}$ superconductors, that have challenged theorists for more than 30 years now, and for which the $e-e$ interaction is crucial and we can not ignore it.

### 3.3 Strongly entangled systems

To begin to understand QMB systems that exhibit complex behavior, we put aside the usual model thinking for a while to recall the most basic property of quantum mechanics. QM is fundamentally non-deterministic in nature and this is what allows the existence of the non-local correlations we can measure in the lab [79]. Non-locality is a basic property of quantum mechanics with no classical counterpart, and it is the distinctive feature of entangled states.

Definition 3.1. A state $|\Psi\rangle \in \mathscr{H}$ of a QMB system $S$ is said to be entangled when it can not be written as a product

$$
\begin{equation*}
|\Psi\rangle=\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle \otimes \cdots \otimes\left|\psi_{n}\right\rangle \tag{3.4}
\end{equation*}
$$

of states $\left|\psi_{i}\right\rangle \in \mathscr{H}_{i}$ from the subsystems $S_{i}(i=1, \cdots, n)$ making up the composite system with state space $\mathscr{H}=\mathscr{H}_{1} \otimes \mathscr{H}_{2} \otimes \cdots \otimes \mathscr{H}_{n}$.

We start by noting that almost all states in the Hilbert space are entangled. This is easy to conclude from the fact that we can write superpositions of states. More than that, almost always two particles that start in a separable state go entangled when they are allowed to interact, and almost all Hamiltonians have their eigenstates entangled. For instance, two $S=1 / 2$ spins interacting through

$$
H=J \overrightarrow{\sigma_{1}} \cdot \overrightarrow{\sigma_{2}}=\left(\begin{array}{cccc}
J & 0 & 0 & 0  \tag{3.5}\\
0 & -J & 2 J & 0 \\
0 & 2 J & -J & 0 \\
0 & 0 & 0 & J
\end{array}\right)
$$

have an entangled ground state

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle=\frac{1}{\sqrt{2}}(|10\rangle-|01\rangle) \tag{3.6}
\end{equation*}
$$

where we know everything about the collective system, but not about the state of each spin individually. In an entangled state, the state's complexity is spread all over the system and each subsystem cannot be described independently of the others.

Furthermore, there can be different degrees of entanglement, and several measures try to quantify it, for instance the von Neumann entropy (Eq 2.94). Highly entangled states occupy a large fraction of the full Hilbert space of the QMB system. Being able to characterize and understand the intricate correlations in the multipartite entanglement structure these states is therefore very important to study materials in these regimes. Since such states require a lot of information to be described, this justifies the need for an exact approach. A quantum computer is one such tool which will enable us to create, manipulate and experiment with novel and exotic entangled states in the laboratory [80, 81, 82].

Example 3.2. The minimal example of entanglement is that which can be constructed on a system composed of only two subsystems, each of which with only two energy levels. The Bell states are the orthonormal basis set of four maximally entangled states of two qubits,

$$
\begin{array}{ll}
\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle) & \left|\Psi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle+|10\rangle)  \tag{3.7}\\
\left|\Phi^{-}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle-|11\rangle) & \left|\Psi^{-}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle-|10\rangle)
\end{array}
$$

It is trivial to produce these states with a quantum circuit. We illustrate how to do it for $\left|\Phi^{+}\right\rangle$,

$$
\begin{gathered}
q_{0}:|0\rangle-\sqrt{H} \\
q_{1}:|0\rangle \\
c X_{01} H_{0}|00\rangle=c X_{01}\left(\frac{|0\rangle+|1\rangle}{\sqrt{2}}|0\rangle\right)=\frac{|00\rangle+|11\rangle}{\sqrt{2}}=\left|\Phi^{+}\right\rangle
\end{gathered}
$$

To be able to perform universal quantum computing, at least one entangling gate is necessary (e.g. cX or $c Z$ ). It is a remarkable insight how even the most complex entangled states can be made entirely out of a single 2-qubit gate together with the other 1-qubit gates.

When looking for the eigenstates of some Hamiltonian, we are most often interested in the ground state and lower excited states, as they have a predominant weigh in the partition function at low temperature. Furthermore, these are usually the most entangled states since when temperature increases, the states get increasingly more mixed and less entangled. With the energies we can easily compute time evolution, and from the partition function study thermal properties.

### 3.4 Simple spin Hamiltonians

Before dreaming too big, and since the purpose of this project is to actually study Hamiltonians on real quantum computers, let us start by defining two very simple spin Hamiltonians to be used later when we discuss the quantum simulation procedures. The first one is simply a two level system with an energy splitting $c$,

$$
\begin{equation*}
H_{Z}=c \sigma^{z} \tag{3.8}
\end{equation*}
$$

As we have seen, this is the model for a qubit, or in the spin language, the Zeeman Hamiltonian of a spin $1 / 2$ particle. Its eigensystem is

$$
\begin{cases}\varepsilon_{1}=c & ,|0\rangle  \tag{3.9}\\ \varepsilon_{2}=-c & ,|1\rangle\end{cases}
$$

For the second Hamiltonian we will be increasing the Hilbert space dimension to 4 and consider 2 spins connected by an Ising interaction that preserves the total $S_{z}$,

$$
\begin{equation*}
H_{I}=c_{0} \sigma_{0}^{z}+c_{1} \sigma_{1}^{z}+J \sigma_{0}^{z} \sigma_{1}^{z} \tag{3.10}
\end{equation*}
$$

It can be easily checked that $H_{I}$ is characterized by the spectrum

$$
\begin{cases}\varepsilon_{1}=c_{0}+c_{1}+J & ,|00\rangle  \tag{3.11}\\ \varepsilon_{2}=c_{1}-c_{0}-J & ,|01\rangle \\ \varepsilon_{3}=c_{0}-c_{1}-J & ,|10\rangle \\ \varepsilon_{4}=J-c_{0}-c_{1} & ,|11\rangle\end{cases}
$$

where the convention we use on labeling the basis states is $\mid$ site $_{1}$, site $\left._{0}\right\rangle$.
These are two of the simplest possible spin Hamiltonians but will be our starting point when we come to study quantum simulations on the prototypical quantum computers currently available.

### 3.5 A first look at the Hubbard model: the 2-site Hamiltonian

The simplest yet important class of models to study systems of strongly correlated electrons is the Hubbard model. We will first define the Hamiltonian, briefly mention some of its consequences while skipping many of its interesting features, to jump right into exploring a very simple instance of the problem.

Take a system of non-interacting electrons on a $M$-site lattice where a single level (orbital) sits at each site. The second-quantized Hamiltonian reads

$$
\begin{equation*}
\hat{H}_{\tau}=\sum_{i, j, \sigma} \tau_{i j} c_{i, \sigma}^{\dagger} c_{j, \sigma} \tag{3.12}
\end{equation*}
$$

where $\sigma=\uparrow, \downarrow$ is the $\hat{S}_{z}$ spin projection, indices $i, j$ label the sites and $c_{i, \sigma}^{\dagger}\left(c_{i, \sigma}\right)$ is the creation (annihilation) operator of a fermion in the single particle state $\left|\phi_{i, \sigma}\right\rangle$ at site $i$. The matrix of coefficients $\tau_{i j}=\left\langle\phi_{i, \sigma}\right|\left(-\frac{\hbar^{2} \nabla^{2}}{2 m}+\hat{V}\right)\left|\phi_{j, \sigma}\right\rangle$ accounts for the kinetic and external potential energies that characterize a single-particle hopping from site $j$ to $i$. In the situations we are interested in, $\tau_{i j}$ decays sufficiently fast that it is acceptable to reduce counting of this $C_{2}^{M} \sim M^{2}$ pairs to $\sim M$ by assuming only nearest neighbors have non-zero hopping terms, all equal to $-\tau$, with $\tau>0$. With this assumption, the modified free particle Hamiltonian is written in explicit hermitian form as

$$
\begin{equation*}
\hat{H}_{t}=-\tau \sum_{\langle i, j\rangle, \sigma} c_{i \sigma}^{\dagger} c_{j \sigma}+c_{j \sigma}^{\dagger} c_{i \sigma} \tag{3.13}
\end{equation*}
$$

This would be the free electron band theory if only the hopping term were present, but we want to introduce interactions. In the Hubbard Hamiltonian, one considers only an on-site interaction energy, $U>0$, which is a local electrical repulsion between electrons on the same orbital, which we will take as site-independent. Expressed in terms of the number operator of a single particle state, $\hat{n}_{i \sigma}=c_{i \sigma}^{\dagger} c_{i \sigma}$, the interaction term $\hat{H}_{U}$ is added to $\hat{H}_{\tau}$ to get

$$
\begin{equation*}
\hat{H}=-\tau \sum_{\langle i, j\rangle \sigma}\left(c_{i \sigma}^{\dagger} c_{j \sigma}+c_{j \sigma}^{\dagger} c_{i \sigma}\right)+U \sum_{i} \hat{n}_{i \uparrow} \hat{n}_{i \downarrow} \tag{3.14}
\end{equation*}
$$

The reason for neglecting long range Coulomb interactions, which might be important for some systems, can be justified for d-shell metals, but could also have been found phenomenologically. The single-band

Hubbard problem definition is complete with this Hamiltonian together with the fermionic anti-commutation relations,

$$
\begin{equation*}
\left\{c_{i \alpha}, c_{j \beta}^{\dagger}\right\}=\delta_{i j} \delta_{\alpha \beta}, \quad\left\{c_{i \alpha}, c_{j \beta}\right\}=0, \quad\left\{c_{i \alpha}^{\dagger}, c_{j \beta}^{\dagger}\right\}=0 \tag{3.15}
\end{equation*}
$$

At this point it might be of prospective interest to point out the beauty hiding in the simple statement of this model from which can emerge a rich variety of phases for different ratios of $\tau$ and $U$, lattice geometry and electron density. Some of these non-trivial phases and their transitions lend themselves to advanced treatments by strongly-coupled quantum field theories, connecting to gauge theories, conformal invariance and the AdS/CFT correspondence [83].

In its general case, the Schrödinger equation for this model cannot be solved exactly with analytical methods ${ }^{1}$ i.e. its characteristic equation can't be analytically solved, but numerical techniques such as exact diagonalization can in principle provide this solution. This is only possible, however, for instances of the problem with a small Hilbert space, due to the high computational cost of the technique in both time and space complexity. Nevertheless, there are known analytical solutions for a few particularly simple cases of the Hubbard model.

Due to the Pauli exclusion principle, a single lattice site holds four possible states: $|0\rangle,|\uparrow\rangle,|\downarrow\rangle,|\downarrow \uparrow\rangle$ (explicitly, in the spin occupation direct product basis these are, respectively, $|0\rangle_{\downarrow} \otimes|0\rangle_{\uparrow},|0\rangle_{\downarrow} \otimes|1\rangle_{\uparrow},|1\rangle_{\downarrow} \otimes|0\rangle_{\uparrow}$, $\left.|1\rangle_{\downarrow} \otimes|1\rangle_{\uparrow}\right)$. Therefore, there will be $4^{M}$ states for the M -site single-band Hubbard model and the Hilbert space dimension scales exponentially in the number of sites, quickly leading to difficulties with the exact treatment of even moderate size clusters numerically.

Lemma 3.3. The number operator, $\hat{N}=\sum_{i \sigma} \hat{n}_{i \sigma}$, commutes with the Hamiltonian.

## Proof.

As the number of creation and annihilation operators is the same, term by term, it can be easily seen that $H$ commutes with total $N$. A brute force demonstration of this is given here:

$$
\begin{aligned}
\hat{H}_{\tau} \hat{N} & =-\tau \sum_{\langle i, j\rangle \sigma}\left(c_{i \sigma}^{\dagger} c_{j \sigma}+c_{j \sigma}^{\dagger} c_{i \sigma}\right)\left(\sum_{i \sigma} \hat{n}_{i \sigma}\right) \\
& =-\tau \sum_{\langle i, j\rangle \sigma k \rho}\left(c_{i \sigma}^{\dagger} c_{j \sigma}+c_{j \sigma}^{\dagger} c_{i \sigma}\right) \hat{n}_{k \rho} \\
& =-\tau \sum_{\langle i, j\rangle \sigma k \rho}\left(c_{i \sigma}^{\dagger} c_{j \sigma}\right) \hat{n}_{k \rho}+\left(c_{j \sigma}^{\dagger} c_{i \sigma}\right) \hat{n}_{k \rho} \\
& =-\tau \sum_{\langle i, j\rangle \sigma k \rho} \hat{n}_{k \rho} c_{i \sigma}^{\dagger} c_{j \sigma}+\left(\delta_{k j} \delta_{\rho \sigma}-\delta_{k i} \delta_{\rho \sigma}\right) c_{i \sigma}^{\dagger} c_{j \sigma}+\hat{n}_{k \rho} c_{j \sigma}^{\dagger} c_{i \sigma}+\left(\delta_{k i} \delta_{\rho \sigma}-\delta_{k j} \delta_{\rho \sigma}\right) c_{j \sigma}^{\dagger} c_{i \sigma} \\
& =-\tau \sum_{\langle i, j\rangle \sigma k \rho} \hat{n}_{k \rho}\left(c_{i \sigma}^{\dagger} c_{j \sigma}+c_{j \sigma}^{\dagger} c_{i \sigma}\right)+\delta_{k j} \delta_{\rho \sigma}\left(c_{i \sigma}^{\dagger} c_{j \sigma}-c_{j \sigma}^{\dagger} c_{i \sigma}\right)+\delta_{k i} \delta_{\rho \sigma}\left(c_{j \sigma}^{\dagger} c_{i \sigma}-c_{i \sigma}^{\dagger} c_{j \sigma}\right) \\
& =\hat{H}_{\tau} \hat{N}-\tau \sum_{\langle i, j\rangle \sigma k \rho} \delta_{k j} \delta_{\rho \sigma}\left(c_{i \sigma}^{\dagger} c_{j \sigma}-c_{j \sigma}^{\dagger} c_{i \sigma}\right)-\tau \sum_{\langle i, j\rangle \sigma k \rho} \delta_{k i} \delta_{\rho \sigma}\left(c_{j \sigma}^{\dagger} c_{i \sigma}-c_{i \sigma}^{\dagger} c_{j \sigma}\right) \\
& =\hat{H}_{\tau} \hat{N}-\tau \sum_{\langle i, j\rangle \sigma}\left(c_{i \sigma}^{\dagger} c_{j \sigma}-c_{j \sigma}^{\dagger} c_{i \sigma}\right)-\tau \sum_{\langle i, j\rangle \sigma}\left(c_{j \sigma}^{\dagger} c_{i \sigma}-c_{i \sigma}^{\dagger} c_{j \sigma}\right) \\
& =\hat{H}_{\tau} \hat{N}
\end{aligned}
$$

[^5]\[

$$
\begin{aligned}
\hat{H}_{U} \hat{N} & =\left(U \sum_{i} \hat{n}_{i \uparrow} \hat{n}_{i \downarrow}\right)\left(\sum_{i} \hat{n}_{i \uparrow}+\hat{n}_{i \downarrow}\right) \\
& =U \sum_{i j} \hat{n}_{i \uparrow} \hat{n}_{i \downarrow}\left(\hat{n}_{j \uparrow}+\hat{n}_{j \downarrow}\right) \\
& =U \sum_{i j}\left(\hat{n}_{j \uparrow}+\hat{n}_{j \downarrow}\right) \hat{n}_{i \uparrow} \hat{n}_{i \downarrow} \\
& =\left(\sum_{j} \hat{n}_{j \uparrow}+\hat{n}_{j \downarrow}\right)\left(U \sum_{i} \hat{n}_{i \uparrow} \hat{n}_{i \downarrow}\right) \\
& =\hat{N} \hat{H}_{U},
\end{aligned}
$$
\]

where at $(a)$ we made use of $\left[c_{i \alpha}^{\dagger} c_{j \beta}, \hat{n}_{k \gamma}\right]=\left(\delta_{k j} \delta_{\gamma \beta}-\delta_{k i} \delta_{\gamma \alpha}\right) c_{i \alpha}^{\dagger} c_{j \beta}$, and at $(b)$ of $\left[\hat{n}_{\alpha}, \hat{n}_{\beta}\right]=0$.

Since $[\hat{H}, \hat{N}]=0$ both operators can be diagonalized simultaneously and $\hat{H}$ can be brought to a block diagonal form having the total number of electrons conserved within each sector. Typically one is in fact not interested in the full configuration space of the multi-site problem, but only on those states from an ensemble with fixed number of electrons, which the Hamiltonian operator will keep constant. For $M$ sites and $N \leq 2 M$ electrons there are $C_{N}^{2 M}$ available basis states. The configuration in which there are as many electrons as there are lattice sites, i.e. when $M=N$, is referred to as half-filling.

Consider the case of a Hubbard model with 2 sites. Table 3.1 shows all possible configuration states. The half-filling case of the 2-site Hubbard Hamiltonian is one of those instances with an exact analytical solution, and it can be used as a toy model for the two electrons interacting in a $H_{2}$ molecule when these are restricted to occupy only the $1 s$ shells and one ignores all other small interaction terms ${ }^{2}$. This has been extensively studied already and we will now review it.

|  | $N=0$ | $N=1$ | $N=2$ | $N=3$ | $N=4$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Possible basis states | $\bigcirc \bigcirc$ | $\uparrow \bigcirc$ | $\uparrow \uparrow$ | $\uparrow \downarrow$ ¢ | $\uparrow \downarrow$ 个 $\downarrow$ |
|  |  | $\downarrow \bigcirc$ | $\uparrow \downarrow$ | $\uparrow \downarrow \downarrow$ |  |
|  |  | $\bigcirc \uparrow$ | $\downarrow \downarrow$ | $\uparrow \uparrow \downarrow$ |  |
|  |  | $\bigcirc \downarrow$ | $\downarrow \uparrow$ | $\downarrow \uparrow \downarrow$ |  |
|  |  |  | $\uparrow \downarrow \bigcirc$ |  |  |
|  |  |  | $\bigcirc \uparrow \downarrow$ |  |  |
| \# basis states | 1 | 4 | 6 | 4 | 1 |

Table 3.1: Pictorial representation of the 16 dimensional Hilbert space for the 2-site Hubbard model.

Fermionic commutation relations show it is not enough to say a site is doubly occupied, because such outcome could be achieved with different phase factors by acting on the vacuum in two ways: $c_{i \uparrow}^{\dagger} c_{i \downarrow}^{\dagger}|0\rangle=$ $-c_{i \downarrow}^{\dagger} c_{i \uparrow}^{\dagger}|0\rangle$. The same reasoning applies if we are creating fermions on different sites. Therefore, when defining basis states one should always stick with some convention on the order of creation operators. We will follow the convention on [85]: $\left(1^{s t}\right)$ place spin- $\downarrow$ operators to the left of spin- $\uparrow$ operators, and $\left(2^{\text {nd }}\right)$ place operators on lower index sites to the right (sites being labeled from 1 to $M$ ). See table 3.2 .

Explicitly, the Hamiltonian we are now considering reads

[^6]| (2) (1) | Label | Algebraic | $\left\|n_{2 \downarrow} n_{1 \downarrow} n_{2 \uparrow} n_{1 \uparrow}\right\rangle$ | $\hat{S}_{z}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\uparrow \uparrow$ | $\left\|\phi_{1}\right\rangle$ | $c_{2 \uparrow}^{\dagger} c_{1 \uparrow}^{\dagger}\|0\rangle$ | $\|0011\rangle$ | 1 |
| $\bigcirc \uparrow \downarrow$ | $\left\|\phi_{2}\right\rangle$ | $c_{1 \downarrow}^{\dagger} c_{1 \uparrow}^{\dagger}\|0\rangle$ | $\|0101\rangle$ | 0 |
| $\uparrow \downarrow$ | $\left\|\phi_{3}\right\rangle$ | $c_{1 \downarrow}^{\dagger} c_{2 \uparrow}^{\dagger}\|0\rangle$ | $\|0110\rangle$ | 0 |
| $\downarrow \uparrow$ | $\left\|\phi_{4}\right\rangle$ | $c_{2 \downarrow}^{\dagger} c_{1 \uparrow}^{\dagger}\|0\rangle$ | $\|1001\rangle$ | 0 |
| $\uparrow \downarrow \bigcirc$ | $\left\|\phi_{5}\right\rangle$ | $c_{2 \downarrow}^{\dagger} c_{2 \uparrow}^{\dagger}\|0\rangle$ | $\|1010\rangle$ | 0 |
| $\downarrow \downarrow$ | $\left\|\phi_{6}\right\rangle$ | $c_{2 \downarrow}^{\dagger} c_{1 \downarrow}^{\dagger}\|0\rangle$ | $\|1100\rangle$ | -1 |

Table 3.2: Different representations of basis states for 2 sites and 2 electrons, and their respective $\hat{S}_{z}$ value. We see $\left|\phi_{2}\right\rangle$ and $\left|\phi_{5}\right\rangle$ are singlet states (all electrons are paired and $\hat{S}_{z}=0$ ) while the other basis states are triplets (two unpaired electrons).

$$
\begin{align*}
\hat{H} & =\hat{H}_{\tau}+\hat{H}_{U} \\
& =-\tau \sum_{\sigma}\left(c_{1 \sigma}^{\dagger} c_{2 \sigma}+c_{2 \sigma}^{\dagger} c_{1 \sigma}\right)+U \sum_{i=1}^{2} \hat{n}_{i \uparrow} \hat{n}_{i \downarrow}  \tag{3.16}\\
& =-\tau\left(c_{1 \uparrow}^{\dagger} c_{2 \uparrow}+c_{2 \uparrow}^{\dagger} c_{1 \uparrow}+c_{1 \downarrow}^{\dagger} c_{2 \downarrow}+c_{2 \downarrow}^{\dagger} c_{1 \downarrow}\right)+U\left(\hat{n}_{1 \uparrow} \hat{n}_{1 \downarrow}+\hat{n}_{2 \uparrow} \hat{n}_{2 \downarrow}\right) .
\end{align*}
$$

We would now like to find the spectra for this Hamiltonian. The matrix components of $\hat{H}$ can be found by evaluating its action on the complete basis set in Table 3.2. We first note that the total spin, $\hat{S}_{z}=$ $1 / 2 \sum_{i}\left(\hat{n}_{i \uparrow}-\hat{n}_{i \downarrow}\right)$, is also conserved by the general Hubbard Hamiltonian, $\left[\hat{S}_{z}, \hat{H}\right]=0$, independently of the number of sites and lattice geometry. This is a consequence of $\left[\hat{H}, \hat{n}_{i \sigma}\right]=0$, as already shown. Since $\hat{H}$ doesn't apply transitions between different total spin states, the 2-electron $6 \times 6$ block of the 16 dimensional representation of the 2 -site Hamiltonian can be further reduced to a direct sum of $\hat{S}_{z}=-1,0,1$ sectors.

Since there is only one state in the matrix blocks with $\hat{S}_{z}=1$ and $\hat{S}_{z}=-1$, we immediately see $\left|\phi_{1}\right\rangle$ and $\left|\phi_{6}\right\rangle$ are eigenstates of $\hat{H}$. To find the associated eigenvalues we first verify the kinetic part of the Hamiltonian is zero for these states, because both sites have equal spin and hopping is forbidden by the Pauli exclusion principle, since it would result in an orbital with two equal spin electrons. As for the $\hat{H}_{U}$ part, when it is applied to a basis state it counts the number of orbitals with two electrons of such state and returns the state vector multiplied by that number and $U$. Therefore, $\hat{H}_{U}$ acting on $\left|\phi_{1}\right\rangle$ and $\left|\phi_{6}\right\rangle$ also yields zero and one sees these eigenkets have eigenvalues equal to 0 . This reasoning can be confirmed by explicitly evaluating $\hat{H}$ applied to $\left|\phi_{1}\right\rangle$ and $\left|\phi_{6}\right\rangle$.

To determine the matrix elements in the $\hat{S}_{z}=0$ block we must compute $\hat{H}$ applied to the basis vectors in this sector. For the reason explained previously, we can already expect $\hat{H}_{U}$ will only give non zero value when acting on $\left|\phi_{2}\right\rangle$ and $\left|\phi_{5}\right\rangle$. By performing the calculation one obtains the following relations,

$$
\begin{align*}
\hat{H}\left|\phi_{2}\right\rangle & =-\tau\left(\left|\phi_{3}\right\rangle+\left|\phi_{4}\right\rangle\right), \\
\hat{H}\left|\phi_{3}\right\rangle & =-\tau\left(\left|\phi_{2}\right\rangle+\left|\phi_{5}\right\rangle\right),  \tag{3.17}\\
\hat{H}\left|\phi_{4}\right\rangle & =-\tau\left(\left|\phi_{2}\right\rangle+\left|\phi_{5}\right\rangle\right), \\
\hat{H}\left|\phi_{5}\right\rangle & =-\tau\left(\left|\phi_{3}\right\rangle+\left|\phi_{4}\right\rangle\right) .
\end{align*}
$$

Hence, the matrix representation of the Hamiltonian is

$$
\hat{H}=\left(\begin{array}{c|cccc|c}
0 & 0 & 0 & 0 & 0 & 0  \tag{3.18}\\
\hline 0 & U & -\tau & -\tau & 0 & 0 \\
0 & -\tau & 0 & 0 & -\tau & 0 \\
0 & -\tau & 0 & 0 & -\tau & 0 \\
0 & 0 & -\tau & -\tau & U & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

To derive the full set of the eigenvalues of this Hamiltonian one is left with the task of solving the characteristic equation for the middle block,

$$
\begin{equation*}
\varepsilon^{2}\left(\varepsilon^{4}-4 \varepsilon^{2} \tau^{2}+4 \varepsilon \tau^{2} U+\varepsilon^{2} U^{2}-2 \varepsilon^{3} U\right)=0 \tag{3.19}
\end{equation*}
$$

which has four exact solutions. Together with the previously found two eigenvalues, the complete spectrum of the two-site two-electron Hubbard Hamiltonian, indexed in increasing order from the ground state to the highest excited state is

$$
\begin{align*}
\varepsilon_{1} & =U / 2\left(1-\sqrt{16(\tau / U)^{2}+1}\right) \\
\varepsilon_{2,3,4} & =0  \tag{3.20}\\
\varepsilon_{5} & =U \\
\varepsilon_{6} & =U / 2\left(1+\sqrt{16(\tau / U)^{2}+1}\right)
\end{align*}
$$

and the corresponding eigenkets are

$$
\begin{align*}
& \left|\psi_{1}\right\rangle=\left(\frac{\left(U+\sqrt{16 \tau^{2}+U^{2}}\right)^{2}}{8 \tau^{2}}+2\right)^{-1 / 2}\left(\left(\left|\phi_{2}\right\rangle+\left|\phi_{5}\right\rangle\right)+\frac{U+\sqrt{16 \tau^{2}+U^{2}}}{4 \tau}\left(\left|\phi_{3}\right\rangle+\left|\phi_{4}\right\rangle\right)\right), \\
& \left|\psi_{2}\right\rangle=\left|\phi_{1}\right\rangle, \\
& \left|\psi_{3}\right\rangle=\left|\phi_{6}\right\rangle, \\
& \left|\psi_{4}\right\rangle=\left(\left|\phi_{4}\right\rangle-\left|\phi_{3}\right\rangle\right) / \sqrt{2}  \tag{3.21}\\
& \left|\psi_{5}\right\rangle=\left(\left|\phi_{5}\right\rangle-\left|\phi_{2}\right\rangle\right) / \sqrt{2}, \\
& \left|\psi_{6}\right\rangle=\left(\frac{\left(U-\sqrt{16 \tau^{2}+U^{2}}\right)^{2}}{8 \tau^{2}}+2\right)^{-1 / 2}\left(\left(\left|\phi_{2}\right\rangle+\left|\phi_{5}\right\rangle\right)+\frac{U-\sqrt{16 \tau^{2}+U^{2}}}{4 \tau}\left(\left|\phi_{3}\right\rangle+\left|\phi_{4}\right\rangle\right)\right) .
\end{align*}
$$

This finishes the diagonalization task, but we can now also show how this problem can be simplified in the limiting region of $\tau \ll U$. By Taylor expanding the eigenvalues in the limit $\tau / U \ll 1$, we see that the eigenstates fall into two groups: the low energy sector, corresponding to the ground state and the three triplet states (excited), and the high energy sector, constituted by the other excited singlet states.

$$
\begin{array}{rlrlr}
\varepsilon_{1}=U / 2\left(1-\sqrt{16(t / U)^{2}+1}\right) & \approx-4 U(\tau / U)^{2}+O\left((\tau / U)^{3}\right) & \approx-4 \tau^{2} / U & \approx 0 \\
\varepsilon_{2,3,4}=0, & \approx 0 & \approx 0 & \approx 0 \\
\varepsilon_{5}=U, & \approx U & \approx U & \approx U \\
\varepsilon_{6}=U / 2\left(1+\sqrt{16(\tau / U)^{2}+1}\right) & & \approx U+4 U(\tau / U)^{2}+O\left((\tau / U)^{3}\right) & \approx U+4 \tau^{2} / U & \approx U \tag{3.22}
\end{array}
$$

For $\tau / U \ll 1$, charge fluctuations are no longer favorable because of the Coulomb repulsion between two electrons in the same orbital, and one has an one-electron-per-orbital configuration (remember we are in the
half-filling sector of the Hamiltonian). Because of this, we can forget the hopping degree of freedom, being left only with the spin degree of freedom. The low-energy spectrum calculated above can be retrieved by modeling only the spin with the Heisenberg Hamiltonian

$$
\hat{H}=\hat{K}+J \hat{\mathbf{S}}_{1} \cdot \hat{\mathbf{S}}_{2},
$$

where $\hat{K}=\left(-\tau^{2} / U\right) \mathbf{1}_{4 \times 4}$ and $J=4 \tau^{2} / U>0$ is the exchange constant for $\tau / U \ll 1$, antiferromagnetic. The spin- $1 / 2$ operator of the $i^{t h}$ orbital is expressed in terms of the Pauli matrices as $\hat{\mathbf{S}}=\left(\sigma^{x}, \sigma^{y}, \sigma^{z}\right) / 2$. Therefore,

$$
\begin{align*}
\hat{H} & =\hat{K}+J \hat{\mathbf{S}}_{1} \cdot \hat{\mathbf{S}}_{2} \\
& =K \mathbf{1}_{4 \times 4}+\frac{J}{4}\left(\sigma_{1}^{x} \otimes \sigma_{2}^{x}+\sigma_{1}^{y} \otimes \sigma_{2}^{y}+\sigma_{1}^{z} \otimes \sigma_{2}^{z}\right) \\
& =\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & -\frac{2 \tau^{2}}{U} & \frac{2 \tau^{2}}{U} & 0 \\
0 & \frac{2 \tau^{2}}{U} & -\frac{2 \tau^{2}}{U} & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \tag{3.23}
\end{align*}
$$

and one has spectrum $\{\varepsilon\}=\left\{-\frac{4 \tau^{2}}{U}, 0,0,0\right\}$.

## Chapter 4

# Digital quantum simulation of time-evolution 

"If you can't solve a problem, then there is an easier problem you can solve: find it."
— George Pólya, 1957

Already in 1929, Paul Dirac motivated the need to find approximate methods to study quantum systems, on account of the main difficulty left by quantum theory being that the exact application of its laws leads to equations which are too complicated to solve [86]. Motivated by this reasoning, over time we developed many methods and models with which we can find solutions to some problems, sometimes exactly.

When computers became available, the community naturally started wondering how to approach the problem with computation, and the simulation of quantum systems has long become a goal for Physics. In the Soviet Russia of 1975, R. P. Poplavskii argued that classical computers are inherently unable of simulating quantum systems due to the requirements imposed by the superposition principle [87]. Nevertheless, many clever classical computational algorithms have been developed to try and tackle the problem, such as Monte Carlo methods and tensor networks. The later have become quite powerful mathematical tools that are able to find in a subspace of the full Hilbert space of the problem the relevant correlation patterns to efficiently approximate solutions of certain Hamiltonians. However, their efficiency imposes some requirements on the systems that can be tackled, such as that of being only locally entangled [88, 89].

Simulating a generic quantum system with strong correlations appears to be a truly difficult problem for classical computers, as the full Hilbert space description of the problem resists compression. In 1982, Feynman proposed the approach of developing controlled quantum systems with which to simulate other quantum systems [11] and in 1996 Lloyd proposed the first theoretical solution to such problem [18]. The path of developing techniques of simulating quantum systems using other quantum systems has been followed by many since then [44, 90, 45, 46, 47, 48].

### 4.1 Jordan-Wigner mapping to the qubit space

The way in which we want to simulate a fermionic system with a quantum computer is by actually emulating the algebra of fermions with the algebra of qubits, effectively mapping the system we want to simulate into the computational objects we can manipulate. As we have seen, qubits are distinguishable two-level quantum systems which can be described as spin $1 / 2$ particles, however, the electronic system we want to simulate is composed of indistinguishable fermions. The quantum states of these two types of systems are governed by
different algebras. While fermions are described by the algebra in Eq 3.15, the $S U(2)$ algebra of Pauli spin operators describes spin $1 / 2$ particles. As we have seen in section 2.2 , these are given by

$$
\sigma^{x}=\left(\begin{array}{cc}
0 & 1  \tag{4.1}\\
1 & 0
\end{array}\right), \quad \sigma^{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

and naturally anti-commute on the same site,

$$
\begin{equation*}
\left\{\sigma^{\alpha}, \sigma^{\beta}\right\}=2 \delta^{\alpha \beta} \mathbf{1} \tag{4.2}
\end{equation*}
$$

The raising/lowering operators are

$$
\begin{align*}
& \sigma^{+}=|1\rangle\langle 0|=\frac{1}{2}\left(\sigma^{x}-i \sigma^{y}\right)=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right),  \tag{4.3}\\
& \sigma^{-}=|0\rangle\langle 1|=\frac{1}{2}\left(\sigma^{x}+i \sigma^{y}\right)=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \tag{4.4}
\end{align*}
$$

with the usual choice for the representation of basis vectors as

$$
\begin{equation*}
|0\rangle=\binom{1}{0}, \quad|1\rangle=\binom{0}{1} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{+}|0\rangle=|1\rangle, \quad \sigma_{+}|1\rangle=0, \quad \sigma_{-}|1\rangle=|0\rangle, \quad \sigma_{-}|0\rangle=0 \tag{4.6}
\end{equation*}
$$

Definition 4.1. Labeling the $n$ components of number basis for the fermionic Fock space in the form

$$
\begin{equation*}
|\mathbf{f}\rangle=\left|f_{n-1}, \ldots, f_{1}, f_{0}\right\rangle \tag{4.7}
\end{equation*}
$$

where $f_{i}=\{0,1\}$, the Jordan-Wigner transformation of the creation and annihilation operators, originally presented in [91], is given by

$$
\begin{gather*}
c_{j} \Leftrightarrow \mathbf{1}^{\otimes n-j-1} \otimes \sigma^{-} \otimes \sigma^{z \otimes j} \\
c_{j}^{\dagger} \Leftrightarrow \mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \otimes \sigma^{z \otimes j} . \tag{4.8}
\end{gather*}
$$

Theorem 4.2. The fermionic algebra is conserved by the operator identity defined in Eq 4.8, i.e.

$$
\begin{equation*}
\left\{c_{i}, c_{j}^{\dagger}\right\}=\delta_{i j} \mathbf{1} \tag{4.9}
\end{equation*}
$$

Proof.
We can prove this while also checking that $\hat{n}_{j}=c_{j}^{\dagger} c_{j}=\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \sigma^{-} \otimes \mathbf{1}^{\otimes j}$. First, we compute the number operator $\hat{n}_{j}=c_{j}^{\dagger} c_{j}$ as follows

$$
\begin{align*}
c_{j}^{\dagger} c_{j} & =\left(\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \otimes \sigma^{z} \otimes j\right. \\
& \left.=\left(\mathbf{1}^{\otimes n-j-1}\right)^{2} \otimes \mathbf{1}^{+} \sigma^{-} \otimes\left(\sigma^{z-j-1} \otimes j\right)^{2} \otimes \sigma^{z \otimes j}\right) \\
& =\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \sigma^{-} \otimes\left(\sigma^{z}\right)^{2 \otimes j}  \tag{4.10}\\
& =\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \sigma^{-} \otimes \mathbf{1}^{\otimes j} \\
& =\left[\mathbf{1}^{\otimes n-j-1} \otimes\left(\mathbf{1}-\sigma^{z}\right) \otimes \mathbf{1}^{\otimes j}\right] / 2,
\end{align*}
$$

where we have used $(A \otimes B)(C \otimes D)=A C \otimes B D,\left(\sigma^{z}\right)^{2}=\mathbf{1}$, and also

$$
\begin{align*}
\sigma^{+} \sigma^{-} & =\left(\sigma^{x}-i \sigma^{y}\right)\left(\sigma^{x}+i \sigma^{y}\right) / 4 \\
& =\left(\left(\sigma^{x}\right)^{2}+i\left[\sigma^{x}, \sigma^{y}\right]+\left(\sigma^{y}\right)^{2}\right) / 4  \tag{4.11}\\
& =\left(\mathbf{1}-\sigma^{z}\right) / 2
\end{align*}
$$

The $c_{j} c_{j}^{\dagger}$ term is computed in a similar way, and by combining the two we obtain the same-site anti-commutator

$$
\begin{align*}
\left\{c_{j}, c_{j}^{\dagger}\right\} & =c_{j} c_{j}^{\dagger}+c_{j}^{\dagger} c_{j} \\
& =\left(\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{-} \sigma^{+} \otimes \mathbf{1}^{\otimes j}\right)+\left(\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \sigma^{-} \otimes \mathbf{1}^{\otimes j}\right) \\
& =\mathbf{1}^{\otimes n-j-1} \otimes\left(\sigma^{-} \sigma^{+}+\sigma^{+} \sigma^{-}\right) \otimes \mathbf{1}^{\otimes j}  \tag{4.12}\\
& =\mathbf{1}^{\otimes n-j-1} \otimes\left\{\sigma^{-}, \sigma^{+}\right\} \otimes \mathbf{1}^{\otimes j} \\
& =\mathbf{1}^{\otimes n-j-1+1+j}=\mathbf{1}^{\otimes n}=\mathbf{1}_{2 n \times 2 n},
\end{align*}
$$

where we made use of $C \otimes(A+B)=C \otimes A+C \otimes B$ and $\left\{\sigma^{+}, \sigma^{-}\right\}=\mathbf{1}$. Let us now compute the different-site commutator by first considering the case with $j>i$. We have

$$
\left.\begin{array}{rl}
c_{j}^{\dagger} c_{i} & =\left(\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \otimes \sigma^{z} \otimes j\right. \\
& \left.=(\mathbf{1} \cdot \mathbf{1})^{\otimes n-j-1} \otimes\left(\mathbf{1}^{+} \mathbf{1}\right) \otimes\left(\sigma^{z} \mathbf{1}\right)^{\otimes j-i-1} \otimes \sigma^{-} \otimes \sigma^{z \otimes i}\right)  \tag{4.13}\\
& =\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{z} \otimes \sigma^{z} \otimes j-i-1 \\
\sigma^{z}
\end{array}\right) \otimes\left(\sigma^{z} \sigma^{2} \otimes i \quad \mathbf{1}^{\otimes i}, ~ \$\right.
$$

and in a similar way one gets to $c_{i} c_{j}^{\dagger}=\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \otimes \sigma^{z \otimes j-i-1} \otimes \sigma^{-} \sigma^{z} \otimes \mathbf{1}^{\otimes i}$. Therefore

$$
\begin{align*}
\left\{c_{i}, c_{j}^{\dagger}\right\}_{j>i} & =c_{i} c_{j}^{\dagger}+c_{j}^{\dagger} c_{i} \\
& =\left(\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \otimes \sigma^{z \otimes j-i-1} \otimes \sigma^{-} \sigma^{z} \otimes \mathbf{1}^{\otimes i}\right)+\left(\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \otimes \sigma^{z \otimes j-i-1} \otimes \sigma^{z} \sigma^{-} \otimes \mathbf{1}^{\otimes i}\right) \\
& =\mathbf{1}^{\otimes n-j-1} \otimes \sigma^{+} \otimes \sigma^{z \otimes j-i-1} \otimes\left\{\sigma^{-}, \sigma^{z}\right\} \otimes \mathbf{1}^{\otimes i}=0 \tag{4.14}
\end{align*}
$$

because $\left\{\sigma^{-}, \sigma^{z}\right\}=0$. Similarly, for $j<i$

$$
\begin{align*}
c_{j}^{\dagger} c_{i} & =\mathbf{1}^{\otimes n-i-1} \otimes \sigma^{-} \otimes \sigma^{z \otimes i-j-1} \otimes \sigma^{+} \sigma^{z} \otimes \mathbf{1}^{\otimes j}  \tag{4.15}\\
c_{i} c_{j}^{\dagger} & =\mathbf{1}^{\otimes n-i-1} \otimes \sigma^{-} \otimes \sigma^{z \otimes i-j-1} \otimes \sigma^{z} \sigma^{+} \otimes \mathbf{1}^{\otimes j},  \tag{4.16}\\
\left\{c_{i}, c_{j}^{\dagger}\right\}_{j<i} & =\mathbf{1}^{\otimes n-i-1} \otimes \sigma^{-} \otimes \sigma^{z \otimes i-j-1} \otimes\left\{\sigma^{+}, \sigma^{z}\right\} \otimes \mathbf{1}^{\otimes j}=0 . \tag{4.17}
\end{align*}
$$

Thus, in general, $\left\{c_{i}, c_{j}^{\dagger}\right\}=\delta_{i j} \mathbf{1}$.

The Jordan-Wigner transformation is an example of a duality, in that it gives us two equivalent descriptions of the same physical phenomena in terms of the transformed Hamiltonian it allows us to obtain from the original one. In section 5.2 .3 we will see one such example with the Hubbard Hamiltonian which when translated with the Jordan-Wigner transformation exhibits non-local interactions.

Besides this transformation, the Bravyi-Kitaev [46] and the Bravyi-Kitaev super fast [92] transformations are the other most common mappings currently under research.

### 4.2 The phase estimation approach

To achieve the goal of estimating Hamiltonian eigenvalues with the PEA and the IPEA, we will need to simulate the evolution operator, $\mathcal{U}(t)$, obtained from the Hamiltonian being considered. We will now review elementary quantum dynamics.

In quantum mechanics, time is just a parameter and not an operator. In the Schrödinger representation, a state ket evolves in time as acted upon by the time-evolution operator,

$$
\begin{equation*}
\left|\psi, t_{0} ; t\right\rangle=\mathcal{U}\left(t, t_{0}\right)\left|\psi, t_{0}\right\rangle \tag{4.18}
\end{equation*}
$$

which necessarily has the properties,

$$
\begin{align*}
& \mathcal{U}^{\dagger}\left(t, t_{0}\right) \mathcal{U}\left(t, t_{0}\right)=\mathbf{1}  \tag{4.19}\\
& \mathcal{U}\left(t_{2}, t_{0}\right)=\mathcal{U}\left(t_{2}, t_{1}\right) \mathcal{U}\left(t_{1}, t_{0}\right), \quad\left(t_{2}>t_{1}>t_{0}\right) \tag{4.20}
\end{align*}
$$

The Hamiltonian operator, hermitian, is the generator of time evolution, and the infinitesimal evolution operator can be written as

$$
\begin{equation*}
\mathcal{U}\left(t_{0}+d t, t_{0}\right)=1-i H d t \tag{4.21}
\end{equation*}
$$

leading to the Schrödinger equation for the time-evolution operator

$$
\begin{equation*}
i \frac{\partial}{\partial t} \mathcal{U}\left(t, t_{0}\right)=H \mathcal{U}\left(t, t_{0}\right) \tag{4.22}
\end{equation*}
$$

The form taken by $\mathcal{U}\left(t, t_{0}\right)$ will depend on the following cases:
(a) When the Hamiltonian is independent of time we write,

$$
\begin{equation*}
\mathcal{U}\left(t, t_{0}\right)=e^{-i\left(t-t_{0}\right) H} \tag{4.23}
\end{equation*}
$$

(b) If the Hamiltonian is time dependent but commutes at different instants the solution comes from

$$
\begin{equation*}
\mathcal{U}\left(t, t_{0}\right)=e^{-i \int_{t_{0}}^{t} d t^{\prime} H\left(t^{\prime}\right)} \tag{4.24}
\end{equation*}
$$

(c) Else, when the Hamiltonian doesn't commute with itself at different times, the Dyson series provides a solution,

$$
\begin{equation*}
\mathcal{U}\left(t, t_{0}\right)=1+\sum_{n=1}^{\infty}(-i)^{n} \int_{t_{0}}^{t} d t_{1} \int_{t_{0}}^{t_{1}} d t_{2} \cdots \int_{t_{0}}^{t_{n-1}} d t_{n} H\left(t_{1}\right) H\left(t_{2}\right) \cdots H\left(t_{n}\right) \tag{4.25}
\end{equation*}
$$

Here the operators are time-ordered, meaning that operators at later times are to the right.

Let us now consider only case (a). Here, when we expand the initial state ket of the system in terms of the eigenkets of the Hamiltonian operator, $\left|\varepsilon_{n}\right\rangle$, with eigenvalue $\varepsilon_{n}$,

$$
\begin{equation*}
|\psi\rangle=\sum_{n} \alpha_{n}\left|\varepsilon_{n}\right\rangle \tag{4.26}
\end{equation*}
$$

we can write $\mathcal{U}(t, 0)$ as

$$
\begin{equation*}
\mathcal{U}(t) \equiv \mathcal{U}(t, 0)=\sum_{n}\left|\varepsilon_{n}\right\rangle e^{-i t \varepsilon_{n}}\left\langle\varepsilon_{n}\right| \tag{4.27}
\end{equation*}
$$

and apply it to the state ket to solve the initial value problem,

$$
\begin{equation*}
|\psi\rangle=\sum_{n} \alpha_{n} e^{-i t \varepsilon_{n}}\left|\varepsilon_{n}\right\rangle \tag{4.28}
\end{equation*}
$$

From this result we can see that the phase of the coefficient associated to eigenket $\left|\varepsilon_{n}\right\rangle$ oscillates with period

$$
\begin{equation*}
T_{n}=\left|\frac{2 \pi}{\varepsilon_{n}}\right| \tag{4.29}
\end{equation*}
$$

and if the system is initially in an eigenstate of $H$, it will remain there forever (stationary state).
To reproduce $\mathcal{U}(t)$ with a digital circuit, a quantum register with the suitable number of qubits to implement this unitary operator is necessary. From the universality property of quantum computing, it is always possible to construct a circuit to approximate $\mathcal{U}(t)$ with arbitrary precision using some decomposition on the elementary gates. However, we are not always guaranteed to find efficient decompositions. When we are not lucky enough, this may become a bottleneck for the PEA and the IPEA. In the next section we will approach this problem through the Trotter-Suzuki decomposition.

As we have seen in sections 2.4 and 2.5 the algorithms also need to implement powers of the evolution operator. Since $H$ commutes with itself, we have

$$
\begin{equation*}
\mathcal{U}^{p}(t)=\mathcal{U}(p t) \tag{4.30}
\end{equation*}
$$

and the exponentiation becomes simple.
As made explicit by Eq. 4.27 , the eigenvalues of $\mathcal{U}(t)$ are $e^{-i t \varepsilon_{n}}$. We have seen before that the phase estimation procedures output $\varphi_{n}=-\frac{t \varepsilon_{n}}{2 \pi}$. Then, if we define some value for the time parameter and implement phase estimation with the evolution operator $\mathcal{U}(t)$ associated to the Hamiltonian we are studying, we obtain the eigenvalue from

$$
\begin{equation*}
\varepsilon_{n}=-\frac{\varphi_{n} 2 \pi}{t} \tag{4.31}
\end{equation*}
$$

We will refer to this method as a single-shot estimation, because we only evaluate $\mathcal{U}(t)$ for a single value of $t$. The quality of our estimation of $\varepsilon_{n}$ will depend only on the accuracy and precision of the reading for $\varphi_{n}$.

We can improve the quality of the results by doing the computation with a different approach we will call multiple-shot. In the multiple shot method we take advantage of the free parameter of time in $\mathcal{U}(t)$ and perform several estimations for different values of $t$. Since $\varphi_{n}=-\frac{t \varepsilon_{n}}{2 \pi}$, we expect to obtain a linear dependence of the phase with time. By classically fitting the results of all the computations with linear regression we can estimate the energy value from the slope $m$ according to

$$
\begin{equation*}
\varepsilon_{n}=-2 \pi m \tag{4.32}
\end{equation*}
$$

Naturally, the greater the number of time-steps (shots) we can compute inside the time window of a full period, Eq 4.29, the better the linear fitting will be. However, the computation time scales linearly in the number of shots performed, and more importantly, in general we don't know the period, so we might need to approach this with some heuristic.

### 4.3 Trotter-Suzuki decomposition

The name of the game in phase estimation is to implement the operator $\mathcal{U}(t)=e^{i H t}$. With the time evolution operator written in terms of Pauli spin matrices we have the conditions to start implementing it on the quantum


Figure 4.1: An example of how to code the exponential of the tensor product of three Pauli $\sigma^{z}$ matrices, $\exp \left(-i(\theta / 2) \sigma_{0}^{z} \sigma_{1}^{z} \sigma_{2}^{z}\right)$.


Figure 4.2: An example of how to code the exponential of the tensor product of $\exp \left(-i(\theta / 2) \sigma_{0}^{z} \sigma_{1}^{x} \sigma_{2}^{x} \sigma_{3}^{y}\right)$.
computer. Let us first consider the exponential of a tensor product of $\sigma_{z}$ gates. Fig 4.1. gives an example. Generally, this will need only one $R_{z}$ gate and $2(n-1) c X$ gates to compute the parity of the qubits. If the exponential contains $\sigma^{x}$ or $\sigma^{y}$ matrices, we need to change to the $X$ or $Y$ basis before computing parity, respectively. This is done by applying an $H$ or $R_{x}(\pi / 2)$ gate prior to the action of the $c X$ gates, and their inverses afterwards, as exemplified in Fig 4.2 .

Given that the Jordan-Wigner transformed Hamiltonian is a sum of terms $H=\sum_{m} h_{m}$, we would like to simulate the time evolution operator by exponentiating each individual term $h_{m}$ and multiplying them together, since we already learned a very useful way of translating exponentials of Pauli matrix products into quantum circuits. However, this would only be allowed if all the terms commuted. In general this is not the case, and when not all these terms commute with each other, we can often construct two sets of mutually commuting terms. Call these $S_{1}=\left\{h_{i}, \cdots, h_{j}\right\}$ and $S_{2}=\left\{h_{j+1}, \cdots, h_{m}\right\}$. In each of these sets, all operators commute among themselves but no single operator from one set commutes with all the operators of the other set. Therefore, when we compute the unitary evolution operator for this system,

$$
\begin{equation*}
\mathcal{U}(t)=e^{-i t H} \tag{4.33}
\end{equation*}
$$

we can break the exponential of the sum into a product of exponentials for the terms in each of these sets, but not when we mix both sets.

Besides the Dyson expansion in Eq4.25, other expansions exist to calculate approximations to the time evolution propagator. One of these is the Trotter-Suzuki decomposition [93] which reads, to first order,

$$
\begin{equation*}
e^{(A+B) t}=\left(e^{A t / n} e^{B t / n}\right)^{n}+O(t \Delta t) \tag{4.34}
\end{equation*}
$$

and to second order is given by


Figure 4.3: Gate decomposition of the controlled $-R_{z}(\theta)$ operation necessary to apply the controlled unitary evolution operator.

$$
\begin{equation*}
e^{(A+B) t}=\left(e^{A t / 2 n} e^{B t / n} e^{A t / 2 n}\right)^{n}+O\left(t(\Delta t)^{2}\right) \tag{4.35}
\end{equation*}
$$

where $A=\sum\left\{S_{1}\right\}$ and $B=\sum\left\{S_{2}\right\}$. Also, note that $U^{p}(t)=U(p t)$, hence

$$
\begin{gather*}
\left(e^{(A+B) t}\right)^{p}=\left(e^{A t p / n} e^{B t p / n}\right)^{n}+O(t \Delta t)  \tag{4.36}\\
\left(e^{(A+B) t}\right)^{p}=\left(e^{A t p / 2 n} e^{B t p / n} e^{A t p / 2 n}\right)^{n}+O\left(t(\Delta t)^{2}\right) \tag{4.37}
\end{gather*}
$$

In the above expressions we are too thinking abstractly. Remembering the goal of using these expressions to perform efficient computations, we can rewrite the second order Trotter-Suzuki decomposition in a more clever form that will later require a smaller number of gates to be applied,

$$
\begin{equation*}
\left(e^{(A+B) t}\right)^{p}=e^{A t p / 2 n}\left(e^{B t p / n} e^{A t p / n}\right)^{n-1} e^{B t p / n} e^{A t p / 2 n}+O\left(t(\Delta t)^{2}\right) \tag{4.38}
\end{equation*}
$$

Using these decompositions, we can also approximate the time-evolution of a quantum system under a timevarying Hamiltonian by evolving the state discretely at small enough timesteps where the Hamiltonian is kept constant.

### 4.4 State preparation

As we have already seen, if starting the second register from a general state $|\psi\rangle$,

$$
\begin{equation*}
|\psi\rangle=\sum_{n} \alpha_{n}\left|\varepsilon_{n}\right\rangle \tag{4.39}
\end{equation*}
$$

the PEA will allow estimation of some eigenvalue with probability proportional to the coefficient associated to such eigenstate in the state decomposition over the basis. Thus, the eigenvalue we get is picked at random from the set of all eigenstates, and by carefully choosing the initially prepared state one can change the probability mass function over this set.

We could of course start the second register from a general state and try to discern all eigenvalues from the final PMF obtained. We already touched on this approach. However, for that we would need enough resolution in the first register to measure a probability distribution with clearly separated peaks at the various estimations for all the eigenkets present in the input state decomposition.

Sometimes we are not interested in doing that but only on finding some eigenvalue. More importantly, it may be very inefficient to do so classically if we are looking for eigenvalues of an unitarity with large dimension $D$, since we will have an exponential increase in the number of eigenvalues for each qubit added to the second register. Therefore, if we want to maximize the probability of estimating a specific eigenvalue we should feed the second register with a "good" initial state. For example, if our goal is to estimate the lowest energy level of an Hamiltonian, $\varepsilon_{0}$, we should prepare an initial state with a large overlap with the ground state $\left|\varepsilon_{0}\right\rangle$, that is

$$
\begin{equation*}
|\psi\rangle=\alpha_{0}\left|\varepsilon_{0}\right\rangle+\sum_{j=1}^{D-1} \alpha_{j}\left|\varepsilon_{j}\right\rangle \tag{4.40}
\end{equation*}
$$

with $\left|\alpha_{0}\right|^{2} \gg\left|\alpha_{j}\right|^{2} \forall j$. Thus, initial state preparation also plays an important role in the whole simulation process.

There are several methods to prepare an arbitrary state of $n$ qubits $|\psi\rangle$, defined by $2^{n}$ amplitudes. One of
those is the method developed by Shende et al. [94. This consists in constructing a circuit which is the reverse of the series of operations necessary to bring the state $|\psi\rangle$ to $|0\rangle_{n}$. When we come to explore experiments on real devices we will use this algorithm to prepare arbitrary states. We refer to the original publication for a detailed explanation.

Another approach to initialize states to the PEA or the IPEA would be to use the Variational Quantum Eigensolver [95] or some variation of this method. This may be of interest in some situations if the final circuit to prepare an approximation to the ground state ends up being shallower and using less gates while still getting sufficiently close to the desired state. If the obtained overlap with the ground state is large enough, the phase estimation procedure can extract the ground state eigenvalue precisely.

## Chapter 5

## Experiments on a real quantum computer

"It is practically certain that the physical laws, in their observable consequences, have a finite limit of precision."
— Kurt Gödel, [96] p. 206

### 5.1 Fourier transform

Let us begin this chapter by returning to Example 2.11. This will let us illustrate some of the concepts presented previously within this simple example. The circuit to perform the quantum Fourier transform of the input state $\left|\psi_{\text {in }}\right\rangle=(\sqrt{1 / 2}, 0,1 / 2,1 / 2)^{T}$ in basis $\left|q_{0} q_{1}\right\rangle \in\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$ is shown in Fig 5.1. The first five gates in the circuit prepare the initial state with the Shende et al. algorithm [94]; the sequence of operations and intermediate states is given by

$$
\begin{align*}
& \left|\psi_{0}\right\rangle=|00\rangle  \tag{5.1}\\
& \left|\psi_{1}\right\rangle=R_{y ; 0}\left(\frac{\pi}{2}\right)\left|\psi_{0}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|10\rangle)  \tag{5.2}\\
& \left|\psi_{2}\right\rangle=c X_{01}\left|\psi_{1}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)  \tag{5.3}\\
& \left|\psi_{3}\right\rangle=R_{y ; 1}\left(-\frac{\pi}{4}\right)\left|\psi_{2}\right\rangle=\frac{1}{\sqrt{2}}\left(\cos \frac{\pi}{8}|00\rangle-\sin \frac{\pi}{8}|01\rangle+\sin \frac{\pi}{8}|10\rangle+\cos \frac{\pi}{8}|11\rangle\right)  \tag{5.4}\\
& \left|\psi_{4}\right\rangle=c X_{01}\left|\psi_{3}\right\rangle=\frac{1}{\sqrt{2}}\left(\cos \frac{\pi}{8}|00\rangle-\sin \frac{\pi}{8}|01\rangle+\cos \frac{\pi}{8}|10\rangle+\sin \frac{\pi}{8}|11\rangle\right)  \tag{5.5}\\
& \left|\psi_{i n}\right\rangle=R_{y ; 1}\left(\frac{\pi}{4}\right)\left|\psi_{4}\right\rangle=\frac{1}{\sqrt{2}}|00\rangle+\frac{1}{2}(|10\rangle+|11\rangle) \tag{5.6}
\end{align*}
$$

The next three operations correspond to ${ }^{\prime} U_{\mathcal{Q} \mathcal{F} \mathcal{T}}^{(2)}$, the core of the quantum Fourier transform, and the final three $c X$ gates would not be necessary because we can send readout to our preferred classical registers. We decide to keep this to illustrate the SWAP operation.

Remember that the probability vector expected in an unitary simulator is

$$
\begin{equation*}
P M F \approx(72.86 \%, 7.32 \%, 12.50 \%, 7.32 \%)^{T} \tag{5.7}
\end{equation*}
$$



Figure 5.1: 2-qubit $\mathcal{Q F} \mathcal{T}$ circuit with the initial state from Example 2.11.


Figure 5.2: Side-by-side comparison of the theoretical and experimental probability distributions for the circuit in Fig 5.1.

We chose 2 qubits, $\left\{q_{1}, q_{2}\right\}$, from the ibmq_20_tokyo platform (Fig.2.12) and ran the computation 5000 times. The probability vector obtained experimentally is

$$
\begin{equation*}
P M F \approx(71.08 \%, 13.62 \%, 10.40 \%, 4.90 \%)^{T} \tag{5.8}
\end{equation*}
$$

yielding a fidelity of $F \approx 0.993$ and Jensen-Shannon divergence of $J S D \approx 0.009$. Both probability distributions are represented in Fig 5.2 .

### 5.2 Phase estimation

Let us skip the single-shot experiments and go straight to the more interesting multiple-shot ones, i.e. the time-varying method of determining the eigenvalues.

### 5.2.1 Zeeman Hamiltonian

## Unitary simulation

The unitary evolution operator obtained from the Hamiltonian in Eq 3.8 independent of time, can be seen to be

$$
\begin{align*}
\mathcal{U}_{Z}(t) & =e^{-i H_{Z} t}  \tag{5.9}\\
& =\left(\begin{array}{cc}
e^{-i c t} & 0 \\
0 & e^{i c t}
\end{array}\right)  \tag{5.10}\\
& =R_{z}(2 c t) \tag{5.11}
\end{align*}
$$



Figure 5.3: Circuit of the PEA implementation with 3 first register qubits for the Zeeman Hamiltonian. The $z$-rotation angle is $\theta=2 c t$ and the boxed operations correspond to ' $U_{\mathcal{Q} \mathcal{F} \mathcal{T}}^{\dagger}$.
where $R_{z}(\theta)$ is the $z$-rotation operation defined in Eq.2.15. We want to simulate this evolution operator $\mathcal{U}_{Z}(t)$ and estimate $\varphi_{u}$ for an eigenvalue written in the form $e^{2 \pi i \varphi_{u}}$. Therefore, we want to estimate $\varphi_{0}=-c t / 2 \pi$ if the second register is started at $|u\rangle=|0\rangle$ or $\varphi_{1}=c t / 2 \pi$ if $|u\rangle=|1\rangle$. With that, we will know the eigenvalues of $H_{Z}$.

To implement $\mathcal{U}_{Z}(t)$ we only need 1 qubit in the second register of the PEA. The circuit in Fig 5.3 will simulate $\mathcal{U}_{Z}(t)$ exactly, since this operator can be implemented with a single gate from the computer gate set. Note also that $R_{z}^{m}(\theta)=R_{z}(m \theta)$. The number of qubits in the first register will determine the resolution of the measurements. We will be using ibmq_20_tokyo to perform experiments, but even though this computer offers 20 qubits, their limited connectivity greatly increases the number of 2-qubit operations of the PEA circuits we can build in comparison to what would be possible with perfect connectivity. This in turn increases the susceptibility of the final computation to the errors accumulated along execution. Therefore, a compromise on resolution is needed to get results that are useful at all. We will choose a first register with only 3 qubits. With this choice, we can code the PEA for $H_{Z}$ with only 4 qubits and take advantage of one of the 2 subsets of 4 fully connected qubits that ibmq_20_tokyo offers (see Fig 2.12). This also allows us to end up with a circuit with small enough depth.

To study the effectiveness of this quantum algorithm, let us assume, without loss of generality,

$$
\begin{equation*}
c=3.8 \tag{5.12}
\end{equation*}
$$

and start the second register at eigenket $|u\rangle=|0\rangle$, which allows us to avoid the need to prepare the initial eigenket $|u\rangle$. As we have seen, our single input to the algorithm will be $\theta=2 c t$ and the output is $\varphi_{0}=-c t / 2 \pi$. By running multiple instances of the PEA for different values of $t$, we will be able to determine $c$ from the slope of the estimated $\widehat{\varphi}_{0}$.

Since this unitarity is of such a small dimension, we start by performing an unitary simulation with a classical emulation of a quantum computer to understand how the PEA should behave in the absence of noise and decoherence. Fig 5.4 shows the results. The mean phase direction, $\widehat{\varphi}_{0}$, of the PMFs obtained for each sampled $t$ is plotted as a function of time and the circular standard phase deviation from $\mathrm{Eq} 2.65, v_{0}$, is represented at each point by the height of the colored region at that point.

Notice there is an oscillation wrapped around the predicted slope. This is expected because the real phase $\varphi_{0}$ we are trying to measure travels on the vertical axis but can only be measured exactly at the discrete points of the first register basis states. This changes the $\widehat{\varphi}_{0}$ and $v_{0}$ of the PMF.

Furthermore, we perform linear regression on the $N=200$ values of $\widehat{\varphi}_{0}(t)$. To do that, we minimize the "chi-squared" function

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{N}\left(\frac{\widehat{\varphi}_{i}-f\left(t_{i}\right)}{v_{i}}\right)^{2} \tag{5.13}
\end{equation*}
$$



Figure 5.4: Unitary simulation of the evolution operator $\mathcal{U}_{Z}(t)$ with $c=3.8$. The mean phase direction is plotted as a function of 200 time values sampled uniformly between $t=0$ and $t=2$. At each point, the colored region has height equal to the circular standard phase deviation


Figure 5.5: Experimental results obtained in the ibmq_20_tokyo platform for the mean phase direction $\widehat{\varphi}_{0}=-\widehat{c} t / 2 \pi$ in $\mathcal{U}_{Z}(t)|0\rangle=e^{2 \pi i \varphi_{0}}|0\rangle$. The circular standard deviation is represented by the colored region, and is centered at $\widehat{\varphi}_{0}$.
where $v_{i}$ is the circular standard phase deviation error for each data-point $\widehat{\varphi}_{i}$ and $f\left(t_{i}\right)=m t+b$ is the fitting function whose parameters $m$ and $b$ we would like to find. The fitted slope coefficient we obtain is equal to $m \approx-0.6044$ with standard deviation $\sigma_{m} \approx 0.0017$ and $\frac{\chi^{2}}{N-2}=0.0748$, which is close to perfect. Hence, we recover the actual eigenvalue associated to eigenstate $|0\rangle$ of $H_{Z}$ with $\widehat{c}=-2 \pi \mathrm{~m}$ and $\sigma_{\widehat{c}} \approx 2 \pi \sigma_{m}$ yielding

$$
\begin{equation*}
\widehat{c} \approx 3.797 \pm 0.011 \tag{5.14}
\end{equation*}
$$

## Simulation on a real quantum computer

We are now ready to perform exactly the same procedure on the real ibmq_20_tokyo computer (Fig 2.12). To start with, we need to choose 4 qubits from this device to implement the algorithm. The subset we use is the four fully connected qubits $\left\{q_{7}, q_{8}, q_{12}, q_{13}\right\}$ and the average measurements of the physical parameters of these qubits at the time of execution were registered in Tab5.1. Notice that the biggest source of error comes from readout of the final qubit states.

| Frequency $(G H z)$ | 4.76 |
| :--- | ---: |
| $T_{1}(\mu s)$ | 116.25 |
| $T_{2}(\mu s)$ | 63.36 |
| Gate error $\left(10^{-3}\right)$ | 1.21 |
| Readout error $\left(10^{-2}\right)$ | 11.78 |
| Multi-qubit gate error $\left(10^{-2}\right)$ | 5.97 |

Table 5.1: Average measured parameters of qubits $\left\{q_{7}, q_{8}, q_{12}, q_{13}\right\}$ from ibmq_20_tokyo at the time of the experiment, 2018-10-17 at 1:27:06 am.

After coding the quantum circuit with the high level operations represented in Fig 5.3 using QISKit, we compile it to low level QASM code ending up with a circuit containing 33 gates in total, of which 12 are 2-qubit $c X$ gates.

For each timestamp we perform 5000 experiment runs, totaling $10^{6}$ executions for all simulated instants. The complete computational procedure takes a few minutes. Pause for a moment to consider the technological feat involved here. The measurement results we obtained are shown in Fig 5.5. We compare the 200 experimental PMFs to the theoretical ones by measuring Fidelity and Jensen-Shannon divergence. This is shown in Fig 5.6 as a function of time, and the overall average is marked by the dashed line. We again perform linear regression, selecting the final estimations $\widehat{\varphi}_{0}(t)$ obtained for $t \in[0.05,1.60]$. The results from linear regression are summarized in Tab5.2.


Figure 5.6: Distance measures between the theoretical and experimental probability distributions. Fidelity is represented in red and the Jensen-Shannon divergence in blue. Average values are provided.

| $t$ interval | $m$ | $\sigma_{m}$ | $b$ | $\sigma_{b}$ | $\chi^{2} /(N-2)$ | $\widehat{c}$ | $\sigma_{\widehat{c}}$ | $\epsilon=\|c-\widehat{c}\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[0.05,1.60]$ | -0.603 | 0.051 | 0.975 | 0.048 | 0.0068 | 3.79 | 0.32 | 0.006 |

Table 5.2: Linear regression results obtained with the experimental data of the PEA $H_{Z}$ simulation in ibmq_20_tokyo.

Thus, we estimate $\widehat{c} \approx 3.79 \pm 0.32$ with absolute error $\epsilon=0.006$, which translates to relative errors in precision and accuracy of, respectively, $8.4 \%$ and $0.16 \%$.

### 5.2.2 Ising Hamiltonian

### 5.2.2.1 Evolving an eigenstate

We will now simulate the evolution operator $\mathcal{U}_{I}(t)$ associated to the Ising Hamiltonian $H_{I}$ (Eq 3.10). It is trivial to check that the three terms in $H_{I}$ commute, hence there is no need for the Trotter-Suzuki decomposition and the evolution operator can be written as

$$
\begin{align*}
\mathcal{U}_{I}(t) & =e^{-i t H_{I}}  \tag{5.15}\\
& =e^{-i t c_{0} \sigma_{0}^{z}} e^{-i t c_{1} \sigma_{1}^{z}} e^{-i t J \sigma_{0}^{z} \sigma_{1}^{z}}  \tag{5.16}\\
& =\left(\begin{array}{cccc}
e^{-i t \varepsilon_{1}} & 0 & 0 & 0 \\
0 & e^{-i t \varepsilon_{2}} & 0 & 0 \\
0 & 0 & e^{-i t \varepsilon_{3}} & 0 \\
0 & 0 & 0 & e^{-i t \varepsilon_{4}}
\end{array}\right) \tag{5.17}
\end{align*}
$$

We will arbitrarily postulate the following

$$
\begin{equation*}
c_{0}=0.33, c_{1}=3.24, \quad J=1.17 \tag{5.18}
\end{equation*}
$$

which according to Eq 3.11 gives us the eigenstates,

$$
\begin{cases}\varepsilon_{1}=4.74 & ,|00\rangle  \tag{5.19}\\ \varepsilon_{2}=1.74 & ,|01\rangle \\ \varepsilon_{3}=-4.08 & ,|10\rangle \\ \varepsilon_{4}=-2.4 & ,|11\rangle\end{cases}
$$

with basis states again labeled as $\mid$ site $_{1}$, site $\left.{ }_{0}\right\rangle$. Repeating what was already said before, the goal is to estimate $\varphi_{u}=-t \varepsilon_{u} / 2 \pi$ in the eigenvalue $e^{i 2 \pi \varphi_{u}}$ associated with eigenket $|u\rangle$.


Figure 5.7: Scheme circuit for the PEA implementation of the Ising Hamiltonian. The boxed part corresponds to the unitary evolution operator $U_{I}(t)$, and we have $\theta_{1}=2 c_{0} t, \theta_{2}=2 c_{1} t, \theta_{3}=2 J t$. The first register is represented in condensed form.


Figure 5.8: PEA simulation results for the $H_{I}$ Hamiltonian. The first row of plots shows the results for an unitary simulation, the second row shows what was obtained on ibmq_20_tokyo, and the third row shows Fidelity in red and Jensen-Shannon divergence in blue (averages are dashed).

This time, circuit construction (Fig 5.7) needs 2 qubits on the second register instead of 1 as before. Preparing the states to feed into the second register is again very simple with these eigenstates by flipping bits using an $X$ gate.

Since we are again doing a computation in which we already know the actual eigenvalues, we can predict the period $T_{u}$ for the $\varphi_{u} \bmod 1$ signal of each eigenstate, e.g. the longest one will be $T_{2}=\left|2 \pi / \varepsilon_{2}\right| \approx 3.6$. Because of that, we will vary time between 0 and $T_{u}$, doing experiments for 200 time instants in this interval. Let us now decrease the first register to 2 qubits to keep using the ibmq_20_tokyo subset of 4 fully connected qubits.

The results from an unitary simulation are shown in the first row of Fig.5.8. Not surprisingly, we recover all of the expected eigenvalues precisely. Notice there are 4 points in time in which the phase is determined with zero standard deviation, corresponding to the case where $\varphi_{u}$ can be accurately decomposed in the basis states of the first register.

As for the real experimental computation, the 4 qubits chosen for the implementation were $\left\{q_{7}, q_{8}, q_{12}, q_{13}\right\}$, and at the time of execution, their averaged calibration parameters are shown in Tab 5.3 .

| Frequency $(G H z)$ | 4.76 |
| :--- | ---: |
| $T_{1}(\mu s)$ | 108.11 |
| $T_{2}(\mu s)$ | 72.66 |
| Gate error $\left(10^{-3}\right)$ | 1.18 |
| Readout error $\left(10^{-2}\right)$ | 11.55 |
| Multi-qubit gate error $\left(10^{-2}\right)$ | 6.79 |

Table 5.3: Average measured parameters of qubits $\left\{q_{7}, q_{8}, q_{12}, q_{13}\right\}$ from ibmq_20_tokyo in 2018-10-24 at the time of the experiment at 11:43:02 am.

After inspecting the individual error rates, $\left\{q_{8}, q_{13}\right\}$ were chosen as first register qubits. The prepared circuits ended up having 38 gates in total, of which 18 were $c X$ gates. The results are plotted in the middle row of Fig 5.8 . First, note that the correlation with the ideal scenario is clear, although now we have a higher standard deviation. One can even see the oscillation of the mean phase direction wrapped around the red linear regression line, for example in eigenstates 1 and 3 . The eigenvalues can be obtained with linear regression very accurately. The results from are summarized in Tab.5.4.

|  | $t$ interval | $m$ | $\sigma_{m}$ | $b$ | $\sigma_{b}$ | $\chi^{2} /(N-2)$ | $\widehat{\varepsilon}$ | $\sigma_{\widehat{\varepsilon}}$ | $\epsilon=\|\varepsilon-\widehat{\varepsilon}\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon_{1}$ | $[0,1.1]$ | -0.702 | 0.094 | 0.897 | 0.061 | 0.011 | 4.41 | 0.59 | 0.32 |
| $\varepsilon_{2}$ | $[0.2,3.7]$ | -0.280 | 0.031 | 0.997 | 0.075 | 0.023 | 1.76 | 0.20 | 0.023 |
| $\varepsilon_{3}$ | $[0.06,1.6]$ | 0.669 | 0.051 | -0.041 | 0.047 | 0.0094 | -4.20 | 0.32 | 0.12 |
| $\varepsilon_{4}$ | $[0.13,2.63]$ | 0.360 | 0.033 | 0.0079 | 0.0498 | 0.025 | -2.27 | 0.20 | 0.13 |

Table 5.4: Linear regression results obtained with the experimental data of the PEA $H_{I}$ simulation in $i b m q$ 20_tokyo.

We observe some unexpected experimental behaviors whose possible origin we have not yet understood. For example, the increase dispersion of the data at the region around $t=1$ of the plot for $\widehat{\varphi}_{2}$, and a small systematic bump of the estimated phase just after $t=1$ of the plot for $\widehat{\varphi}_{4}$.

### 5.2.2.2 Evolving a general state

In subsection 2.4 we studied the output PMF of the PEA when the second register is started from a general state. Let us now perform an experiment to probe this behavior. We will use the same Hamiltonian parameters and start from the general state

$$
\begin{equation*}
|\psi\rangle=\alpha_{1}|00\rangle+\alpha_{2}|01\rangle+\alpha_{3}|10\rangle+\alpha_{4}|11\rangle, \tag{5.20}
\end{equation*}
$$

choosing $\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right\}=\{1 / \sqrt{2}, 1 / \sqrt{4}, 1 / \sqrt{8}, 1 / \sqrt{8}\}$ as an example. Doing this on a real device would require a circuit module for state preparation. For now, we are only concerned with understanding how the PEA works with a practical example and how we could exploit the output PMF. We will skip the complications associated with initial state preparation and perform an emulation of the quantum circuit on an unitary simulator starting the second register from $|\psi\rangle$ already.

We begin by experimenting with a circuit selecting 4 qubits for the first register. As can be seen in Fig 5.9, a structure becomes apparent when we stitch the computed PMFs for all the time-steps. We can make this even clearer if we increase resolution. In Fig 5.9 we also show the probability map obtained from repeating the procedure with 5 bits of resolution on the first register. Notice how precisely defined the probability peaks start to become. That is an enlightening plot.

In principle, by classically analyzing this data from all the PMFs we can determine the four eigenvalues


Figure 5.9: Unitary simulation evolving the general state in Eq 5.20 with $\mathcal{U}_{I}(t)$ and measuring the phase with 4-bit (top) and 5-bit (bottom) resolution PEA.
and the modulus square of the four $\alpha_{u}$ coefficients, which would also allow us to closely delimitate the Hilbert space of the original state. We could do that because we know our unitarity has dimension 4, therefore we could devise a method like the following:

1. Rank the four highest peaks in the sampled PMF at each time-step $t$, and match them together for the various time-steps;
2. Perform linear regression on each of the four slopes to determine the four eigenvalues;
3. Average the probability of each peak along time to estimate each coefficient $\alpha_{u}$ from the general state.

However, this project is very rudimentary. The height of the peaks can be very similar sometimes, and with less measurement precision the more mixing we will have between different peaks. Furthermore, this fails when we have two or more equal $\alpha_{u}$ coefficients in the general state, because when ranking the peaks we would mix the points belonging to different slopes. Adding more eigenstates would make matters even worst. It seems worth exploring more sophisticated signal processing techniques to examine the obtained PMFs.

It should be said, however, that exploring general states in this way may only be useful for small systems, since the post-processing step is classical and the probability map gets exponentially denser with the information of the eigenvalues with every qubit added to the second register.

### 5.2.3 2-site Hubbard Hamiltonian



Figure 5.10: Index labeling for the 1D M-site Hubbard model, with $2 M$ fermionic modes.

With the identification in Fig 5.10 and for a one-dimensional chain, the $M$-site Hubbard Hamiltonian in Eq 3.14 becomes

$$
\begin{equation*}
H=-\tau \sum_{i=0}^{M-2}\left(c_{i}^{\dagger} c_{i+1}+c_{i+1}^{\dagger} c_{i}+c_{i+M}^{\dagger} c_{i+M+1}+c_{i+M+1}^{\dagger} c_{i+M}\right)+U \sum_{i=0}^{M-1} \hat{n}_{i} \hat{n}_{(i+M)} \tag{5.21}
\end{equation*}
$$

In particular, the 2-site Hamiltonian is

$$
\begin{equation*}
H=-\tau\left(c_{0}^{\dagger} c_{1}+c_{1}^{\dagger} c_{0}+c_{2}^{\dagger} c_{3}+c_{3}^{\dagger} c_{2}\right)+U\left(\hat{n}_{0} \hat{n}_{2}+\hat{n}_{1} \hat{n}_{3}\right) \tag{5.22}
\end{equation*}
$$

By employing the Jordan-Wigner transformation to express Eq 5.22 in terms of Pauli operators we get to

$$
\begin{equation*}
H_{H}=-\frac{\tau}{2}\left(\sigma_{1}^{x} \sigma_{0}^{x}+\sigma_{1}^{y} \sigma_{0}^{y}+\sigma_{3}^{x} \sigma_{2}^{x}+\sigma_{3}^{y} \sigma_{2}^{y}\right)+\frac{U}{4}\left(21-\sigma_{3}^{z}-\sigma_{2}^{z}-\sigma_{1}^{z}-\sigma_{0}^{z}+\sigma_{2}^{z} \sigma_{0}^{z}+\sigma_{3}^{z} \sigma_{1}^{z}\right) \tag{5.23}
\end{equation*}
$$

Proof.
To compute the first term of the Hamiltonian we need Eq 4.13 and Eq 4.15 to obtain

$$
\begin{align*}
H_{\tau}= & -\tau\left[\left(\mathbf{1}^{\otimes 2} \otimes \sigma^{-} \otimes \sigma^{+} \sigma^{z}\right)+\left(\mathbf{1}^{\otimes 2} \otimes \sigma^{+} \otimes \sigma^{z} \sigma^{-}\right)+\left(\sigma^{-} \otimes \sigma^{+} \sigma^{z} \otimes \mathbf{1}^{\otimes 2}\right)+\left(\sigma^{+} \otimes \sigma^{z} \sigma^{-} \otimes \mathbf{1}^{\otimes 2}\right)\right] \\
=- & \tau\left[\left(\mathbf{1}^{\otimes 2} \otimes \sigma^{-} \otimes \sigma^{+}\right)+\left(\mathbf{1}^{\otimes 2} \otimes \sigma^{+} \otimes \sigma^{-}\right)+\left(\sigma^{-} \otimes \sigma^{+} \otimes \mathbf{1}^{\otimes 2}\right)+\left(\sigma^{+} \otimes \sigma^{-} \otimes \mathbf{1}^{\otimes 2}\right)\right] \\
=- & \frac{\tau}{4}\left[\mathbf{1}^{\otimes 2} \otimes\left(\sigma^{x}+i \sigma^{y}\right) \otimes\left(\sigma^{x}-i \sigma^{y}\right)+\mathbf{1}^{\otimes 2} \otimes\left(\sigma^{x}-i \sigma^{y}\right) \otimes\left(\sigma^{x}+i \sigma^{y}\right)+\right. \\
& \left.\quad+\left(\sigma^{x}+i \sigma^{y}\right) \otimes\left(\sigma^{x}-i \sigma^{y}\right) \otimes \mathbf{1}^{\otimes 2}+\left(\sigma^{x}-i \sigma^{y}\right) \otimes\left(\sigma^{x}+i \sigma^{y}\right) \otimes \mathbf{1}^{\otimes 2}\right] \\
= & -\frac{\tau}{2}\left(\mathbf{1}^{\otimes 2} \otimes \sigma^{x \otimes 2}+\mathbf{1}^{\otimes 2} \otimes \sigma^{y \otimes 2}+\sigma^{x} \otimes 2 \otimes \mathbf{1}^{\otimes 2}+\sigma^{y} \otimes 2 \otimes \mathbf{1}^{\otimes 2}\right), \tag{5.24}
\end{align*}
$$

where we have used $\sigma^{+} \sigma^{z}=\sigma^{+}$and $\sigma^{z} \sigma^{-}=\sigma^{-}$. As for the second term, using Eq 4.10 it is also straightforward to see that

$$
\begin{align*}
H_{U}= & \frac{U}{4}\left[\left(\mathbf{1}^{\otimes 3} \otimes\left(\mathbf{1}-\sigma^{z}\right)\right)\left(\mathbf{1} \otimes\left(\mathbf{1}-\sigma^{z}\right) \otimes \mathbf{1}^{\otimes 2}\right)+\left(\mathbf{1}^{\otimes 2} \otimes\left(\mathbf{1}-\sigma^{z}\right) \otimes \mathbf{1}\right)\left(\left(\mathbf{1}-\sigma^{z}\right) \otimes \mathbf{1}^{\otimes 3}\right)\right] \\
= & \frac{U}{4}\left[\mathbf{1} \otimes\left(\mathbf{1}-\sigma^{z}\right) \otimes \mathbf{1} \otimes\left(\mathbf{1}-\sigma^{z}\right)+\left(\mathbf{1}-\sigma^{z}\right) \otimes \mathbf{1} \otimes\left(\mathbf{1}-\sigma^{z}\right) \otimes \mathbf{1}\right]  \tag{5.25}\\
= & \frac{U}{4}\left(2 \mathbf{1}^{\otimes 4}-\sigma^{z} \otimes \mathbf{1}^{\otimes 3}-\mathbf{1} \otimes \sigma^{z} \otimes \mathbf{1}^{\otimes 2}-\mathbf{1}^{\otimes 2} \otimes \sigma^{z} \otimes \mathbf{1}-\mathbf{1}^{\otimes 3} \otimes \sigma^{z}\right. \\
& \left.\quad+\mathbf{1} \otimes \sigma^{z} \otimes \mathbf{1} \otimes \sigma^{z}+\sigma^{z} \otimes \mathbf{1} \otimes \sigma^{z} \otimes \mathbf{1}\right)
\end{align*}
$$

The Hamiltonian we obtained in Eq 5.23 has 11 terms. Let us label the $i$-th term, $h_{i}$, in the the same order it appears in this equation. It is straightforward to compute the commutation relations between all the pairs of terms, for instance,

$$
\begin{align*}
{\left[h_{1}, h_{2}\right] } & =-\frac{\tau^{2}}{4}\left(\sigma_{1}^{x} \sigma_{0}^{x} \sigma_{1}^{y} \sigma_{0}^{y}-\sigma_{1}^{y} \sigma_{0}^{y} \sigma_{1}^{x} \sigma_{0}^{x}\right) \underset{(a)}{=}-\frac{\tau^{2}}{4}\left(\sigma_{1}^{x} \sigma_{0}^{x} \sigma_{1}^{y} \sigma_{0}^{y}-\sigma_{1}^{y} \sigma_{1}^{x} \sigma_{0}^{y} \sigma_{0}^{x}\right)  \tag{5.26}\\
& =-\frac{\tau^{2}}{4}\left(\sigma_{1}^{x} \sigma_{0}^{x} \sigma_{1}^{y} \sigma_{0}^{y}-\sigma_{1}^{x} \sigma_{1}^{y} \sigma_{0}^{x} \sigma_{0}^{y}\right) \underset{(c)}{=}-\frac{\tau^{2}}{4}\left(\sigma_{1}^{x} \sigma_{0}^{x} \sigma_{1}^{y} \sigma_{0}^{y}-\sigma_{1}^{x} \sigma_{0}^{x} \sigma_{1}^{y} \sigma_{0}^{y}\right)=0 \tag{5.27}
\end{align*}
$$

where at $(a)$ and $(c)$ we commute Pauli operators on different sites, and at (b) we use the usual Eq.4.2. Below, we represent the commutation relations for all of the pairs of terms obtained with the transformation. Commuting terms are marked with a dot.


As shown, we can construct two sets of mutually commuting terms of this Hamiltonian: $S_{1}=\left\{h_{1}, h_{2}, h_{3}, h_{4}\right\}$, $S_{2}=\left\{h_{5}, h_{6}, h_{7}, h_{8}, h_{9}, h_{10}, h_{11}\right\}$. In each of these sets, all operators commute among themselves, but no
single operator from one set commutes with all the operators from the other set. We will use these sets to build different Trotter decompositions of the time-evolution operator.

Furthermore, we only need to simulate 10 of the 11 terms in this Hamiltonian, since one of them is a constant, which amounts to a phase we can easily replace back in the end. Therefore, the Hamiltonian we want to study is

$$
\begin{equation*}
H_{H}^{\prime}=H_{H}-\frac{U}{2} \mathbf{1} \tag{5.29}
\end{equation*}
$$

and the eigenvalues we are going to get are given in terms of the original eigenvalues in Eq 3.20 by

$$
\begin{equation*}
\varepsilon_{i}^{\prime}=\varepsilon_{i}-\frac{U}{2} \tag{5.30}
\end{equation*}
$$

We will simulate the evolution operator

$$
\begin{equation*}
\mathcal{U}_{H}^{\prime}=e^{-i t H_{H}^{\prime}}=e^{-i t\left(\sum S_{1}+\sum S_{2}\right)} \tag{5.31}
\end{equation*}
$$

and estimate $\varphi^{\prime}$ for an eigenvalue written as $e^{2 \pi i \varphi^{\prime}}$. That will let us know $\varepsilon_{i}$.
The simulation of this Hamiltonian requires 4 qubits in the second register. For the first register, as usual, we can choose as many qubits as we want according to the resolution we want to achieve. We need to build the circuit for the time-evolution operator $\mathcal{U}_{H}^{\prime}(t)$, and since not all terms in $H_{H}^{\prime}$ commute, this time the Trotter decomposition has to be performed and it plays an important role in the process, as we will see. The two pieces of the time-evolution operator which we combine to build the Trotter order we need, are represented by the circuits in Fig 5.11 Here, the angles should be adjusted properly, accounting for time $t$, the Trotter number $n$, the exponent $p$ of the unitarity applied according to the control qubit on the first register, and the Hamiltonian parameters $\tau, U$. These are given by

$$
\begin{gather*}
\theta_{1}=\theta_{2}=\theta_{3}=\theta_{4}=-\tau t p / n \\
\theta_{6}=\theta_{7}=\theta_{8}=\theta_{9}=-\theta_{10}=-\theta_{11}=-U t p /(2 n) \tag{5.32}
\end{gather*}
$$

We will be performing estimations with the multiple-shot method by assuming the following Hamiltonian parameters

$$
\begin{equation*}
\tau=0.34423, \quad U=1.28473 \tag{5.33}
\end{equation*}
$$

which gives us the eigenstates (refer back to Eq. 3.21),

$$
\begin{cases}\varepsilon_{1}=-0.299235 & ,\left|\psi_{1}\right\rangle  \tag{5.34}\\ \varepsilon_{2}=0 & ,\left|\psi_{2}\right\rangle \\ \varepsilon_{3}=0 & ,\left|\psi_{3}\right\rangle \\ \varepsilon_{4}=0 & ,\left|\psi_{4}\right\rangle \\ \varepsilon_{5}=1.28473 & ,\left|\psi_{5}\right\rangle \\ \varepsilon_{6}=1.58396 & ,\left|\psi_{6}\right\rangle\end{cases}
$$

We will vary time inside the period of the phase signal obtained with each eigenstate ( Eq 4.29 ), doing experiments for 100 time instants in this interval. This is the first example in which state preparation is not trivial with some of the eigenstates, namely $\left|\psi_{1}\right\rangle,\left|\psi_{4}\right\rangle,\left|\psi_{5}\right\rangle$ and $\left|\psi_{6}\right\rangle$. We will prepare the eigenstates with the method by Shende et al. [94] and estimate directly the eigenvalue associated to each of them. As has already happened in the previous two examples, this is again not the approach one would follow for a really unknown


Figure 5.11: PEA Hubbard 2-site Hamiltonian.
eigensystem of some Hamiltonian. In the future, when we have sizable quantum computers available, we will need an extra step of guessing a good initial state for the second register close to the eigenstate we want to determine.

Right now we are only concerned with finding experimental proof for phase estimation algorithms. Before that, however, we want to understand how the circuit for the PEA with this model will perform on an ideal scenario. We start with unitary simulations on a classical emulator assuming full qubit connectivity. Let us choose 3 first register qubits for 3 -bit resolution, which yields an algorithm on 7 qubits in total.

## Results

The method correctly approximates all eigenvalues from the slope coefficient $m$ with,

$$
\begin{equation*}
\widehat{\varepsilon}_{i}=-2 \pi m_{i}+\frac{U}{2} \tag{5.35}
\end{equation*}
$$

for both Trotter orders. We ran 12 experiments: computing the 6 eigenvalues with the 2 Trotter expansions, always choosing $n=5$ and sampling 50 timestamps, at each one performing 1000 experiments. We calculate the absolute error each time, $\epsilon_{i}=\left\|\varepsilon_{i}-\widehat{\varepsilon}_{i}\right\|$, where $\varepsilon_{i}$ is the theoretical eigenvalue, and summarize the obtained results in Tab 5.5

This serves the purpose of preliminary inspection of results, but now we want to better understand the effect of the first 2 Trotter orders on the final estimations. In Fig 5.12 we show the obtained results when varying the Trotter number from 1 to 9 to study its influence in the estimation of the ground state eigenvalue $\varepsilon_{1}$, and on the total number of gates obtained in the final circuits. We see the error of the estimation decreasing but not a clear distinction between $1^{s t}$ and $2^{\text {nd }}$ Trotter orders. Regarding the total number of gates of the circuits we ran for 5 Trotter steps, having 3 first register qubits and all-to-all qubit connectivity, we got to

|  | $\epsilon_{i}\left(1^{\text {st }}\right.$ order $)$ | $\epsilon_{i}\left(2^{\text {nd }}\right.$ order $)$ | $\varepsilon_{i}$ |
| :--- | :---: | :---: | :---: |
| $\left\|\varepsilon_{1}\right\rangle$ | 0.14713 | 0.014224 | -0.299235 |
| $\left\|\varepsilon_{2}\right\rangle$ | 0.01351 | 0.01351 | 0 |
| $\left\|\varepsilon_{3}\right\rangle$ | 0.01351 | 0.01351 | 0 |
| $\left\|\varepsilon_{4}\right\rangle$ | 0.01351 | 0.01351 | 0 |
| $\left\|\varepsilon_{5}\right\rangle$ | 0.01864 | 0.01864 | 1.28473 |
| $\left\|\varepsilon_{6}\right\rangle$ | 0.06364 | 0.06173 | 1.58396 |

Table 5.5: All eigenvalues obtained in independent experiments with $n=5$ and both Trotter-Suzuki orders.


Figure 5.12: The 36 simulations represented here are unitary and assume full qubit connectivity.

- $1^{\text {st }}$ Trotter order (Eq4.36): 1044 gates in total, of which 486 were two-qubit gates.
- $2^{\text {nd }}$ Trotter order (Eq4.38): 1164 gates in total, of which 534 were two-qubit gates.
- $2^{\text {nd }}$ Trotter order "naive" (Eq 4.37): 1644 gates in total, of which 726 were two-qubit gates.

Bearing in mind that our goal is to actually implement this algorithm on the real device of IBM, these plots don't show good news. As we can see, the total number of gates quickly becomes very high for present-day devices, even considering total qubit connectivity. For just 1 Trotter step, using $1^{\text {st }}$ order Trotter decomposition, the compiled PEA program with 3 first register qubits already has 228 gates in total, of which 102 are 2-qubit gates. These numbers are only considering the PEA itself and don't even count the circuit that needs to be built to prepare the initial state. When we include those numbers and take into consideration that in real devices the gate count increases due to imperfect connectivity, it becomes clear that with current error rates an coherence times this circuit will not produce good results experimentally.

### 5.3 Iterative phase estimation

In this section we will understand some of the advantages of using the IPEA instead of the PEA when we initialize the second register from an eigenstate. We will be performing experiments on real devices making use of the operational method (a) described in section 2.5 We chose this method for logistical reasons; since
the interaction with the devices is done at a distance and suffers from a communication bottleneck, this is the most suitable method for performing a sufficient number of computations.

### 5.3.1 Hubbard 2-site 2-electron sector

We are not giving up on simulating the Hubbard dimer on a real quantum computer with an exact quantum algorithm. We will now improve our strategy by switching from the PEA to the IPEA and further reducing the number of qubits needed to simulate the time-evolution operator. We will use 2 qubits instead of 4 with the compromise that we consider only the 2 electron sector of the 2 site Hubbard Hamiltonian.

As we proved before, by employing the Jordan-Wigner transformation we can express the 2-site Hubbard Hamiltonian in terms of Pauli operators, which allows us to mimic the algebra of fermions with the algebra of qubits, Eq 5.23 . This Hamiltonian lives in a 16 dimensional Hilbert space but we are only interested in the half-filling sector, thus we would like to concentrate on the 6 dimensional half-filling block in Eq. 3.18 . As shown in [97], it is possible to write a simpler spin Hamiltonian which is iso-spectral to the 6 dimensional half-filling block of the Jordan-Wigner transformed Hamiltonian. This is

$$
\begin{align*}
H_{H H F} & =-\tau\left(\sigma_{0}^{x}+\sigma_{1}^{x}\right)+\frac{U}{2}\left(\mathbf{1}+\sigma_{0}^{z} \sigma_{1}^{z}\right)  \tag{5.36}\\
& =\left(\begin{array}{cccc}
U & -\tau & -\tau & 0 \\
-\tau & 0 & 0 & -\tau \\
-\tau & 0 & 0 & -\tau \\
0 & -\tau & -\tau & U
\end{array}\right) \tag{5.37}
\end{align*}
$$

and has the eigensystem summarized in Table 5.6 .

| Label | Energy | Eigenket | Normalization constant |
| :---: | :---: | :---: | :---: |
| $\left\|\varepsilon_{1}\right\rangle$ | $\frac{U}{2}\left(1-\sqrt{16\left(\frac{t}{U}\right)^{2}+1}\right)$ | $\|00\rangle+\|11\rangle+\frac{U+\sqrt{16 t^{2}+U^{2}}}{4 t}(\|10\rangle+\|01\rangle)$ | $\left(\frac{\left(U+\sqrt{16 t^{2}+U^{2}}\right)^{2}}{8 t^{2}}+2\right)^{-1 / 2}$ |
| $\left\|\varepsilon_{2}\right\rangle$ | 0 | $\|10\rangle-\|01\rangle$ | $1 / \sqrt{2}$ |
| $\left\|\varepsilon_{3}\right\rangle$ | $U$ | $\|11\rangle-\|00\rangle$ | $1 / \sqrt{2}$ |
| $\left\|\varepsilon_{4}\right\rangle$ | $\frac{U}{2}\left(1+\sqrt{16\left(\frac{t}{U}\right)^{2}+1}\right)$ | $\|00\rangle+\|11\rangle+\frac{U-\sqrt{16 t^{2}+U^{2}}}{4 t}(\|10\rangle+\|01\rangle)$ | $\left(\frac{\left(U-\sqrt{16 t^{2}+U^{2}}\right)^{2}}{8 t^{2}}+2\right)^{-1 / 2}$ |

Table 5.6: Eigensystem of the 2-site 2-electron Hubbard Hamiltonian in the compact 2-qubit representation.

This Hamiltonian will only need 2 qubits to be implemented. Clearly, we have one more improvement here: $H_{H H F}$ only has 4 terms, and can even be reduced to only 3 terms similarly to what we did in the previous section, since one of them is a constant. The Hamiltonian we are interested in inspecting is then

$$
\begin{equation*}
H_{H H F}^{\prime}=H_{H H F}-\frac{U}{2} \mathbf{1} \tag{5.38}
\end{equation*}
$$

and again, by simulating $\mathcal{U}_{H H F}^{\prime}=e^{-i t H_{H H F}^{\prime}}$, the eigenvalues we are going to get are given as

$$
\begin{equation*}
\varepsilon_{i}^{\prime}=\varepsilon_{i}-\frac{U}{2} \tag{5.39}
\end{equation*}
$$

To apply the Trotter-Suzuki decomposition we can trivially group these 3 terms, labeled in the order they


Figure 5.13: IPEA implementation scheme of the 2-site Hubbard Hamiltonian at half-filling. The simulation requires only 3 qubits: 1 in the first register, and 2 in the second register. The first register qubit line is represented on top. The scheme circuits in (a) and (b) represent the two pieces (boxed) of the time-evolution operator which we combine to build the needed trotter order. Rotation angles $\theta_{1}, \theta_{2}$ and $\theta_{3}$ should be adjusted properly, accounting for time, Trotter number $n$, exponent $k$, and the Hamiltonian parameters.


Figure 5.14: With $\theta=0.141897054604164$, this is the initialization circuit for the ground state obtained with the parameters in Eq 5.42. It was built following the algorithm in 94.
appear in Eq 5.36, into two non-commuting sets

$$
\begin{gather*}
S_{1}=\left\{h_{1}, h_{2}\right\},  \tag{5.40}\\
S_{2}=\left\{h_{4}\right\},
\end{gather*}
$$

such that implementing the time-evolution propagator will use the decomposition according to

$$
\begin{equation*}
\mathcal{U}_{H H F}^{\prime}=e^{-i t H_{H H F}^{\prime}}=e^{-i t\left(\sum S_{1}+\sum S_{2}\right)} \tag{5.41}
\end{equation*}
$$

Let us experiment with different Hamiltonian parameters this time and choose

$$
\begin{equation*}
\tau=0.35, \quad U=0.2 \tag{5.42}
\end{equation*}
$$

which gives us the eigenstates,

$$
\begin{cases}\varepsilon_{1}=-0.607107 & ,\left|\psi_{1}\right\rangle  \tag{5.43}\\ \varepsilon_{2}=0 & ,\left|\psi_{2}\right\rangle \\ \varepsilon_{3}=0.2 & ,\left|\psi_{3}\right\rangle \\ \varepsilon_{4}=0.807107 & ,\left|\psi_{4}\right\rangle\end{cases}
$$

We will only focus on the ground state. To prepare this initial eigenket, we will again use the same method we have been using in the previous sections (see Fig 5.14). With the defined Hamiltonian parameters, this state is

$$
\begin{equation*}
\left|\varepsilon_{1}\right\rangle \approx(0.463298,0.534187,0.534187,0.463298)^{T} \tag{5.44}
\end{equation*}
$$

We will be performing estimations with the multiple-shot method. For the ground state, the phase signal will have period a little over $T=10$. Let us increase resolution to $m=6$ and simulate 100 time points, while also testing both the first and the second Trotter-Suzuki orders.


Figure 5.15: $1^{\text {st }}$ Trotter order results for the APMFs obtained on ibmq_20_tokyo.

## Results

The results for the ground state eigenvalue estimation are presented in Fig 5.15 for first Trotter-Suzuki order and in Fig 5.16 for the second order. From left to right, top to bottom, the figures show Trotter exponents ranging from $n=1$ to $n=6$. The phase estimation is plotted for each time-step, corresponding to the binary string constructed by taking the basis state obtained most frequently at each iteration. For each time-step, the standard deviation of the reconstructed APMF is also represented by the brown region centered at each data-point.

Let us start with a general inspection of these plots to try and understand the experiment. First, notice that for both Trotter-Suzuki orders, the results for $n=1, n=2$ and $n=3$ are the only usable ones. For the first order decomposition, $n=4$ results are already quite dispersed, while for second order they are useless. This behavior is understood when we take into account the number of gates per iteration yielded by the program for each of the 12 experiments. Increasing the Trotter-Suzuki number linearly increases the total number gates needed per iteration. This, in turn, gives the system enough time to decohere and increases the vulnerability of the final computation to the errors accumulated due to noise.

Thus, on the plots, it is clear that a threshold number of gates has been exceeded rendering results for higher Trotter-Suzuki exponents very bad in both orders of the decomposition, starting to deteriorate earlier for the second order on account of this one needing more gates.

We perform linear regression on the data-points and the fit line is also plotted. The optimal parameters of the fit, as well as their statistical quantifiers, are shown in Tab 5.7 for the first order approximation and in Tab. 5.8 for the second order approximation. Notice that we always decided to evolve the system up to a time $t=7$ smaller than the expected period $T$ of the $\varphi \bmod 1$ signal. This choice was made to avoid the later times for which the Trotter-Suzuki decompositions get increasingly far from optimal, hence limiting regression to the region were we expect the decomposition to best match the actual evolution operator $\mathcal{U}_{H H F}^{\prime}$.

These linear regression results are represented and summarized in Fig 5.17 together with some other analysis. The conclusions become apparent by looking at this.


Figure 5.16: $2^{\text {nd }}$ Trotter order results for the APMFs obtained on ibmq_20_tokyo.


Figure 5.17: Here we show the average Fidelity and Jensen-Shannon divergence of the APMF's from all the time-steps on each Trotter number; the absolute error on the estimated ground state energy obtained from the linear regression; the standard deviation error on the determined energy; and the gate counts on the circuits built for each Trotter order and number.

|  | $t$ interval | $m$ | $\sigma_{m}$ | $b$ | $\sigma_{b}$ | $\chi^{2} /(N-2)$ | $\widehat{\varepsilon}_{1}$ | $\sigma_{\widehat{\varepsilon}_{1}}$ | $\epsilon=\left\|\varepsilon_{1}-\widehat{\varepsilon}_{1}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=1$ | $[0,7]$ | 0.119 | 0.019 | 0.001 | 0.072 | 0.023 | -0.65 | 0.122 | 0.039 |
| $n=2$ | $[0,7]$ | 0.103 | 0.021 | 0.010 | 0.079 | 0.012 | -0.559 | 0.129 | 0.058 |
| $n=3$ | $[0,7]$ | 0.101 | 0.023 | 0.014 | 0.088 | 0.006 | -0.533 | 0.142 | 0.074 |
| $n=4$ | $[0,7]$ | 0.076 | 0.026 | -0.008 | 0.096 | 0.053 | -0.376 | 0.162 | 0.232 |
| $n=5$ | $[0,7]$ | 0.016 | 0.027 | 0.009 | 0.104 | 0.081 | -0.002 | 0.168 | 0.605 |
| $n=6$ | $[0,7]$ | 0.019 | 0.027 | 0.325 | 0.116 | 0.384 | -0.022 | 0.171 | 0.584 |

Table 5.7: Linear regression results obtained with the experimental data of the IPEA $H_{H H F}$ simulation for $1^{\text {st }}$ order Trotter-Suzuki decomposition on ibmq_20_tokyo.

|  | $t$ interval | $m$ | $\sigma_{m}$ | $b$ | $\sigma_{b}$ | $\chi^{2} /(N-2)$ | $\widehat{\varepsilon}_{1}$ | $\sigma_{\widehat{\varepsilon}_{1}}$ | $\epsilon=\left\|\varepsilon_{1}-\widehat{\varepsilon}_{1}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=1$ | $[0,7]$ | 0.099 | 0.021 | 0.005 | 0.077 | 0.027 | -0.522 | 0.134 | 0.085 |
| $n=2$ | $[0,7]$ | 0.104 | 0.022 | 0.003 | 0.084 | 0.012 | -0.551 | 0.138 | 0.056 |
| $n=3$ | $[0,7]$ | 0.098 | 0.024 | 0.008 | 0.092 | 0.005 | -0.513 | 0.149 | 0.094 |
| $n=4$ | $[0,7]$ | 0.008 | 0.028 | 0.517 | 0.109 | 0.308 | 0.049 | 0.177 | 0.558 |
| $n=5$ | $[0,7]$ | 0.000 | 0.023 | 0.000 | 0.094 | 0.000 | 0.100 | 0.148 | 0.507 |
| $n=6$ | $[0,7]$ | 0.000 | 0.024 | 0.000 | 0.097 | 0.000 | 0.100 | 0.151 | 0.507 |

Table 5.8: Linear regression results obtained with the experimental data of the IPEA $H_{H H F}$ simulation for $2^{\text {nd }}$ order Trotter-Suzuki decomposition on ibmq_20_tokyo.

We simulated classically the unitary evolution of the circuits in all of the 12 experiments, comparing the obtained APMFs with the experimental ones by calculating Fidelity and Jensen-Shannon divergence. The plots show what is expected: both measures indicate that increasing $n$ deteriorates the computational results, in both Trotter-Suzuki orders.

Looking at the absolute error $\left|\varepsilon_{1}-\hat{\varepsilon}_{1}\right|$ we confirm that for $n \geq 4$ it becomes increasingly very bad. While for $n \leq 3$ we always have $\left|\varepsilon_{1}-\hat{\varepsilon}_{1}\right|<\sigma_{1}$, for $n \geq 4$ we always verify $\left|\varepsilon_{1}-\hat{\varepsilon}_{1}\right|>\sigma_{1}$. This is true for both orders of the decomposition.

One could expect that, for both orders of the Trotter-Suzuki decompositions, we would first see that, for lower $n$, the energy estimation would deviate from exact due only to the inefficiency of the Trotter expansion to approximate the time-evolution operator accurately; and then, as $n$ was increased, the estimation would start improving until a threshold number of applied gates was achieved in which noise would progressively degrade results and not allow for higher Trotter exponents to be implemented. Degradation of the computation after the $n=4$ threshold is clear from the results. However, initial improvement is only mildly visible for second order, and even thought it is predicted by the unitary simulation for the first order, experimentally there was a fluctuation that actually favored a good result for $n=1$. In fact the standard deviation errors on the estimations of $\varepsilon_{1}$ cover these fluctuations and we cannot clearly conclude this initial improvement.

The most important reason why it is difficult to conclude that results get initially better as we increase the Trotter-Suzuki number can be seen from the unitary curve in the plots for $\left|\varepsilon_{1}-\hat{\varepsilon}_{1}\right|$. From these absolute errors we can actually see that convergence is very fast with the Hamiltonian parameters (Eq.5.42) we chose. However, note that we are not exploring all the time interval of one period of the phase signal. If we were, maybe we would see worst results for lower Trotter numbers, which would get better for higher ones.

We conclude that, for the Hamiltonian parameters we chose (Eq5.42), first and second order TrotterSuzuki decompositions and low Trotter exponents $(\leq 3)$ yield very similar results in the analyzed time interval, going from 0 to $t_{\max }<T$.

### 5.3.2 Benchmarking accuracy with the Zeeman Hamiltonian

In this section we ask the question of how accurate we can get using the IPEA on ibmq_20_tokyo. We will use the Zeeman Hamiltonian (Eq.3.8) and probe its $\varepsilon_{1}$ eigenvalue by setting the Hamiltonian parameter

$$
\begin{equation*}
c=3.82736029384758 \tag{5.45}
\end{equation*}
$$

which of course gives

$$
\begin{equation*}
\varepsilon_{1}=3.82736029384758 \tag{5.46}
\end{equation*}
$$

For different number of IPEA iterations $M$, that is, different resolution, we will estimate this eigenvalue and compute errors in accuracy and precision. With that, we want understand how errors scale with $M$ and possibly infer something about the physical processes in the device. Note that with the Zeeman hamiltonian, an IPEA iteration only uses 4 one-qubit gates and $2 c X$ gates, thus we expect that noise won't play a very large role, and the scaling will maybe depend on something else, like accuracy and precision of the angle of the rotation gates implemented on the hardware.

## Results obtained by doing linear regression considering the error-bars

Once again we performed linear regression by minimizing the chi-squared function 5.13 to obtain the slope coefficient $m$ and its standard error. The experimental points we use for fitting are just like the ones in the previous section, the $\widehat{\varphi}$ with the error-bars given by the circular standard phase deviation obtained from the APMF. From those we compute the eigenvalue and its relative errors in precision and accuracy. We perform this procedure for each independent experiment, each one done by choosing a different resolution $M$ for the estimation. Fig 5.18 shows the results obtained for the first 13 levels of resolution.


Figure 5.18: All the results obtained by doing linear regression to minimize the chi-squared function taking into account the circular standard phase deviation as error-bars for each data-point.

The results we obtain show a very good scaling of the accuracy error with $M$, with a monotonic decreasing trend better than $1 / M^{4}$. Surprisingly, we verify the standard error in precision is increasing as we increase the
resolution of the IPEA. However, the fact that the error in accuracy is correctly and steadily decreasing hints that the error in precision is somehow overestimated. Because of that we re-do the linear regression ignoring the error-bars in the data-points next.

## Results obtained by doing linear regression without considering error-bars on the data-points

This time we took all the experimental results and performed linear regression by minimizing simply the squares of the difference between the observed $\widehat{\varphi}_{i}$ values and the fitting function evaluated at $t_{i}$, i.e.

$$
\begin{equation*}
\sum_{i=1}^{N}\left(\widehat{\varphi}_{i}-f\left(t_{i}\right)\right)^{2} \tag{5.47}
\end{equation*}
$$

This method still allows us to obtain the best fitting parameters $m$ and $b$ in $f\left(t_{i}\right)=m t+b$, with $\sigma_{m}$ and $\sigma_{b}$. Therefore we are able to obtain accuracy and precision errors for all the eigenvalue estimations, which we plot in Fig 5.19

Looking at the results, we now see that the sub $1 / M^{4}$ scaling of the relative error in accuracy is now acompanied by a sub $2^{-M}$ relative error in precision. These are very good results that also show that for most of the tested values of $M$ the accuracy error is safely contained in the range of the precision error.


Figure 5.19: Here we show the results obtained by doing linear regression without considering the error-bars on data-points for each $M$. The scaling of the relative errors in accuracy and precision are shown as well as the ratio between both.

## Chapter 6

## Conclusions

## "Heavier-than-air flying machines are impossible." <br> - Lord Kelvin, 1895

In this work, we have encountered the need to use quantum computers to efficiently simulate strongly correlated systems. We understood that the exponential wall problem in classical exact diagonalization will not allow us to understand exactly some important quantum mechanical systems living in Hilbert spaces whose dimension is intractable to current and predicted classical computers. To that end, we studied the approach of digital quantum simulation as an alternative. In particular, we explored how to simulate Hamiltonian dynamics on quantum computers through the use of the phase estimation (PEA) and iterative phase estimation (IPEA) algorithms, which we explored thoroughly.

The simulated systems were of two types: spins and fermions. For the fermionic case, we needed to additionally map fermionic states into qubit states, which we did using the Jordan-Wigner transformation. We also presented the Trotter decomposition, necessary to implement the unitary evolution operator when not all of the Hamiltonian terms commuted, and provided the first two orders of this expansion. In the case of the second order decomposition, we showed two ways of coding it. Furthermore, we understood how essential the initial state preparation step is for the success of the PEA and the IPEA: to better determine some of the eigenvalues, these algorithms rely on being fed with a state with a large overlap with the respective eigenket.

On the theoretical side, we have come up with some original contributions for the PEA and the IPEA. Firstly, we proposed a modification to the post-processing part of the PEA which allowed us to increase the accuracy of the estimated phase. One way to look at rule 2 is that we can have one qubit less on the first register and achieve the same accuracy bound we would obtain with rule 1 (even better, in fact). This improvement may not be too relevant when we attain the luxury of coding the PEA with many first register qubits, but it makes a noticeable difference for the experimental implementations constrained to have this number small, as the ones we have available at the moment.

Secondly, we exposed the two operational methods of using the IPEA ( $a$ and $b$ ) and, for the non-optimal one, IPEA-a, we proposed a way to reconstruct an approximation of the PMF over all the possible sequences of the intermediate basis states, which was useful to quantify the circular standard phase deviation, thus characterizing dispersion of the distribution. Experiments were performed on unitary simulators confirming all our methods.

Besides the methodological contributions, we ventured with newly available quantum computers to test our implementations in real experimental conditions, making use of one of IBM's quantum computers with 20 qubits, to which we had exclusive access.

Initializing the second register qubit states from the eigenvectors of the tested Hamiltonians, we were able to determine all of the eigenvalues. In the case of the Hubbard model, for which a Trotterization procedure is required, we studied the optimal number of Trotter steps, with the first and second orders of the decomposition, before noise and decoherence destroyed the information that could be extracted from the simulation. Moreover, we also looked into the limits for precision and accuracy achievable in the hardware when simulating the Zeeman Hamiltonian with the IPEA. Results gave experimental proof for our methods and confirmed quantum computers can begin to solve some real problems.

However, we also found that digital quantum simulations based on phase estimation can only handle trivial case Hamiltonians with state-of-the-art hardware. In this context, the IPEA proved to be better suited for present-day devices, since it can be implemented with only one auxiliary qubit and achieve much greater accuracy.

From the theory, we understood the superiority of the IPEA-b relatively to the PEA in the sense that it can use only one auxiliary qubit and recover the full PMF over all binary string encodings of the phase, just like the PEA, on top of allowing for arbitrary resolution not limited by the number of qubits. Hence, we understood that simulations based on phase estimation are essentially only limited by the connectivity and depth needed to implement the unitarity to be studied, and this is the crucial part of the algorithm that needs to be improved.

Despite understanding the potential of the IPEA-b, due to logistical reasons and to the architecture of the current devices by IBM, which doesn't allow for measurement feedback and state re-setting, we could only implement our simulations with IPEA-a, and were therefore not able to make full exploration of the IPEA potentialities. Nevertheless, new platforms are currently under development which may allow overcoming these limitations. Besides that, for the researchers with physical access to these computers, it will be much easier to perform these computations even without improving these issues, since the long waiting times of going through the queue thousands of times for obtaining solutions with IPEA-b are eliminated.

This work has also been productive in uncovering new problems that would deserve further investigation. One example are the two open conjectures in chapter 2 regarding the error associated with rule 2. Another one is that we also made evident the possibility of using the PEA (or IPEA-b) to determine multiple eigenvalues of an Hamiltonian from a single circuit with a single initial prepared general state, as well as the coefficients of the decomposition of this state on the basis of the respective eigenkets. We are not aware of a general method like what we have touched on having already been proposed in the literature. In the future, we expect to take a closer look into this problem and improve the method with appropriate signal processing techniques. Possibilities include making use of established methods such as the Hough transform, or exploring other approaches tailored to this specific task, such as fitting the data to the probabilistic model for the PMF at all the time-steps after filtering noise, with appropriate constraints on its parameters, or even other approaches.

We also plan to further improve on the methods we presented. For instance, the approach we took to determine the Hamiltonian eigenvalues relied on linear fitting the measured phase as we varied the time parameter of the unitary evolution operator. To do that, we looked at the data to identify a region were the fitting could be done, since what we measured was $\widehat{\varphi}_{u} \bmod 1$. This approach could be improved to avoid the need to perform preliminary inspection of the data do determine the domain where linearity is observed, automating data analysis; one possibility would be to apply some periodic function to the measured phases, such as a cosine, and fit the data to such function.

The PEA and the IPEA proved to be very useful and important tools to extract eigenvalues exactly for the full energy spectrum of several Hamiltonians. However, their usefulness on current hardware is limited by the depth of the circuits needed to implement the unitary matrix to be studied, specially when Trotterization is needed.

Looking forward, variational quantum eigensolver (VQE) algorithms seem a more feasible approach to obtain the ground state energies of more complex hamiltonians with state-of-the-art hardware. This hybrid classical-quantum algorithm can be used to implement different trial ansatz and invariably achieves lower circuit depths for larger systems, being explicitly constructed for low depth architectures. This approach formulates the problem of finding ground state eigenvalues as an optimization problem on the Hilbert space. Future work will also include exploration of this method with the Hamiltonians presented in this work or more complex instances of those.

For a final outlook on the future of the field, we point out that while the computers used in this dissertation are based on superconducting circuits, the ion trap technology is rapidly entering the race - a computer with more than 10 fully connected qubits and unprecedented performance is expected to be deployed soon. Personally, I find it easy to see published results in the near future of an IPEA-b simulation using an Hamiltonian with a record-breaking dimension.
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[^0]:    ${ }^{1}$ This is any logical function with no one-to-one correspondence between input and output, e.g. AND, OR, XOR, ERASE.

[^1]:    ${ }^{2}$ When useful we will symbolize the Pauli matrices simply as $X \equiv \sigma^{x}, Y \equiv \sigma^{y}, Z \equiv \sigma^{z}$.

[^2]:    ${ }^{3}$ Note that obtaining partial information efficiently is also where the power of the Deutsch's algorithm comes from.

[^3]:    ${ }^{4}$ https://www-03.ibm.com/press/us/en/pressrelease/49661.wss

[^4]:    5https://qiskit.org/

[^5]:    ${ }^{1}$ Except for a 1D chain with the Bethe ansatz.

[^6]:    ${ }^{2}$ For your amusement, and if you like having a visual intuition of physics models, you might want to check the following to understand how to properly picture the $\mathrm{H}_{2}$ molecule: [84]

