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Abstract

This dissertation aims at creating a decision ngakumpport tool for downstream
managers of a Portuguese fashion company. Thestadg addresses a multi-product
distribution problem considering both product disition and warehouse purchasing
decisions. The distribution problem under studysoders a set of different products that is
to be distributed from a central warehouse to sdgerographically distributed stores.

To solve this problem, a mixed integer linear pamgming model is proposed in
which one seeks to find which products are to bétsewhich stores in which quantities at
minimum cost, while satisfyingalarge set of coaisis such as capacity limits, businessrules,
and demand among others. The solution approach aiseseding horizon control
mechanism that is capable of reducing computatitme and enhancing the solution
quality. The computational experiments performemhstine efficiency and effectiveness of
the proposed approach. The solution obtained indke study used has total annual costs

that are 33% lower than those of the company ctiprastice.

Keywords: Distribution Problem; Multi-Product; Optimization;Mathematical
Programming, Receding Horizon Control.



Resumo

Esta dissertacdo tem como objetivo a criacdo de femamenta que apoie 0s
distribuidores de produto de uma empresa de modaguesa na tomada de deciséo. O
caso de estudo foca um problema de distribuic@bveesos produtos onde duas decisdes
sao consideradas, a distribuicdo dos produtos enosiivel de compras a realizar pelo
armazém. O problema envolve um conjunto de difeeprodutos que tém de ser
distribuido, a partir de um armazém central, pdagdojas geograficamente distribuidas. A
abordagem escolhida foi a minimizacdo de custogjcsque todas as decisdes tem de
respeitar um conjunto de restricdes como por exenfiphites de capacidade, regras de

negdcio, procura entre outras.

O problema, foi formulado como um modelo de progredio linear inteira mista,
cuja resolucéo incorpora um mecanismo @eéding horizoh As solucdes séo obtidas
recorrendo ao software CPLEX. As experiencias caagmonais realizadas mostram a
eficiéncia e a eficacia da abordagem propostalsiadia uma reducéo no custo total anual
da distribuicdo dos diversos produtos pelas ditesdinjas de cerca de 33% face, a solucéo

atualmente praticada pela empresa.

Palavras-Chave: Problemade Distribuicdo, Produtos Diversos, Otapdo, Programacao
linear inteira mista,Receding Horizoh
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1. Introduction

The dissertation focus is a specific case studsretore the data used has been
gathered from the company regarding the businessVhe company, is one of the biggest
Portugueseretailand fashion companies. Thesedrmse brand is apioneer and aspecialist
on the creation of technical fits. The company afes in the fashion sector, which is a
challenging and highly competitive in internatioteams.

According to the mod recent datdl (20152016, the retail indudry is the biggest
industry and second biggest employer in Portudak ihdustry is strong and has always
been very important to the country, its economyigdevelopment since it employees a
lot of people and despite the financial crisesGtf2in which these were severely affected,

the sector did not give up and is recovering.

The fashion industry has several specificationssimmakes it a highly competitive
sector, and in Thomassey (2010) we can read alooo¢ ®f these particularities. The
seasonality of sales is one of the most obviousipations, since it is strongly related to
the weather conditions, which are hard to predicteately and always changing. On the
other hand, end-off-season sales, sales promotidrcastumer’s purchasing power are
some examples of the exogenous variables thagnaseinfluence inthe sector. In addition,
as well-known, fashion trends have a major impathis sector due to two main reasons:
() it influences the sales directly as most costtsrwant to buy trendy items and so the
company has to keep up with the competition; apdigually the majority of the items is
not present in more than one collection — shatdifcle — and so there is few historical data
to be studied. Finally, the different colours arms that need to be available to satisfy the
different types of customers lead to a very largeber of stoking keeping units (SKU).
While, for example, a gas station has about 4 SKeaded petrol, unleaded petrol, simple

diesel fuel and diesel fuel —, a company like theia this study can have thousands of SKU

1Pordata:
https://www.pordata.pt/Patugal/Empresas-total+e+por+sedor+de+actividade+eon%C3%B3mica-2856

https://www.pordata.pt/Patugal/Popula%C3%A7%C3%A30+empregada-total+e+por+sedor+det+adivi
dade+econ%C3%B3mica-3384




since each size of each colour of each produa Heferent SKU associated. In conclusion,
fashion is a very volatile market and the changesery difficult to predict as they mainly
involve people reactions. Thus, in order to beatife when responding to the sector needs,
the companies need to have the most adequateitootder to make the best decisions

taking into account the aforementioned issueserstiortest time possible.

This study aims to improve the decision making pssaegarding the daily multi-
product distribution from a central warehouse teesal stores in a retail and fashion
company. Several companies in different fields fageply chain management problems on
their planning routine every day. These problemslie moving raw materials, transforming
the raw materials into one or several productsgypmring the products, and distributing
them amongst the existing stores. Relatively topdwe we are studying, the distribution,
there are three questions to be answered: when,drmhhow much. Some of the studies
we will present next, try to answer to more thae of these questions or to answer to
questions related with different areas of the sppphin. For example, in vehicle routing
problems (VRP) the goal is to answer to the howstioe, which is to determine the best
route for the distribution On the other hand, faeg®on the when question, some authors
study the best solutions for ordering period. Aschdast example, some consider allthe
guestions and all the areas, studying the sup@nahanagement problem as a whole by
integrating production, inventory and distributaetisions and determining them together.

Nevertheless, our focus is on the when and how muestion.

In this Dissertation, we address the proposed prolily first formulating it as a
mixed integer programming mod#tat minimizes product distribution related andnthe
solving the model using the software, IBM ILOG CP{{ersion 12.7.1. We choose cost
minimization over profit maximization even thouglstis the ultimate goal of all companies
because when maximizing profit, we look mostlyjhatstores that most sell and the product
allocation is done based on that, which can com@m®isome of the company strategies.
For example, with the increasingly globalizatiomgess, the way companies deal with

distribution costs has been gaining more and nnopertance because these costs have great

2 A mixed integer programming model is a model inatdone or more variables must take integer solution
values.



influence onthe expansion strategies implementatiocess. Besides, the distribution costs
have a really big impact on the consumer sale mfcéne product, which means that
minimizing them is something that companies seekpioritize so they can achieve better
return margins. With this the company will be abl@rovide a better service and/or better
prices. What's more, by improving margins, it ispible to improve profit, which means

that cost minimization it is more versatile in ghbterms.

Motivation

This study is the last step of the Master in MddgllData Analytics and Decision
Support Systems and the choice of theme came Frewiitl of learning more about decision
support systems and optimization. In the dailydffeompanies there are a lot of decisions
that need to be made, some are easy and otheea#lyehard. What makes most of them
so hard is the complex and conflicting informatfibat has influence on the decisions, even
if at first sight it seems easy, there is a lotibdlit. Nowadays, in most of the companies,
even really important decisions are made basedles of thumbs or using Excel or some
similar basic software, thus taking into accournly@me of the important characteristics.
Hence, only by chance the companies may be makenlgest decisions, so there is a lot to
be improved. The reasons for that may be relatédetdack of access to it and/or to the
fact that the available tools are hard for the gemato understand and use. As a result,
creating a customized resolution process, simppeigmto be used by the managers, is a

great incentive.

The choice of multi-product allocation problem vieasn of the contact with a retail
and fashion company and as a suggestion of Profesita B. M. M. Fontes. This problem,
in the company it is being addressed, has a sinegl@dution process based on some rules
that are applied daily. The fact that we are stugya real life problem faced by several
companies in different sectors is a big incentimeeswe hope to provide the company with
a tool that is capable of improving their decisimaking process and thus obtaining better

results.

More specifically, my motivation relies on the fmlling presented reasons. As was
mentioned before, the impact of distribution reflat@sts on sale price is large and that



represents a big weight, particularly on a competgector as the retail and fashion. Thus,
trying to decrease the costs is also a great refas@tudying the proposed problem. In
addition, the costminimizationis also very importbecause of the growth of globalization.
In addition and also previously mentioned, the inguace of distribution related costs
increases when products are sent to other countmi¢isis situation if the quantities sent
are not suitable, correcting it will be even moxpensive because, for example, it might
imply another shipment or it might take the stdcemcur in unnecessary costs. Thus, the
growth of globalization ends up being a strong wadton for studding the distribution

problem as well.

Outline of the Dissertation

The reminder of the dissertation is organized b®/fs. In Chapter 2, we discuss the
most important references to our work and introdimrae important concepts and similar
problems. Chapter 3, provides a detailed descrigtithe problem. The data collection, the
mathematical model, and the proposed to solve théeimare presented in Chapter 4.
Chapter 5 describes the computational experimarmdsdeascusses the results obtained.

Finally, in Chapter 6 some conclusions are drawhfature directions are pointed out.



2. Literature Review

Many aspects of supply chain management (SCM) probhave been studied and
reported in the literature. There are several sgidn the SCM sub-problems involving
different point of views and different approach®sgarding the product allocation problem
there are several versions since it depends aiypleeof allocation that is to be made. For
example, Chenetal. (2014) studied the produetiocation of several products to different
production facilities on the apparel industry. @a dther hand, Luo et al. (2017) explored
product allocation to shelfs, which is related pace availability and organization of the

stores and warehouses.

The oldest study on distribution problems we foisdue to Stephen C. Allemd
dates back to 1958, (Allen, 1958). In this pioneark, the author solves a stock
redistribution problem by minimizing the costs in@a with the redistribution between the

several locations.

Accordingly to Crett and Fontes (2017), the probtemsidered in this dissertation,
is an inventory routing problem that ignores thates. Thus, the closest approximation is
when only direct shipments are considered becagderetailer has its own shipment so the
routes have much less influence. In addition, Gadled Simchi-Levi (1990) proved that
when the quantity shipped to each retailer is ctosa full load, the direct shipment is

efficient.

These type of problems have been largely studiddgaithere are several variants,
considering several features. Some of the deleaitd¢ad to so many different problems are,
forexample: planning period (single, multiplerdinite), the demand type (deterministic or
stochastic), the route type (direct or with trapsment), the decision making process
(centralized or decentralized) and the frequenshgiment (single or multiple). Next, we

define the context of the problem being addresardkqg these features.



2.1 Problem Context

Starting with the determination of products digitibn we have: static allocation and
dynamic allocation. Kumar et al. (1995) say thatistallocation is determined based on
inventory levels for all customers simultaneouséfpre the vehicle of transportation leaves
the warehouse. On the other hand, dynamic allat&idetermined sequentially, based on
inventory levels at the arrival of the transpodatvehicle to each customer. In their paper,
they study static and dynamic policies for replemg and allocating products to several
customers on a fixed delivery route and they asdhateeach customer faces independent,
normally distributed period demands. As our appinaagoing to be to solve the problem
for all stores at once, we have static allocation.

Also related to the allocation, we have the shipnfmquency, (Speranza and
Ukovich, 1994). Thus, if a product is always shigppeath the same time interval it is said to
be single frequency and if it is shipped with difiet time intervals it is said to be multiple
frequency. Another distinction made by the autisonghether the products shipped together
have different shipment frequencies or not. If prcid with different frequencies can be
shipped together, then there is time consolidatiotherwise there is frequency
consolidation. In this study, the products havetipl@ frequency and can be shipped
together, thus there is time consolidation.

A definition for the two types of existing demaruds be found in Xu et al. (2007):
can be: deterministic —where the predictions aseiagd to be the true values and so
inventory levels are known and stochastic — whegetedictions are not assumed to be the
values and so inventory levels are unknown. Tha#ieoes explored an optimal product
distribution under the vendor managed inventorybfgm. In such problem, at each
customer the vendor faces a trade-off betweenmegblmg the current customer at a high
level and reserving more product for the followmgstomers that may or may not bring
more profit, in other words, dynamic allocationgess. In addition, according to Kang and
King (2010), demand can also be dynamic and tiasge from a period to another or static
and thus, remain the same. In the specific cady ste address, the demand is deterministic
and dynamic.



Regarding the route type, in Eliiyi et al. (20119 find the transhipment concept.
Transhipment happens when the products are shippeah intermediate location
(transhipment depots) and then from there shippethé retailers. This is used as a
mechanism for correcting differences between deraadaéventory levels, or for example,
when there is the need of changing the meansmdpiatation. According to the authors,
the goal is to determine the replenishment quastif the retailers and product quantities
to be sent to the transhipment depots at each smipsoach that the cost is minimized. In
our case, the routes are ignored because the pgsadaresportation is outsourced and only
the origin and destination need to be specifiedisTthe route does not have influence in

the transportation cost and direct shipment istbgest approximation.

One last important issue regarding problem contexthe decision-making
environment that can be centralized or decentm@jizecordingly to Lee and Jeong (2010).
In centralized decision-making environment, thererily one decision-maker responsible
for solving and defining the solution for the waveke and retailers, the objective is global.
On the other hand, when it is decentralized, theela@use and the retailers determine their
solutions independently in order to achieve themal objectives. Usually, a centralized
decision making process has better results regaodist minimization than a decentralized
one, mainly because of competition drives the datismakers to not share information

about their own business. In our problem the dewcisnaking environment is centralized.

2.2 Methodology Context

Accordingto Bradleyetal. (1977), mathematicaggemming is the best developed
and most used technique of scientific decision mgkmanagement approaches.
Mathematical programming is very used to solveroptn allocation problems while having
limited resources in a competitive environment, cihmeans while satisfying a set of
constraints that describe the addressed probleorenan addition, when only linear
functions are used in the problem formulation, &ed) as in our case, a linear programming
model. With mathematical programming we can helpagears to better understand the
consequences of their decisions. If we take the timmknow the problems nature and
evaluate the quantitative method role, is possimprove the decision-making quality.

There are three decision-making types, strategatjcal and operational. Decision as



resources allocation throughout a range time horiabh into the tactical type and are one
of the mathematical programming specialities. Gsecstudy mathematical programming
formulation is presented in section 4.2.

Despite the above mentioned advantages, matheimnatiogramming has a
disadvantage, it assumes certainty and in the presese study we have a factor of
uncertainty, the predicted demand. Thus, in owlgett the uncertainty factor, we are going
to combine two complementary disciplines, mathecahirogramming and control theory.
In Dauod et al. (2017), itis possible to find tleinition of receding horizon control (RHC),
one of the most important concepts we have. The R#tBGnique divides the original
problem into smaller time frames. The idea istahie first step, solve the fixed horizon
optimisation problem in order to get a set of Soha but consider only the solutions related
with the current time instance. Then time advaacgsat each time instance the process is

repeated like a moving window.

First time frame '*—._:}_““}“““{““.I >
b | T
A
Second time frame | F. —t | | .I >
. b T
h 777777777 A R | <« - = Optimized decision
K-th time frame | | e o | | >
r- b | T

Figure 1 Receding Horizon.

As Figure 1 shows, although the problem is soleeti”, the optimization horizon,

only “b”, the optimal decisions implementation fbaam, is implemented. Considering “T”
as optimization horizon instead of a midterm peradild be extremely time consuming
and eventually itwould use long term demand premswithout updates, whichis too risky.
On the other hand, solving the problem only for i%also risky because it does not take
into account the future and the decisions wouldgdianized locally. With RHC technique
is possible to find, for all time instances, sadas that consider not just all the optimization
horizon but also updated information. Besides beeny good to solve real time control
problems, RHC also helps to improve the computatiatemand and enhances the
solution’s quality. In this case study, RHC is usedpdate the stocks level and thus, as
mentioned before, mitigate the effects of the utadety brought by the predicted demand.



2.3 Similar Problems

In this section, we are going to present similabpems with similar features and
different contexts, with different features andigamcontext, and with similar features and
similar context. Different problem are going tadigcussed to show different sectors where

product allocation is very important and that easé has its own particularities.

Of the first works, one of the most studied prodaltdcation type, Bassok and
Ernest (1995). This authors consider a multi-pro@uncl space allocation problem in the
Soft Drink Industry, where the distributor has lied transportation capacity with a fixed
known sequence of costumers; in other words apusly determined route. However, their
demand is unknown, this information is only ava#alvhen the distributor arrives atthe
customers, which means that when arriving at tsedostumer its demand becomes known
but not the demand of the following costumers. fiits¢ decision that needs to be made by
the distributor is how many units to allocate tedain customer given that the demand of
the next customer(s) is unknown. This decisionad@taking into account that the product
on the truck might not be enough to satisfy the aleairof the costumer(s) still to be visited
and if there is not, there are penalties. The sdenision is the space allocation, however,
asthe authorstreat the two decisions separatahg differentapproaches we are only going
to discuss the first part which is most relevatie Tirst part of the problem is solved by a
dynamic programming approach, based on BrumelleMe@ill (1993), in order to get
expected profit maximization. In Brumelle and Md@i993), for determining the airplane
seat allocation that maximizes revenue, a stochdgtiamic programming is used. Their
problem is solved recursively. On the other hareft&zi et al. (2005) studied the same
problem, but with known inventory levels, in otheords, deterministic demand. They
solved their problem through a constructive helarigiat at each iteration the supply for
one retailerisinserted in the solution. Firsgyjtdecompose their main problem into smaller
ones and then the sub problems are solved hiecatthiAfter having a solution they try to
improve it by iteratively changing the solution fao retailers. If no better solution is found

they return to the original solution.

As anexample of static allocation, Topaloglu (23026died the allocation of product

to different regional markets together with its gwotion allocation. However and as



expected, we will focus on the part of the problgrat is similar to ours, the product
allocation to the markets. The product in this woatk only be stored in the plants because
the product is perishable and so the regional ntisd@not have the necessary conditions
to store it properly. This restriction leads toade-off between what proportion to save in
the plants and what proportion sent to the regioraakets because it is important to ensure
that there is enough product to supply a profitaéeket in future periods. Although this
restriction represents a big difference betweenalagiu (2005) and our problem, the
implications of it are small. The most importantiagignificant similarities between the
problem addressed by Topaloglu (2005) and our probdre described below. When
planning the delivery of the product to customéng, author takes several things into
accountsuch as: inventory levels, forecasts dbooers’ demands and production capacity.
Despite the fact that we do not have productiomaciyp, we do have storage capacity which
can be thought of more or less in the same way.alitieor formulates the problem as a
dynamic programming model and then solves it bypgisi linear approximation of the
objective function. As the inventory levels and sle¢ of time periods are independent, the
initial inventory levels available to be sent te tharkets in a certain period of time are used
as state variable. The original functional formsémfor the value function was a concave
function, which means that an incremental unit@idoict stored decreases the marginal
profit. However, solving the value function optintgk equation with classical backward
recursion techniques is, accordingly to the authasaally not the best option because of
the “curse of dimensionality” (the data becomesspwith increase in dimensionality). On
the other hand when using the objective functigmreximation, the solution comes down
to solving sequences of small dimension cost nétflow problems in order to maximize
the profits. The solution method starts with acdetalue functions approximation and at
each iteration it is tried to improve the approxiimas by updating the value function,
similarly to what is done with RHC, with solutiodstermined using random quantities of

product to produce at each plant.

Kang and King (2010) considered a supply chairty wite supplier and a group of
retailers, in two levels and determined the qugatiid timing of product to be delivered to
the customers, with a static allocation processt Risolution for the quantity of product to
be delivered is determined and then its timing.tReffirst phase, which is of most interest

for us, their objective was to minimize the summentory holding and handling costs

10



assuming that: (i) the demand is dynamic and kndiyrihe transportation vehicles have
limited capacity and can visit more than one custoimthe same route, and (iii) the routes
are already determined so they are ignored. Thepatation costs are only considered in
the process’ second phase. Besides the fact that jproblem we focus on the quantity of
product to send to each retailer and the quantjyamlucts that the warehouse should order
while Kang and King (2010) focused on the quarntitgroduct to send to each retailer and
the timing for this delivery, we have the sameioriler assumptions. To determine the
quantity of product to be delivered to the cust@nkang and King (2010) used simple and
well tested algorithms, known for achieving veryodasolutions on dynamic lot sizing
problems and all of them are applied based on adtietapproach. In addition, besides the
two level approach, the problem is first solvedoigng the capacity restrictions and then
considering it. Regarding optimal solution algamiih two different approaches were used,
Wagner and Whitin (1958) when ignoring capacityitesons and Lambert and Luss (1982)
when considering it. On the Heuristics side, Sikwed Meal (1973) approach is used both
times, first on its original form and then modifigalit could consider the vehicles capacity
limits. Wagner and Whitin (1958) algorithm coreilogelies on the following steps: first the
algorithms look for the possible ways of demands&attion at each moment, then they
calculate the cost for each one of the distribusipolicy, after that, the distribution’s policy
with lower costs is chosen and the process is tegdar the next time instance. On the
other hand, Lambert and Luss (1982) have a moreloleed approach. They narrow the
search for possible policies solution to the ateaecto the extreme point of the feasible
region. Then the original problem is divided intoadler ones in order to explore extreme
values for the decisions variables and comparectigefunction values. The solution is
constructed step by step, it starts with a solutothe first considered period and, at each
exploration, adds solutions for the other periocteding to the best objective function
values. As mentioned before, on Heuristic’s sidegtand Meal (1973) approach is used.
This approach is based on the determination ofitlegage cost per period. While the
average cost of the periadis higher than the average cost of perioe 1, the process
continues; otherwise the process stops and issagdin from period forward. On the
modified Silver and Meal (1973), the logic remdimssame but the final solution is altered
in order to respect the capacity limits. Thus, wtiendelivery quantities obtained, by the
original Silverand Meal (1973), for aperiod exttee vehicle capacity, the delivery quantity
is reduced and the not urgent deliveries are ddlaye
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Contrarily to the previous examples, which invateacepts that are mostly related
with mathematical and dynamic programing approaateegding horizon control (RHC)
can be applied to all optimization approaches toasider multi-periods. For example,
Goodwin et al. (2006), apply RHC to a mine planrergloration. The authors define a set
of depths as the mine states on specific mineimtstand then the evolution of the mine
state is given by a dynamic model that uses miaatipns as an input. These inputis in its
turn given by RHC which is used to decide, undenesaonstrains, which is the mining
action to happen in a certain moment. In additfamtenbacher et al. (2018) used RHC for
deciding strategies for distributed battery stordgpeir goal is to maximize the photovoltaic
utilization and minimize battery degradation whiggpecting all constraints. Considering
long horizonsiitis not afeasible option sincedprgons dispatch methods are only available
for short horizons due to details like the volatibf weather prediction. Thus, the problem
is divided into a master problem, storage planramgl, then in several sequentially solved
sub-problems, which reflect the operational strgtesnd using RHC they transfer the
previous optimization cycle results to the consieubne as an initial state input. To
conclude, with a very similar approach to the anthis case study, Dauod et al. (2017),
consider a pharmacy replenishment planning problghere they have two decision
variables: (i) the reorder level of dispenser irteepnand (ii) the number of canisters to use.
In order to solve their problem, the authors use@d integer programming model in order
to minimize the total replenishment costs and agRHC technique to reduce the
computational demand and enhance the solution’stguBHC mechanism allows the
solution’s quality enhancement because while ti@uii planning models cannot detect
dynamic changes in real-time inputs, RHC can. éngtoblem formulation, two index are
considered, dispensers and time, since that fedengodrug contamination, each dispenser
and canister, can only contain one type of medioand so, contrarily to our case study,
there is no need for the type of medication to thewindex. Besides this, they consider
capacity limits, operational costs and assumettiet is sufficient inventory in storage
during all the replenishment process. In additiganjod et al. (2017), use CPLEX to solve

their mixed integer programming model.
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3. Problem Description

This dissertation addresses the single-warehoudé-natailer multi-product
distribution problem, Figure 2. The warehouse iskglthe process of distribution begins as
it is where all products are kept since the praduads finished until it is decided in which
guantity and to which store they go to. As previpugentioned in Chapter 2, we face a static
allocation meaning that we determine the allocatoorall stores at the same time and a
deterministic dynamic demand meaning the demdabian although it changes overtime.
Thus, the problem main goal is to determine whidudpcts are sent to which store and the

respective quantities in order to minimize all dhitribution related costs.

Figure 2 Distribution Schema.

3.1 Case Study Description

As previously mentioned in Chapter 1, a compang fike one in this study with
thousands of SKUs since each size of each coloaadf product is a different SKU.
Products are divided along several dimensionByatrated in Figure 3. The firstand more
general division is the category: bottom parts,dafs, and accessories. Then it follows
the productfamilies: (i) jeans, (ii) jackets andts, (iii) sweaters and cardigans, (iv) t-shirts
and polos, (v) shirts, (vi) skirts and dresses) é¥ioes, and (viii) accessories. And so on,
until the last and most detailed level divisiore 8KU, which is the product type division
level considered by the company when allocatinglpets to stores. They have a system
where they group the stores by type and needsstdhes groups are created according to
each family type, which means that a store cardegh a group regarding jeans and be
part of other group regarding accessories. Eaahpgdefines, for its stores, what are the

references the stores must have.
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Figure 3 Product Division.

Currently, the company decides how to allocatepttoelucts on a daily bases.
However, business rules require two weeks’ worthrofluct to be kept at all times in each
store. Besides this, the company has a produst&s sity policy, which means that at all
time periods each store must have available preaietvery family. In addition, there are
some time periods in which some products must hetseevery store. This happens
because collections are not sent to the storesatalbnce. For each collection,
Spring/Summer and Autumn/Winter, the new produetsa to the stores are divided in
six moments and at each one of these moments steggyreceives new products even if
they do not need them. Yet, some stores receive quantity of products than others due
to both their dimension and potential sales. Heartlefthere is a guideline for the quantity
of new products that must be sent to each st@adt new product entry. These business

rules represent some of the problem constrainsrensgolution must respect them.

Equally important and also representing a set oktrains are capacity limits,
regarding both product storage and expected derfandach product type, and each store,
the quantity stored must satisfy upper and lowait§. These reference limits differ, and
usually do, amongst stores and product familieadtfition, there is limit on the maximum
total quantity of inventory that a store can b&asides the above mentioned limits, only
part of the inventories at the warehouse can loeatid to the stores since the stock at the
warehouse is also used to satisfy other demandelaiNaturally, warehouse inventory is
also limited by its storage capacity. Moreover,cbmpany’s current distribution contract
has no limit neither for the number of boxes tott@msported nor for the number of

transports to be made. Hence, besides when @mnpH, the products can be shipped when
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their storage levels are unexpectedly low at theest In addition, after product expedition,

it is the distributor’s responsibly to manage takary.

There are, however, two other transportation issum®ely: box content and lead
times. For transportation, the box content is Ugnaiked, in other words, all products types
can be shipped together. This has to do with thegiwavhich the piking (separation of
products) is made. There is picking by store ac#lipg by line, however both, mix in the
same box all type of products to be shipped to setmie. The great majority of the boxes
used has the same size and the mean number otisdlat a box can take is 20. However,
it varies depending on the product. For examplewifater coats, the worst case scenario,
this number comes down to five, while for t-shittgoes up to 100. The only and rare
exception to the previously mentioned and usuadgdubox is when there are a lot of
accessories to be sent to a store because, icaibmtthey prefer to ship it all together in a
smaller box. Nonetheless, its transportation 8te same as that of the larger box. The
lead time is one day for most of the stores comsdien other words, the products that are
shipped in one day arrive at the stores in thewahg day. The exceptions, some stores in
Spain, have two days lead time. Thus, the prodhatsare shipped in one day arrive at the
stores two days later.

Thus, based on all the rules, capacity limits, tredfact that there is detailed
information about the sales plan and demand fotetaseach store, product distribution
managers decide the main product allocation. Fireguct distribution managers define
an automatic provisioning for a relatively long iperof time taking into account the
expected demand. Then, every day, at the end dfthevhen real sales become known,
stock levels are updated. With this new data, estayy the product managers check if the
planed allocation is working as expected and makechanges they see fit. These
adjustments are important because the actualsaleand probably will, differ from what
was expected. For example, whenever a store selis ofi one product than forecasted,
the store needs extra units of that product inrx@leomply with the two weeks demand
rule. On the other hand, whenever a store selisdésne product than forecasted, the
store inventory level is above the required on¢hésecond case, when the store is close

to its capacity limit, the store has to returneatsit part of it to the warehouse.
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3.2 Detailed Problem Description

In this section, we provide the detailed descriptibthe specific problem addressed
in this work. We are going to consider a represemapproximation of the real problem
since considering all the complexities associati#d thie original problem would require
information that it is not available and resourtted we do not have, such as computational
power. Despite that, and according to the compaagyzct distribution manager, we do
have a good representation of the real problemg¢hvhllows us to infer good quality
conclusions that can be extrapolated to the lafirgene since all the main features are
considered. This detailed description serves asanaintroduction to the mathematical
notation used in the mathematical programming mib@eis discussed in the next chapter.

To begin with, there are three key aspects that lgaeat influence on the problem
since almost all of the problem’s features depenthem. These aspects are: the stores to

consider, the product type division and time (hamiand period).

In this case study, we have one central warehaus&2geographically dispersed
stores in Portugal and Spain. Although there araynmore stores in these and other
countries, we consider only stores that have theesausiness rules and use the same
transportation means. Also, Portugal and Spairesgmt the two most important markets
for the company, which provide us an excellent ibess sample.

As mentioned before, the company considers SKUradugt division level.
However, they do that because of fashion, stylé store type requirements. For example,
some stores sell more small sizes while otherrsetle large sizes and some sell more
products of dark denim while other sell more ofitigenim. This type of features require a
sensibility that it is hard to pass to the model ao we think it is better to let that type of
decisions to specialists, while providing them witte information on the quantities to be
sent to the stores at each time instance. Henceha@se the division level of product

familiesinstead, since we consider it represeptithie company’s products diversity offer.
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Regarding the time period, we choose one businagssithice in the company
decisions are made daily. The planning horizonockiasen to be one year, so that the seasons

are considered, however we are left with 250 days; removing weekends and holidays.

Therefore, decisions need to be made regardinguhgtity of each of the eight
products to send to each of the 72 stores in eaxchgeriod of the planning horizon.

Three features are going to be considered in htglidifferent way than what they
are in the original problem. First, we will onlyreider the part of the warehouse referent to
the stores that are being studied in this worlpr&siously mentioned, only part of inventory
levels at the warehouse can be allocated to thesssince the stocks kept at the warehouse
are also used to satisfy other channels of dentédmus, the initial inventory levels considered
atthe warehouse refer to the initial inventorglewavailable to send to the considered stores.
The inventory levels at each period are given bytlodel. The warehouse storage capacity
limitswill also be adjusted to the one availablglie considered stores. Secondly, the smaller
transportation boxes are not considered because uke is extremely rare and the
transportation cost is the same as that of the bthees. Thirdly and lastly, we will not take
into account the delivery lead times. As we condidat two weeks’ worth of product must
be kept at all times and all stores, the probatulitselling two weeks of expected demand
in one or two days is extremely low and so thejpaat on the problem is not significant.
Besides this three features, all the other ruldsapacity limits are considered as described

in the previous section.

In addition, we are going to consider other two rieatures, that is, features that
product managers do not take into account. Oneeskt features is related with one of our
goals, which is to minimize the operational costgleluding them in the decision making
process. Therefore, the costs that we propose takie@ into account are: storage costs at
the warehouse and stores, product handling costheatvarehouse and stores, and
transportation costs. For the warehouse storagepavdlict handling costs there are
reference values since the company has alreadgdtiném. The handling costare measured
by the relationship between the hourly income gblelyees and the quantity of time that an
employee spends handling a box or a product unis. dost differs between the warehouse

and stores. On the one hand, at the warehousdodtdang task is automated, which
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decreases the handling time and therefore, thelihngncbsts. On the other hand, the
employees have considerably more tasks associdtegneduct handling. The piking task
requires lots of time since it includes severalpuiresses to ensure that the picking error
IS minimized. In contrast, at the stores the prothandling tasks is manual and includes
receiving, properly storing and/or displaying thequcts, which implies an easier handling
process. Regarding storage costs, they diffeusbbetween warehouse and stores, but also
amongst the stores. Despite the fact that the wasshstorage costs is known, the company
did not studied yet the storage cost at the stdtess, the squared meter price of each store’s
rent is going to be used as a proxy of this costl st but not the least, the transportation
cost, which is a per box cost, even if in one degye is only one box to be shipped the cost
remains the same. Transportation costs do not depertravelled distance nor on truck
capacity occupied and there are no minimum or magimumber of boxes requirements
for transportation to take place.

The need for the other new feature we propose,apgevith the data exploration
and first computational experiences performed.Afte data exploration, it was clear that
the warehouse kept higher levels of stock thanipied and stores ended up having
considerably more stock than what they were sugpmsdience, we decided to add a new
decision variable to the model in order to defoimally, what products should be bought
by the warehouse and in which quantities.

3.3 Contributions

This work major contributions are twofold. On theeedhand, we include costs in the

decision making process. On the other hand, weogdBmize buying decision.

The company presentdecision making process dobamweinto account the several
costs involved. The decision on the quantitiesrodpct to send to the stores is based,
besides businessrules, only on historical datstnutk levels. Costs managementis a major
issue on the success level of any company anduirent decision making process is
neglecting it. This overlooked fact representditis¢ improvement opportunity. Thus, the
decision making process that we propose includedeacribed in the previous sections,
amongst other important variables and constranesptoduct distribution related costs.

18



The second improvement opportunity, is the incaapon product’s buying
decisions since, as already discussed, we have/lodbat, usually the stock levels kept at
the warehouse and the stores are much highertthaeds to be. Sometimes, the stores
end up having enough stock to satisfy their denfianitvo months which represents four
times what they should have. This situation magt@ained, at least in part, by the fact
that product allocation and product buying decisiame made by different teams, and thus,
the inventory levels might be reflecting lack ofarmation on the product’s buying
decisions. Therefore, we will propose to simultarsdpdecide: (i) what products are sent
to the stores and in which quantities; and (ii) tmigducts should be bought by the

warehouse and in which quantities.
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4. Methodology

4.1 Data Collection and Processing

Data collection and processing represent a reallyortant task in this work.
Thankfully, the company had available all the regdidata so there was no need for artificial
data generation. However, most of the collected dais not in the format that we needed.

Data processing, was performed using software RqiR Team, 2014).

The first step was to verify if there were all tgpaf data available for all stores,
products and periods. As we will discuss, with digtathe next section, we consider input
data like: initial inventory level, predicted saleffective sales and capacity limits.
Unfortunately, there were some stores that dichage all the input data available. This is
duetothe factthat some of these stores weresgfpiring the analysed year. Consequently,
as these stores were on a probation period, thérwas not consolidated, which could
skew the results. Thus, we decided to remove 8teses from set of stores to be considered.
Stores that were franchised part of the year agnl llought by the company have also been
removed, since they operated part of the yeadiffesient regime and under different rules.
Besides this two situations, there is a third am&yhich some stores had incoherent data
and so were also removed from the considered s$edrefore, of the 72 previously

mentioned stores, we consider 51.

After collecting and analysing the data for thestdkes, some processing was need.
For example, stocks level had to be aggregateé smstead of SKUs we consider product
families. Inaddition, as mentioned in Chapter 2waasider 250 eligible days for distribution
so we had to identify and remove data regardingkereds and holidays, regarding both
predicted and effective sales. This transformatvas made in order to make comparison
possible and to update stocks at the end of eaelteriod. As a way to reduce computation
time we complied, for each day, the total demartti@following fourteen days. Since we
must satisfy the business rule that imposes a@nsinventory level for each product and
each store capable of satisfying the predicted ddrfa the next fourteen days, this way
saves computational time.
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Besides these transformations, we had to formadidte in the way that CPLEX
requires. There are three types ofinputs asititest in Figure 4: (i) aone-dimensional input,
in which each row represents a product; (ii) a timensional input, in which, as before,
each row represents a product and each columnsexsea store; and (iii) a three-

dimensional input that in addition to products astdres, also considers time (three

columns).
1 dimension 2 dimensions 3 dimensions
1 Values 1 2 3 1 1 1 Values
2 Values 1 Values  Values Values  Values 1 1 2 Values
3 Values 2 Values  Values Values  Values 1 2 1 Values
Values 3 Values  Values Values  Values 1 2 2 Values
Values  Values Values  Values Values

Figure 4 Input Data Types.

To conclude, the last transformation was the dataamization, we use numbers
to refer to family products and stores. These nuswere assigned randomly.

Regarding data storage, we use Microsoft Excetactl time instance has an Excel
file with the data inputs relative to it. CPLEX dsathe inputs from the Excel files and then
writes the results in them as well. Part of thedaputs are constant, for example capacity
limitations, while others change over time, forexde predicted demand. Therefore, using
R we were able to create automatically the 25@tbfit excel files with the constant inputs

and then, according to each time frame, write @réspective excel file the other inputs.

4.2 Mathematical Model

In this section, we describe the mathematical @nogning model developed for
solving the multi-product distribution problem bgiaddress. Table 1, summarizes the
notation used.

Table 1 Mathematical notation.

Sets an( o
_ Description
Indices
T Set of time periods (days) in the planning timeazwor, indexed byl €+ ;
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Set of product families, here and hereafter refemsgproducts, with | =

], indexed by ] €+ ;

Set of stores,with |7 = [1 and ' = U{= }representingheset of stores
J together with the warehouse, from now on refersefhailities, index by
e ';
Parameters Description

Oaon Initial inventory level of productl € - at facility = €

. Predicted sales, in units, of producE - atstore €+ intime period €
Minimum required quantity, in units, of producte - , that must be sent

o to each store €+ intime period- € ;

0o Effective sales of product € - at store= €+ in time period~ € - ;

On Quantity, in units, of product €+ that can be transported in single box;
00 Minimum numberof units of product” €+ thatfacility + €+ mug have
O00nn Maximum number of units of product € - that facility = € - ' can have;

Og Maximum number of boxes that can be transportedicie | € - ;

Op Minimum number of boxes that need to be transpddexdore] € - ;
00q Minimum quantity of stock, in units, in each fatili | € - ',

O0g Storage capacity, in units, of each facilitye - ',
O00g Storage cost per box at store€ - ;
+0y | Storage cost per unit at the warehouse;
00 Sum of the warehouse and stores handling costymper
00 Transportation cost per box;
Decisior o
Variables Description
. Quantity, in units, of product €+ sentto store € - in time period-

ooo e

O Quantity, in units, of product €+ purchased in time period € - ;

. Quantity, in units, of product €- returned to warehouse by steres - in

time period- € -
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Auxiliary .
Variables Description
Stock, in units, of product €+ at facility- €+ 'at the end of time period
[777 = :
O Number of boxes sent to stare€ - in time period~ € - ;
Existing number of boxes of producte- in store- €- attime period
Upog e
- Number of boxes returned (to the warehouse) bgste - intime period
il e

Nextthe mathematical formulation is presentest fire objective functionand then
the constraints.

Objective Function:

Oono=00> S S (0o +0))+S oS> S oo @D

e 2 _teertr 2 20 ()

Subject to:
> _ oon 200 Ve E- (2)
ZiEDMJSDDJ V- €+, € (3)
Oqp < Op V. €. € 4)
Oqn2 O V.- e € 5)
Upog2 O0gg Vegrr €t € (6)
Opop € 000 V'€ €+ E (7)
Uooo = Uoo@-1 * Pooo ~ Booo — Uooo V- €-,r €+ E (8)
Sy T ey T 20 Upoo

< Ve e - 9)

+ 2>

(=]
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2 Hoes Dgsne-y V. e « - (10)

(S

Upoo2 Uoog Ve, r e e (11)
Opog
Honz2  — V- e, - e 12
23— (12
Upoo
Uop 2 — Ve, - e (13)
0 T
Unoo ’
DD[DZ_B V€€ E (14)
414
Oppp22. Opon v e, » e (15)
41
Uoo, D[[,DjijODDD goooooo A\ ISEEEN (16)
[777,[777'177720 v. E"' E" (17)

The model and respective constrains were genettadlyght so that it would be
possible to use and adapt it to similar problenmsisT due to the fact that, for example, in
our problem there is no transportation limits, tdeeresponding constraints will not be
implemented in CPLEX (IBM ILOG, 2009).

Equation (1) describes the cost minimization natfréghe problem. The costs
considered are: (i) handling cost, which is a petr cost in both warehouse and stores; (ii)
storage cost, which for the warehouse is per dmptaduct and for the stores is by square

meter occupied; and (iii) transportation cost whgfixed per box.

Thefirstsix constrainsrefertothe capacitynmegons. Inequalities (2) and (3) ensure
that, in each period, the inventory for both theret and warehouse are within their
respective upper and lower limits. Similarly, inafjies (4) and (5) ensure that the
transportation limits are respected. They, respelsti refer to the maximum and minimum
quantity of boxes that can be sent to each staegjualities (6) and (7) ensure that the
inventory held at each facility for each produceach time period is within the specified

limits.

Constrains (8) and (9) are the balance equationthtowarehouse and stores,

respectively. The maximum quantity of product tteat be sent to all stores is given by
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Inequalities (10), while Inequalities (11) ensinathe quantity of each product sentto each
store in each time period is at least the minimaquired quantity. In addition, the use of

the correct number of boxes in the transportas@msured by inequalities (12) and (13) for
sending and returning products, respectively, anshf’entory storage by Inequalities (14).

Inequalities (15) ensure that each store in each fieriod, keeps as inventory at least the
inventory level of each product required to sattbiy next predicted demand, for the next
fourteen days (business rule). Lastly, constréig$ &énd (17) define the variables nature.
Note that, as the inventory is obtained by addintbsaubtracting integer values, the variables

associated with it will always be assumed integdues as well.

As mentioned in Chapter 3, decisions are made,dhilg the proposed model is to
be solved for every day of the planning horizorerBifiore, inventory levels at the stores at
the beginning of every day are given as an inpuidaiating the inventory levels at the end
of the previous day obtained by the model. As alteat the beginning of each day, the
stock levels have to be updated using the read satlleer than the expected demand: - =

Hoon+ Hone-1— Hone-1- The warehouse stock levels do not need to beegdance we
defined its purchases as a decision variable atitesstock levels resulting from previous

decisions are the real ones.

4.3 Solution Approach

Theoretical background

As mentioned before and according to several astlsee for example Dauod et al.
(2017), mathematical programming is widely usesbige optimization problems like ours.
Besides this fact, we want to find an optimal solutoy creating a solution process that
faithfully represents the real problem. Thus, f@ge reasons, the chosen approach for this

case study was to use mathematical programmingio@ochivith receding horizon control.

We choose to use a commercial software, such aEXRIBM ILOG, 2009) to

solve the mixed integer linear programming modeppsed in Chapter 3. This software is

25



one of the best known and most widely used, siriseificient and robust in solving such

models.

The CPLEX approach to the models is a little ki & black box, however we know
that to solve mixed integer programming problerke burs it uses either branch and cut
search or dynamic search.

The branch and cut algorithm is a combinatoriainogzation method that consists
inthe following elements: linear programming relé&n, branching, cuts, and heuristics. In

addition, CPLEX provides parameters to enable bissand/or control these elements.

In a branch and cut algorithm (EIf et al., 200k original problem is divided in a
series of continuous subproblems. The set of thelsproblems can be represented by an
enumeration tree, where each subproblem is call@dch and cut node, from now on
referred as node. The enumeration tree initiali@gk a root node that represents the
continuous relaxation of the original problem, émeh, the exploration of the nodes starts.
There are four types of nodes. The node that ieotly being explored is called current
branch and cut node. The active nodes that stié lia be processed, and the already
processed nodes that can be fathomed or not fatholygroblem is fathomed when: the
local lower bound (Ipval) of his subproblem is elquragreater than the global upper bound
(gub), or the subproblem becomes infeasible, ostiproblem has been solved, being its
solution a feasible solution of the original prahlél'he nodes are generated in a branch step
that usually appears when the bounds of one variatd modified. For example, when
exploring the lower and upper bound of the pareneriimit, which means one child gets
the value of the lower bound and the other getsiiper bound value. On the other hand,
the cuts role is to limit the search space by @lating part of it, by adding a new constraint
to the model. Cuts, typically, prevent fractionaluions, which reduces the number of
branches needed to solve the problem. No admissailgion to the original problem is
ruled out by a cut. At each node the solution fatraan be of three types: all-integer
solution, infeasible solution or another fractiosalution. In the first two cases the node is
fathomed. Inafractional-valuedinteger varialvksegnce, the algorithm decideswhenis best
to branch and when is best to cut. If possibledides to cut because it reduces the problem

size. The process has to be repeated until omedirst two solution is reached. There are
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two major keys aspects in branch and cutting: diheputation of a global upper bound (gub)
and a local lower bound (Ipval). Ideally, an inclenbsolution — the best known solution to
satisfy all the integer requirements —is quicklyrid so that it can be used by the algorithm
as global upper bound when trying to find betténtsons. The gub value is then compared
with the global lower values (glb), which is givieythe minimum lower bound of all the
active and current nodes. When the glb is lowen tha gub, a better solution has been
found and the glb solution becomes the new gulisaluvhich means becoming the new
incumbent solution. When the list of nodes to sadvempty, the gdp- the reflex of the
progress towards finding optimality — will be zeaond the optimality of the incumbent
solution will be proved. Despites, often CPLEX tarates the solution process when the
gap has been broughtto 0.01% or less becauséyusuwah computation is required in order
to prove optimality.

However, sometimes, the algorithm cannot find atsmh, which was our case. We
left the software running for an hour and no incemtisolution was found, Figut®. Thus,
it became unfeasible to solve the problem in ttag,veo the next step was to try dynamic

search.
== Best node
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Figure 5 Solution process representation of CPLEX when usadijtional branch & cut method with no

heuristics.

The dynamic search algorithmis based on the saneepts and logic as branch and
cuts but it has a different implementation. Theaadage in this method is the fact that it

achieves solutions faster than the conventionaldbirand cut method. Still, this was not

2 For the purpose of allowing a better comparisdrthal presented graphs consider the same timevaiter
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good enough since the solution found was far froendptimal solution, when CPLEX
stopped the process the gap was at 97%. As iteardn in Figure 6, the best integer line

is far away from the best node line showing thatdifference is considerably big.

|— Best node Best integer Integer solution
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Figure 6 Resolution process representation of CPLEX whemgudynamic search method with no heuristics.

Besides dynamic search, there is one last thing#mehelp improving our solution.
When CPLEX cannot find a solution for a node thare two options: branching or
heuristicé. Thus, in order to find the best possible solytiwe allowed CPLEX to use
heuristics whenever the algorithm was having ditfies in finding a solution for a specific
node. Although it does not replace branching, lséiarcan quickly and inexpensively find a
good approximate solutions to a subproblem. Intadia solution found in this way is
treated as any other feasible solution. Thus, CPirtegrates heuristics in the branch and
cut method, which allows to speed the final probbptimality. Allowing this, truly
improved our solution. It enabled us to get realbge to the optimal solution, the final gap
is always under 0.05%. As it can be seen in Figutke best integer line overlay the best
node line showing that the difference is quite $mal

3 According to Shah and Oppenheimer (2008), heusistie techniques that reduce and simplify the effor
associated with a certain task. This techniquesjaakly find satisfactory solutions, however, vatit

theoretical guarantees of optimality.
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Figure 7 Solution process representation of CPLEX when udyrgamic search method with heuristics.

Hence, we decided to solve the problem using dyoaedrch and heuristics to help
finding nodes solutions when there was no better. Basides this, there are two more
important CPLEX parameters to discuss. Regardiadrde-off between feasibilityand
optimality, we choose to balance them, rather #maphasizing one or the other because it
makes the algorithm look for fast proof of optinhakvithout forgetting to take effort in
finding high quality feasible solution. To conclyeee allowed the use of presolver and/or
aggregatdmore than one time so that a good initial linedaxation is achieved in the

algorithm first building block where the initialgslem is simplified.

Adjustments and Framework

After discussing the theoretical part of impleméota we will now discuss a
limitation that had to be imposed to solution psgce order to make it feasible and will

briefly discuss the constructed framework.

Initially, our idea was to solve the problem with@any external limitation or
relaxation however, with the first experiments e@&lised that it would not be feasible given
the time required. We tried to solve the problerthauit a time limitation and although
CPLEX gets close to an optimal solution quicklyakes a long time to ensure optimality.
Usually, it is really difficult to improve a solath when it already has a gap close to or of
0.01% and so CPLEX finishes the process but,litstiiys on that level too long before

4Presolver and aggregator are the two availabl@preessing methods on CPLEX and they try to reduce

the coefficients of constraints.
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stopping to try to get a better solution. The cotapanal time that CPLEX takes to solve
a problem does not depend only on the size of theein but also on things like the gap
between the incumbent and optimal solution, and ptugportion between basic and
fractional solutions. Hence, different data setamgifferent computational times, whichin
turn means each day can require different compunakiimes. Thus, we decided to limit the
computational time of CPLEX to 1000 seconds. Whiis timitation we look for, in the

available time, the best possible solution. As regzbin section 5.2, the final optimally gap
isalways below 0.05%. When the limitation beingosed to the model is regarding the final
gap, the recommendation value is of 0.05%, theeefioom the assigned solution when

CPLEX reaches the computational time limit, thesgale improvement is not much.

To conclude the implementation discussion we yadiscribe the framework of the
solution process, which mainly consists on a cylerything starts with the main script
that controls the cycle. First, the main scriplscile model file, which is where we have the
parameters and variables definition, the objedtimetion, and the constraints. Then, the
main script reads from the main data file whicthiss name of the instructions data file to
consider at that time instance and calls it. Te&uttions data file tells to the model script
from which excel file, page and range the inpuadsagoing to be read. After this, the model
script starts the solution process for that tinsgdnce. When the final solution is found the
results for the decision variables are written bfecent pages of the same excel file from
where the input data was read. Besides thisaiseswritten, in the excel file of the nexttime
instance, the stock level of the current time insgafor each product at each facility and
with this information the real stock levels areamaneously updated since the remaining
required information for the update is alread¥ymfile (section 4.1.). The process described
is repeated until the last time instance is comeidle

The solution process is completely automated. Taitey; defining for which time
instances we will solve the allocation problem, aathsequently, having the corresponding
inputs on the excel files, in order to start thgotation process, we only have to call a
command in PowerShell. When the process s finighedsolutions for the several decision

variables will be saved on the excel files and s@an analyse the results.
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5. Computational Experiments and Results

5.1 Algorithm Test

To ensure that the chosen approach was corredhab@PLEX was solving the
problem as expected, a small example of the ofiginréblem was solved using other

software. This is very important because it alléarsresults comparison.

One of the simpler ways to solve small linear pangming problems is using the
“Solver add-in” tool of Microsoft Excel. This toblas available three possible resolution
methods: Generalized Reduced Gradient NonlineatuEenary, and Simplex LP. The first
two methods are able to solve linear and nonlipeaslems but the solution they find might
not be optimal. These algorithms compromise opiitmal exchange for speed in the
resolution process. On the other hand, Simplexilffadlows linear functions. However, it
assures that the solution obtained is a globalliyrapn one. Thus, as our problem is linear
and we want to find optimal solutions, we choogeSimplex LP method to solve a small

representative example of our original problem.

For this test the considered problem included tleetwouse, two stores, two
products and two time instances. The test was peéed for two different examples and, in
both, the solutions obtained by CPLEX and by Miofo&xcel were exactly the same,
Figure 8.

CPLEX Stock Levels Results Microsoft Excel Stock Levels Results

Stock Levels
g
Stock Levels

Time Instances Time Instances

Figure 8 Test CPLEX and Microsoft Excel results example.
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5.2 Results Analysis

Computational experiments were performed not anlsatidate our model but also
to analyse its performance and usefulness forahgany. Thus, in this section, we will
discuss the most important results. The resulyarsalvas performed using software R (R
Core Team 2014).

First Experiment

Thefirstanalysisis acomparison between thesitats and associated costs obtained
by solving our model, and those of the companyn&sationed before, the instances solved
here involve deciding on a daily basis, over a fpegod of one year: (i) the quantities of
eight different products to be sent from a centtalehouse to 51 stores (retailers) and (ii)
the quantities of the same eight products to begbbby the warehouse. The analysis
considers 240 days, since only for these the rmmxttden days predicted demand are
available. Hence that, there is a business rutddhees inventories levels at stores to be at
least equal to the next fourteen days predictecatenirhus, only the first 240 days can be
analysed.

Thefirstresults presented are warehouse invelgoels and store average inventory

levels. In Figures 9 they are reported as a peagentf the facility capacity, for both
warehouse and stores, respectively.
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Figure 9 Warehouse and Stores Stock Levels.
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As it can be seen, excluding some specific casesnbdel decisions for warehouse
inventory levels are steady, typically, being attbquired minimum level. The nine spikes
on the model decisions refer to moments whereettsea minimum required quantity of
products to be sent to the stores, which are threesrof new products to the stores and so,
consequently, the warehouse has to buy and stose tiew products before they are sent
to the stores. On the other hand, warehouse ingetaweels kept by the company were
much higher then what they needed to be throughmmst of the year. In addition, an
exponentially increase can be observed duringrteseven months of the year. Then, there
is a break around summer promotions phase andfaifteit starts growing again for a small
period of time until it begins a decreasing tengaatthe end of the year. The exponentially
growth of stock levels throughout most of the yisaaomething that it is expected by the
company and it is something they are trying to geaimhe moments were the stocks levels
were lower, are also expected since they correspmsdmmer, Christmas and winter

promotions.

Contrarily to what happens with the warehouse itmgnlevels, the company
average inventory levels of the stores are stedllzr the ones derived from our model
decisions. However, similarly to what happens it warehouse inventory levels, the
company stores average inventory levels are muttehthan what they needed to be. The
new products entry at stores spikes are also visigle in the company store average
inventory of the model. In addition, the model &g inventory levels of the stores show a
descendant tendency which, is a reflex of a moné¢rotbed environment at the warehouse
and of the synchronization between sent quanamesstores needs according to predicted

demand.

In order to better explore the obtained resultsamegoing to use something similar
to ABC analysis, which is an inventory categoriaatiechnique (Benito and Whybark, 1986).
In our case stores will be categorized based omien value of the shopping cart. Our
division is going to result into comparisons betw#ge stores with a shopping cart with
higher average value, group A, versus the onesasitiopping cart with lower average value,
group B, and between the products with shoppingvaiéin higher average value, and the

products with shopping cart with lower average galu
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The different stores type are presented in Fighyedch graph shows data regarding
a representative store of each type. The left lsea@lgraph shows group A, the group of
stores with a shopping cart with higher averagee,alvhich means these type of stores
achieve higher values of shopping cart medium vadllang fewer products. While the right
hand side shows group B, the group of stores wstioaping cart with lower average value,
which means these type of stores sell the lesk,ibetalue and in quantity. This last group
is, usually, the reflex of recent openings, whighsituation where the stores are trying to
gain space in a new market and, consequentlyesslliSimilarly to what happened with the
previous graphs, the stock levels percentageasivelto the maximum capacity edch
group.
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Figure 10Group A and B Stock Levels.

As it can be seen, group A has, at least for midsieoyear, the same tendencies for
the company and model decisions. The biggest ¢iaoy between company and model
decisions happens in the first months since theeteent tendency was present for
considerably more time in model decisions than ommany decision. This situation
happens because the initial stocks are an inpug@acke much higher than what they needed
to be. Besides this and excluding the fact tredpiears that the model anticipates the spikes
a little, the ups and down happened more or le§®eadame moments. This is related, at
least in part, with moments where there is a mimmraquired quantity of products to be
sent to the stores and promotions, as was discussied previous analysis. On the other
hand, in group B the tendencies of company and helgsions are different. In the

beginning of the year, while the company decisiead to steady stock levels, the model
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decisions lead to an exponential decreasing terydeitnich as mentioned before, has to do
with the initial stock. After that, the model deoiss lead to steadier stock levels while
company decisions start a tenuous growing tendtmloyved by a descendent tendency.
Finally at the end of the year, while the comparstill on a descendent tendency, the model
decisions lead to a growing period. This tendesgrobably related with the phase of the
year, which is Christmas, which in turns is folla®y winter promotions. The effect of this
phase is not as visible in some stores as itoghars because some stores have less selling
potential and so require less preparation fontbés phase when compared with stores with
best-selling potential. Nonetheless, the most ingmband visible aspectis common to both
graphs. As expected, this analyse reveals thatahmpany keeps much more stock than
needed. As a result of this, an exponentially desdest tendency is always found in model

decisions in the beginning of the year.

Inaddition, while through company decisions, thees daily keep, on average, stock
levels of 84% of its maximum capacity, through mabiisions, the stores daily keep, on

average, stock levels of 52% of its maximum cagadiable 2.

Table 2Summary of Model and Company Stock Levels.

Min. 1st Quartile 2nd Quartile Mean 3rd Quartile Max
Model Decision: 36% 44% 49% 52% 58% 83%
Company Decisions| 72% 81% 84% 84% 87% 95%

We believe that the main reasons for the compamgststock accumulation are
related with: first, a previous stocks accumulatibiine warehouse and second, the decision
of how many references a stores should have. TémMqus stocks accumulation at the
warehouse is related with two things: desynchrahizormation in buying decisions and
difficulties in draining out-season products. Teeidion of how many references a stores
should have, hasinfluence as well because thinkiihgt, the distribution product managers
end up allocating more product to the stores tHaat was initially defined according to the
store’s needs. Therefore, consequently, they enovadooking the business rules that
requires two weeks’ worth of product to be kemlatimes in each store, which leads to a

higher stores stocks accumulation than needed.
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Producttype comparisonis presented in FigurBé4dides the two different product
types, the graphs also show their behaviour ieckfit stores type. We used the same groups
used in the previous analysis and while product@easents one of the core products,
product 7 is a niche type product and so it reprissa smaller part of sales. As in the
previous graphs, the stock levels and effectivessappear as a percentage of the maximum
capacity of each store for products 6 and 7, rasfety.
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Figure 11 Groups A and B, products 6 and 7 Stock Levels.

Regarding product stocks levels behaviour, it séemms similar to what was already
discussed regarding the overall stores stock leelsmost of the year, the company and
model tendencies are more or less the same, thelimedntory levels being lower than the

company inventory levels. However, it is possildesee that product 6 and 7 behave
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differently. Product 7 varies through the year jhggpikes, while product 6 is steadier after

the first decreasing tendency.

With the model decision, in 97920 (height differpriductsx 51 different storex
240 days) decision moments, there are 39 momerstsasfages. The first shortage is an
isolated case and there is no explanation far that day in that specific store and product,
the effective sales were 10 times higher than whatpredicted. This phenomenon was not
a shortage for the company because as said bémy&kéep much more stock than what
they need to. All the other shortages happeneadia period 232, which was a campaign
period. The impact of this campaign in the salésirsl to predict since is a very recent type
campaign in Portugal and so there is little dasudy and predict on. Thus, as the campaign
was very successful the sales exceeded the prédieteand in several product types and
stores. Once again, this was not a problem focdingpany because they have an excess of
stocks at the stores and they deliberately reiefibtbe stocks where it was necessary. The
reinforcement of the stocks during campaigns carcdyesidered by the model if the
company wants it. However, the company might notti@sell more than a certain quantity
of product in a certain campaign since it is sglith less margin and so less profit.
Therefore, we consider that these situations ar@mdlematic. The model allocation is

good and shows that stock levels can be much lanestill satisfy the demand.

The costs analysis is presented in Figure 12. @téand side graph provides the
total costs for both model and company decisiomgdpthe right hand side graph shows the
ratio of these costs. In our model formulation,dignot take into account a shortage cost
because the company did not study it yet and se th@o information about it. However,
as discussed above, the two situations wherewssshortage, are very specific and would
have a low impact in the model costs. Furthermaset is very clear, the model costs are
lower than the company costs throughout most of/&ze, which means we were able to
reduce, considerably, the distribution operaticoats as expected. Overall, we were able to
reduce the costs in about 33%. Therefore, it is taay that even when considering a

shortage cost, the model total costs would be |dkger those of the company.
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Figure 12 Total Costs analysis Experiment 1.

In the left side graph, it is possible to see tah situation show ups and downs
over the year and, as before, the spikes in theehums$ts are related with the moments
where there is a minimum required quantity of pidto be sentto the stores. Additionally,
in the company total costs, there is a growingeeucy after the first year trimester, while in
the model total costs tend to stay in the sameerafigr the initially decreasing tendency.
The right side graph reinforces that idea sincetsts reduction is higher at the end of the
year. Nonetheless, there are moments where thel musts are higher than the company
costs. These moments are the moments where treemiaimum required quantity of

products to be sent to the stores.

The summary of the total costs ratio is presentedable 3. As the total year
reduction, the mean cost reduction achieved wa83% and, at least, in three quarters of

the year the reduction achieved was of 28%.

Table 3Summary of Total Costs Experiment 1.

Min. 1st Quartile 2rdQuartile  Mean 3rd Quartile
Cost Reduction (%, | 6C 40 34 33 28

To conclude the first experiment analysis, in Tald@ows the summary of CPLEX
time performance and solutions quality. For mostthd days CPLEX stopped the
optimization process when reaching the time liMé@vertheless, the solution final gap was

always below 0.05%, ensuring almost optimality.
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Table 4 Summary of CPLEX Time Performance and SolutiongF3ap, Experiment 1.

Min. 1stQu  Median Mean 3rd Qu. Max
Time Performance 38.8¢ 1001 100c 814.2: 100z 100¢
Solutions Final Gap | 0.005% 0.010% 0.017%  0.019% 0.025%  0.049%

Second Experiment

As lead time was not considered when deciding wipiddducts and in which
quantities should be bought by the warehouse, anseexperiment, where the real
warehouse stock levels were considered as inpatsperformed. By considering the real
warehouse stock levels as inputs, we are consglezad times since when deciding the
warehouse stock levels, the company took into atdbie lead times. Also, this allows to

observe the influence of higher warehouse stoa{$an the store replenishment decisions.

As can be seenin Figure 13, the difference betwee=model inventory levels of the
stores in the first experiment and the second @xyert is small, and the tendencies are
exactly the same. With this we can infer that motstdering lead times has a small impact
in stores inventory levels. This was expectableesimarehouse storage costs are considerably
lower than those of sores and so the model keepsndximum stock possible at the
warehouse.

80
0 |
70

60

50 60

40
50

Warehouse Stock Levels (%6)

Stores Average Stock Levels (%)

30

40

20
0 50 100 150 200 250 0 50 100 150 200 250
Days Days

—— Model Decisions 1 —s— Model Decisions 1
Model Decisions 2 Model Decisions 2

Figure 13Warehouse and Stores Stock Levels.
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Figure 13 also shows the inventory levels at theehvause for experiments 1 and 2.
As it can be seen the inventory levels in modekE2nauch higher than the ones in model 1,
similarly to what happened in the first experimdritis difference explains the larger total
costs of experiment 2 and the incensement towhsdsrid of the year when comparing to
experiment 1 (see Figure 14).

The cost analysis also confirms that although theks levels at the warehouse are
much higher in the second experiment, its influentlee store’s inventory levels and costs
is small, see Figure 14. In the left hand side lgrais possible to see that the tendencies are
the same as the ones observed in Figure 12. Quthiee hand, the right hand side graph
presents the relation between the model experighéstal costs and company total costs,
and between the model experiment 2 total costsraotel experiment 1 total costs. These

two ratios are presented in Table 5 as well.
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Figure 14Total Costs analysis Experiment 2.

In the overall of the year, with the second experg we were able to reduce the
total costs in 28%, which means that even not demsig purchasing decisions at the
warehouse, we were able to reduce considerablyothecosts. Note that disregarding
purchasing decisions implies larger inventorige@tvarehouse, which implies an increase
in total costs. In comparison with the first expsent the total costs increase, on average,
8% and as it is possible to see in Figure 14. Tipgact of the inventory levels at the

warehouse is higher at the end of the year. Theiggtendency, when comparing the two
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experiment costs, is expectable since we previbssrwed a higher difference in the stores

average inventory levels of the two experience atgbe end of the year.

Table 5 Summary of Total Costs Experiment 2.

Min. 1st Quartile 2nd Quartile Mean 3rd Qu.

Cost Reduction betwee
Model 2 and Company (%) o4 33 29 28 25
Cost Ratio between Models
2 and 1 (%) 1 1.04 1.07 1.08 1.15

With the second experience model decision, in 9{B2@ht different products
51 different storex 240 days) decision moments, there are 35 momestsofages. Even
thought the growth at the stores stock level idisth#s growth prevented four moments of
shortage and decreases the number of units in vghiattages occurs.

Similarly to the first experience, to conclude thiglysis, in Table 6 a summary of
CPLEX time performance and solutions quality ishoSimilarly to the first experiment,
for most of the days, CPLEX stopped the optimizatimcess when reaching the time limit.
However, the average time and first quartile wheneer. This can be explained by the fact
that the problem and this model, no longer inclpdeehasing decisions. Despite and also
similarly to what happened before, the solutioalfgap was always below 0.05%, ensuring

almost optimality.

Table 6 Summary of CPLEX Time Performance and SolutiongF3ap, Experiment 2.

Min. 1st Quartile 2nd Quartile Mean 3rd Quartile  Max
Time
2 194.9 1002.2 730.8 1003.4 1011.2
Performance
Solutions
: 0.0006%  0.009% 0.015% 0.016% 0.020% 0.041%
Final Gap
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6. Conclusion

This dissertation addresses a specific multiprodiigtribution problem in the
fashion and retail industry that is closely relateddirect shipping inventory routing
problems. With the purpose of improving the compamyrrent process of allocation
decision making, we formulated the problem as aahirteger linear programming model.
In order to take into account all the significaatiables for the problem definition a detailed
research was performed and even variables thagntly, are not taken into account by the

company, were included. To solve the proposed medelsed CPLEX.

In the beginning of this work, we expected to bk db cut down the costs and,
eventually, to point out improvement points or togose changes to current policies and
strategies. Thus, the obtained results have beepa@d with those of the company current
practice. During this comparison we observed @mexpected, the company keeps much
more stock than needed in both warehouse and sidrisssituation is something that the
company already knows and is trying to correct. inmglications of the excessive stock
levels are vast and have the long term consequeWiéls excessive stock levels, the
company incurs not only in unnecessary costs iptegsent (mainly due to storage costs),
butalso in future costs as products became osiesed, typically, implying lower margins
sales. Besides this, with excessive stock levelsdimpany needs more space for storage at
the stores, which requires larger storage spacéharschigher costs. All in all, it is very
important to have well-structured buying policiesause they have a lot of indirect effects

and so their impact is much higher than the one aethe first sight.

As the stock levels excess was expected, in oodénd out the ideal warehouse
stock levels, we included the purchasing decisiarur model as a decision variable. As a
result, we were able to prove that with much les& & was possible to satisfy the demand.
On average, we achieve a reduction of 32% in irrgnievels at the stores, and in
warehouse, 17%. Thus, we were able to reduce tlentory levels and still satisfy the
demand.

Regarding the costs, we observed an improveme38%ifin total costs. However,

in about 3% of the days, the obtained solution ietphigher costs averaging 19%.
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Nonetheless, this situation ends up having a snilalence since in the remaining 97% days

of the year, the obtained solutions lead to avecagés savings of 35%.

The verified shortages represented 0.043% of taktales. However, as mentioned
before, this happened during an extremely succlesafapaign that could be taken into

account by the model.

We also conducted an experiment in which purchagdegsions were considered as
inputs. We were able to conclude that the impattsawing larger inventories at the
warehouse due to current purchasing decisionssmeaé since the growth in the inventory
levels at the stores was, on average, about 7%€Tlheger inventories, in both warehouse
and stores resulted in an average cost incremesfroofNonetheless, the year total cost
reduction, in comparison to company current pracigstill about 28%. The small impact
in the total costs can be explained by the fadtttielarger increase in inventory levels

happens at the warehouse, where storage costaate s
In future work, we aim to investigate with det&dietmoments of shortage in order

to prevent these situations. Possible solutions(gr® solve the problem considering a
safety stock or (ii) to implement special policiescampaign moments.
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