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The development of communication channels at the ultimate size limit of atomic scale physical dimensions
will make the use of quantum entities an imperative. In this regime, quantum fluctuations naturally become
prominent and are generally considered to be detrimental. Here, we show that for spin-based information
processing, these fluctuations can be uniquely exploited to gate the flow of classical binary information across
a magnetic chain in thermal equilibrium. Moreover, this information flow can be controlled with a modest
external magnetic field that drives the system through different many-body quantum phases in which the
orientationof the final spindoes or doesnot reflect the orientation of the initial input.Our results aregeneral for
a wide class of anisotropic spin chains that act as magnetic cellular automata and suggest that quantum phase
transitions play a unique role in driving classical information flow at the atomic scale.
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As the size of information processing platforms decreases,
quantum mechanics becomes more prominent, both as a
resource [1] and also as an intrinsic source of fluctuations
[2,3]. Given the dramatic recent advances in the ability to
engineer finite structures of interacting atomic or molecular
spins [4–15], it becomes important to explore whether finite
nanoscale chains of interacting quantum entities in thermal
equilibrium are a viable on-chip connector for transmitting
bits using either their charge or spin degrees of freedom.
However, despite the potential of these structures for low-
dissipation spin-based information technology [9,11,15],
there has been no investigation of the capacity of their robust
thermal (static) states to convey classical information, in
particular, in the sense of Shannon’s quantitative theory [16].
Moreover, in the atomic regime, quantum fluctuations, rather
than being merely noise, play a fundamental role and can
actively drive a phase transition in a many-body system
[17,18]. Here, we show that these quantum phase transitions
can produce striking changes in the information transfer
capacity and thereby demonstrate a fully quantum method-
ology for gating the classical information flow through a
large class of magnetic chains.
We consider a generic setup for transmitting classical

digital information through the equilibrium state of a
quantum spin chain (Fig. 1). As in recent experiments [9],
the magnetic island on the left has uniaxial anisotropy so that
it only has two ground states and therefore encodes one bit of
classical information. This input is inserted into a spin chain
via exchange coupling to the first quantum spin S1. Every
other spin Sj of the chain is coupled to its nearest neighbors.
The magnetic island is sufficiently large as to be described
with a classicalmagnetization S0 and tomake the back action
of the quantum spins negligible. The logical state of the

island can be controlled independently, for example, byusing
external magnetic pulses [9]. In this system, the output is
defined by the orientation of the last spin SL, whereL counts
the number of quantum spins in the chain. The read-out can
be realized using spin-polarized tunneling [19]. Typically,
the initialization and measurement times are much slower
than the equilibration time, so during the output measure-
ment, the chain is in its equilibrium state.
Ifwe ignore both quantum and thermal fluctuations, so that

the spin chain is describedwith classical Ising spins at T ¼ 0,
with two equivalent ground states, perfect transmission
occurs from the island to the opposite boundary: fixing the
logical state of the first spin S1 selects one of the two ground
states for the entire chain. It can be readily seen that thermal
fluctuations, at the classical level, destroy this ideal picture.
To quantify this, we make use of Shannon’s seminal work
[16], where he showed that the maximum rate at which
information can be transmitted over a memoryless commu-
nications channel with arbitrarily small decoding error is
given by the so-called channel capacity C (Supplemental
Material [20]). The capacity is 1 for errorfree channels, 0 for
fully broken ones, and in some simple cases is a function of
the probability Pf of bit-flip errors at the output. Applying
this formalism to the classical Ising model at inverse temper-
ature β ¼ 1=ðkBTÞ (SupplementalMaterial [20]),where each
spin can point either up or down, we find Pf ¼ 0 at T ¼ 0,
and the chain perfectly transfers information. However,
at high temperature, the capacity goes down as C≃
expð−4Le−2βJÞ, where J is the strength of the Ising coupling.
Therefore, thermal fluctuations limit the maximum length of
the chain for reliable information transfer to L ≈ e2βJ.
Whereas it is possible in principle to suppress classical

fluctuations by reducing T, the same will not be true for
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quantum spin fluctuations, making a study of their effects
imperative. Once we switch from classical to quantum
systems, the reconstruction of the output density matrix is
necessary to determine the ultimate rate of classical infor-
mation transfer [21–25] (see also the Supplemental Material
[20]). However, motivated by an experimental perspective in
adatom chains, we focus on a simpler scheme, where the
digital output is encoded into the sign of the magnetization
hSzLi of the last spin, as described above, and we study the
information capacity when the channel spins are described
with the anisotropic Heisenberg Hamiltonian

Hchain ¼ J
XL−1
n¼1

~Sn · ~Snþ1 þ
XL
n¼1

Hn; ð1Þ

Hn ¼ DðSznÞ2 þ E½ðSxnÞ2 − ðSynÞ2� þ ~B · ~Sn; ð2Þ
where (Fig. 1) L is the length of the chain, Sαn is the quantum
spin operator along the direction α ¼ x; y; z acting on the nth

spin, ~B is themagnetic field (with the Bohrmagneton and the

Landé g factor absorbed into the definition of ~B), D is the
(axial) zero field splitting, E is the planar (transverse)
anisotropy of the crystal field interaction, and J is the
exchange integral between neighboring sites. This
Hamiltonian can describe a variety of different physical
phenomena, depending on the relative value of the exchange
interaction and anisotropy, as well as the value of the spin S.
Importantly, these quantities can be tuned experimentally,
and the model has been used to successfully describe
experimentally realized spin chains [6,8,11,12].

The effect of a large magnetic island, whose orientation
can be tuned externally [9], can be described by a classical
magnetic field B0 ¼ J0S0 pointing along the z direction, so
that the total Hamiltonian is H ¼ Hchain þ B0S

z
1. Here, we

will focus on antiferromagnetic (AFM) chains (i.e., J > 0),
which have shown considerable stability at low temper-
atures [11]. Although we find that ferromagnetic systems
generally have a higher capacity than their AFM counter-
parts, this capacity is highly sensitive to external fields in
the z direction (Supplemental Material [20]).
We first consider a chain with isotropic spin-spin cou-

plings, with ~B ¼ E ¼ D ¼ 0. Figure 2 shows the digital
channel capacity (Supplemental Material [20]) of such finite
length quantum spin chains, where we use a density matrix
renormalization group (DMRG) algorithm [26] to compute
the ground state. It is apparent that the channel capacity is
smaller for chains of lower spins, with isotropic S ¼ 1=2
systems being particularly poorly suited for information
transfer. Even for larger spins, the capacity clearly decreases
as the length of the chain increases (Fig. 2) because the
perturbation due to the local coupling with the island, which
breaks the rotational symmetry of the state of the spin chain, is
not able to propagate along the chain.
To stabilize only the two states jmz

n ¼ �Si, it is therefore
natural to consider spin systems with S ≥ 1 and large
negative D. As seen in Fig. 2, as we increase the uniaxial
anisotropy, the channel capacity increases and becomes less

FIG. 1. A spin chain and its interactions on a surface. Schematic
illustrating individual atomic spins S1...SL (gray balls) in a chain
on a surface (solid gray rectangle) coupled by an interaction with
strength J (blue arrows). The first spin S1 is coupled to a large,
semiclassical spin S0 (purple rectangle) via an interaction J0 (blue
arrow). Also shown are the axial and transverse anisotropy terms,
D (red arrows) and E (orange arrows), respectively, and the

components of an externally applied magnetic field ~B (gray
arrows). Green and purple arrows indicate the magnetic orienta-
tion of the spins for an antiferromagnetic coupling.

FIG. 2. Impact of axial anisotropy on channel capacity.
Capacity vs chain length for Heisenberg-coupled spin chains
with E ¼ 0 and B0 ¼ 100J for S ¼ 2, S ¼ 3=2, S ¼ 1, and
S ¼ 1=2, as calculated using DMRG for D ¼ 0 (black), D ¼
−0.5J (red), D ¼ −1.5J, and D ¼ −5J (blue).
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dependent on the channel length. For sufficiently large
uniaxial anisotropy (D ¼ −5J, E ¼ 0), the channel is
similar to classical Ising spins at T ¼ 0. Therefore, both
temperature and antiferromagnetic flip-flop interactions
driven by exchange can compromise the channel capacity.
Wenow show that there is yet another factor that affects the

channel capacity decisively: quantum spin tunneling of the
individual spins, driven in this system by the transverse
anisotropy [27] E. As shown in Fig. 3, where we keep E=D
fixed and vary D=J, the capacity remains relatively large
(above 0.9) for S ¼ 3=2 and S ¼ 2, evenwith finite values of
E once a sufficiently large (jDj≳ J) axial anisotropy is
present. In sharp contrast, however, the case of S ¼ 1 (Fig. 3)
exhibits a rapid decrease in capacity down to zero above a
critical value. The role played by the in-plane anisotropy E,
very different from the effect of the uniaxial anisotropy D,
can be understood analytically, in the limit jD=Jj ≫ 1 and
D < 0. In this case, each spin S ≥ 1 is approximated [28]

with an effective two-level system j�Si, namely with a
pseudospin τ ¼ 1=2. At the single spin level, Kramers
theorem ensures that these two levels are degenerate for
half-integers spins, but are, in general, split due to single-spin
quantum spin tunneling (SS-QST) in the case of integer
spins. This splitting acts as an effective field in the pseudo-
spin space, so that the resulting model for the channel is the
quantum Ising model (QIM) in a transverse field λ (see
Table I), which is one of the paradigmatic systems for the
study of quantum phase transitions [17]. The QIM has two
distinct phases. The interaction dominated phase, with
jλj < 1, has two ordered ground states, characterized in
the thermodynamic limit (L → ∞) by long-range correla-
tions and a nonzero order parameter hτzni. For jλj > 1, the
field dominated phase, there is a unique paramagnetic ground
state that results in a quantum disordered phase with short-
range correlations and a vanishing order parameter.
Within the QIM, we can find an analytical expression

(Supplemental Material [20]) for the magnetization of the
output spin after the local perturbation introduced by the
island

mz
L ≡ hτzLi≃

�
sgnðμÞð−1ÞLþ1

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − λ2

p
if jλj < 1;

0 if jλj > 1;
ð3Þ

when L ≫ 1, where μ ∝ B0=J (see Table I). Equation (3)
shows that in the thermodynamic limit mz

L is a nonanalytic
function of μ and depends only on its sign, while for
finite systems this nonanalytic behavior is smoothened.
Finite-size effects are negligible far from the critical
point and can be estimated from conformal invariance
at λ ≈ 1 [30,31]. From Eq. (3), the capacity C can be
evaluated, and we find in the thermodynamic limit that C ¼
1þP

�ð1�
ffiffiffiffiffiffiffiffiffiffiffiffi
1 − λ2

p
=2Þlog2ð1�

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − λ2

p
=2Þ for jλj < 1,

while the capacity is zero whenmz
L ¼ 0. This shows that the

chain acts as a “wire” able to carry digital information from
the island to the distant opposite end only in the ordered
phase, while when jλj > 1, the appearance of a unique
gapped ground state blocks the information flow.

FIG. 3. Impact of quantum fluctuations on spin chain
capacities. (upper panel) Capacity of a spin chain with L¼ 25,

B0 ¼ J, and ~B ¼ 0, as obtained from DMRG calculations for
S ¼ 2, S ¼ 3=2 and S ¼ 1, plotted as a function of jD=Jj for
D ¼ −7E (red squares) and D ¼ −15E (blue squares). The ratio
η ¼ D=E is kept fixed as jD=Jj increases. (lower panel) The
above results for S ¼ 1 are plotted against λ. Solid lines, in both
panels, show the predictions of the effective model (Table I) with
the same parameters. A single black line is used when the results
are independent of η.

TABLE I. Low-energy effective Hamiltonian for antiferromag-
netic chains in the subspace jmz

n ¼ �Si when D < 0, ~B∥x̂ and
~B0∥ẑ. The operators ταn are effective spin-1=2 Pauli operators
acting on the low-energy subspace. The effective theory has been
obtained with the theory presented in Ref. [29] using a second
order expansion in ϵ ¼ ðD=JÞ−1 (third order for S ¼ 2), assum-
ing that ðE=JÞ≃OðϵηÞ, ðBx=JÞ≃OðϵβÞ, where 0 < η < 1, 0 <
β < 1 and keeping only the dominant terms. Within these
assumptions, no ϵ2 corrections are present for S ¼ 1.

Heff ¼ μτz1 þ
P

nðλτxn þ τznτ
z
nþ1Þ

Spin 1 μ≃ B0=J λ≃ E=J − B2
x=2jDjJ

Spin 3
2

μ≃ 2B0=3J λ≃ −2BxE=3jDjJ þ B3
x=12D2J

þ BxE2=3D2J
Spin 2 μ≃ B0=2J λ≃ −3E2=8jDjJ þ 5B2

xE=24D2J
− B4

x=96jDj3J
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The dependence of λ on the physical parameters of the
chain is very different for S ¼ 1 (Table I) and can be used to
account for the very different behavior shown in Fig. 3.
In particular, for S ¼ 1 as λ≃ E=J is increased, the
system undergoes a quantum phase transition. In contrast,
for S ¼ 3=2, there is no zero field splitting, in agreement
with Kramers theorem, and λ ¼ 0 for ~B ¼ 0. For S ¼ 2,
λ≃ E2=DJ, which is much smaller than for S ¼ 1. As a
result, for fixed E=D, the fluctuation dominated para-
magnetic phase can only be achieved when D=J is very
large, D=J > ðE=DÞ−2—see also Supplemental Material
Sec. II. B and Fig. S1 [20]. As seen in Fig. 3, the effective
model presented in Table I is in excellent agreement with
the DMRG results (for jDj≳ J), showing that S ¼ 1
systems are unique in providing a flexible system where
the flow of information depends on quantum phases.
Having unveiled the relevant role played by quantum

fluctuations and SS-QST permits us to devise a strategy to
control the spin chain channel capacity using externally
tunable parameters. For this, we use the fact that, at the
single-spin level, the application of a magnetic field Bx
along the hard axis modulates the quantum spin tunneling
splitting [32,33], which acts as an effective magnetic field λ
in the pseudospin space, and thereby also affects the
collective state in the spin chain. This is seen in Fig. 4,
where we consider a spin chain with S ¼ 1 at two different
values of the anisotropy: E ¼ 0.5J in Fig. 4(a), and E ¼
1.5J in Figs. 4(b) and 4(c). Without applied fields, the chain
of Fig. 4(a) is in the ordered phase (λ ¼ 0.5) with an
imperfect capacity and that of Fig. 4(b) is in the quantum
disordered phase (λ ¼ 1.5) with vanishing channel capac-
ity. In this nontrivial regime, as seen in Fig. 4(c), the AFM
configuration is preserved only around the magnetic island
while far from this boundary all the spin components mα

n
are zero, meaning that each spin is highly entangled with
the others [34]. Moreover, at λ ¼ 1 the magnetization
profile along the chain can also be obtained from conformal
invariance [30,31]. As we start increasing Bx, the SS-QST
decreases in both cases, and the channel capacity is
improved. This effect is even more dramatic in Fig. 4(b),
where, in an initially disordered chain, λðBxÞ is decreased
below the critical value λ ¼ 1 and magnetic order along the
z axis is established due to application of a magnetic field
along the orthogonal x axis. At the optimal field Bc, it is
λ ¼ 0, and the channel capacity is maximal [see also
Fig. 4(c)]. As the magnetic field Bx is further increased,
the system eventually reaches the trivial limit where the
Zeeman energy dominates all other energy scales, and the
capacity to transmit information vanishes. Our numerical
calculations show that the dramatic effect of the transverse
magnetic field on the channel capacity is remarkable for
anisotropic S ¼ 1 chains, the only ones for which λ is
independent of the uniaxial anisotropy D at Bx ¼ 0. The
channel capacity of chains with S ¼ 3=2 spins shows a
weak dependence on Bx, expected from the functional
dependence of λðBxÞ (see Table I), while in higher-spin

systems, only the regime λ≃ 0 is accessible due to the
damping of the QST splitting for large jDj. To the leading
orders in perturbation theory (see Supplemental Material
[20] for more general arguments), maximal capacity
(λ ¼ 0) corresponds to the “diabolic points” [33], where
the QST splitting of each spin vanishes. On the other hand,
in a chain, the energy splitting is small (vanishes in the
thermodynamic limit) in the whole interval jλj < 1 [see
Figs. 4(a) and 4(b)], so the regions of nonzero capacity
correspond to quantum ordered chains with (almost)
degenerate ground states.
The theoretical framework introduced here uses the

standard metric from information theory for the first time
to analyze the transfer of classical information along a
quantum magnetic chain in thermal equilibrium. Our
approach highlights the deep relationship between quantum

(a)

(b)

(c)

FIG. 4. Gating capacity via quantum fluctuations with an
externally applied magnetic field. (a) Capacity (solid black line)
and splitting between the two lowest energy states (dotted red
line) for an S ¼ 1 spin chain with L ¼ 6, D ¼ −25E, and
E ¼ 0.5J, as obtained from exact diagonalization, plotted as a
function of jBx=Ej. The calculation for the capacity uses B0 ¼ J,
while the calculation for the gap uses B0 ¼ 0. (b) Same as panel
(a) with E ¼ 1.5J, so that quantum fluctuations completely
destroy the capacity at Bx ¼ 0. (c) Spin configurations in the
xz plane for a chain with the same parameters as for panel (b).
The initial, larger spin represents the magnetic island.
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magnetic phases and information transmission. Thus, we
find a way to take advantage of the competition between
various energy scales—such as uniaxial and in-plane
anisotropy as well as exchange interactions and Zeeman
coupling—to devise a nontrivial method to tune magnetic
order, and thereby the channel capacity in the spin chain,
using external magnetic fields. Given the typical values of
anisotropy and spin coupling that have been observed
for magnetic atoms on surfaces [4,6,9,12,35–38]
(jDj ∼ 0.1–1 meV, jEj ≤ jDj=3, and jJj ∼ 0.1–10 meV),
Bc can be below 10 T and therefore easily accessible with
current experimental probes. Future work will consider the
additional effects of electronic coupling of the spins in
the chain to the substrate, which can be tuned by fabricating
the structures on top of superconducting [39] or even
insulating materials, the latter of which would require the
use of force-based microscopy for the fabrication and read-
out. Our results also suggest that more complex quasi-one-
dimensional spin structures, such as spin chains with next
nearest neighbor coupling or spin ladders, may also exhibit
intriguing phenomena that can be used to manipulate their
classical information capacity. Finally, we note that STM-
based pump-probe techniques [40] may be extended in the
future with multiple tips to enable experimental exploration
of the propagation of the dynamics along the chain.
Numerical data that support the findings of this paper are

available by following the link in Ref. [41].
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