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Bounds for modified Struve functions of the first kind
and their ratios

Robert E. Gaunt∗

May 29, 2018

Abstract

We obtain a simple two-sided inequality for the ratio Lν(x)/Lν−1(x) in terms
of the ratio Iν(x)/Iν−1(x), where Lν(x) is the modified Struve function of the first
kind and Iν(x) is the modified Bessel function of the first kind. This result al-
lows one to use the extensive literature on bounds for Iν(x)/Iν−1(x) to immediately
deduce bounds for Lν(x)/Lν−1(x). We note some consequences and obtain fur-
ther bounds for Lν(x)/Lν−1(x) by adapting techniques used to bound the ratio
Iν(x)/Iν−1(x). We apply these results to obtain new bounds for the condition num-
bers xL′ν(x)/Lν(x), the ratio Lν(x)/Lν(y) and the modified Struve function Lν(x)
itself. Amongst other results, we obtain two-sided inequalities for xL′ν(x)/Lν(x) and
Lν(x)/Lν(y) that are given in terms of xI ′ν(x)/Iν(x) and Iν(x)/Iν(y), respectively,
which again allows one to exploit the substantial literature on bounds for these
quantities. The results obtained in this paper complement and improve existing
bounds in the literature.

Keywords: Modified Struve function of the first kind; bounds; ratios of modified Struve
functions; condition numbers; modified Bessel function of the first kind
AMS 2010 Subject Classification: Primary 33C20; 26D07. Secondary 33C10

1 Introduction

The ratios of modified Bessel functions Iν(x)/Iν−1(x) and Kν−1(x)/Kν(x) arise in many
areas of the applied sciences, including epidemiology [33], chemical kinetics [28] and signal
processing [23]; see [39] and references therein for further applications. These ratios are
also key computational tools in the construction of numerical algorithms for computing
modified Bessel functions (see, for example, Algorithms 12.6 and 12.7 of [13]). There is
now an extensive literature on lower and upper bounds for these ratios; see [1, 5, 14, 15,
17, 18, 19, 26, 27, 31, 32, 36, 38, 39, 40, 43]. There is also a considerable literature on
lower and upper bounds for the ratios Iν(x)/Iν(y) and Kν(x)/Kν(y); see [1, 2, 4, 10, 11,
17, 20, 21, 24, 25, 35, 37, 42], which has been used, for example, to obtain tight bounds
for the generalized Marcum Q-function, which arises in radar signal processing [2, 10].
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The modified Struve functions are related to the modified Bessel functions. Likewise,
they arise in manyfold applications, including leakage inductance in transformer windings
[16], perturbation approximations of lee waves in a stratified flow [29], scattering of plane
waves by circular cylinders [44] and lift and downwash distributions of oscillating wings
in subsonic and supersonic flow [45, 46]; see [7] for a list of further application areas.

The first detailed study of inequalities for modified Struve functions was [22], in which
two-sided inequalities for modified Struve functions and their ratios were obtained, to-
gether with Turán and Wronski type inequalities. Recently, [8] used a classical result on
the monotonicity of quotients of Maclaurin series and techniques developed in the exten-
sive study of modified Bessel functions and their ratios to obtain monotonicity results and,
as a consequence, functional inequalities for the modified Struve function of the first kind
Lν(x) that complement and improve the results of [22]. Further results and a new proof
of a Turán-type inequality for the modified Struve function of the first kind are given in
[6], and monotonicity results and functional inequalities for the modified Struve function
of the second kind Mν(x) = Lν(x) − Iν(x) are given in [9]. It should be noted that the
techniques used in [8] and [9] to obtain functional inequalities for Lν(x) and Mν(x) are
quite different (this is also commented on in [12]), which is in contrast to the literature on
modified Bessel functions in which functional inequalities for Iν(x) and Kν(x) are often
developed in parallel. For this reason, in this paper, with the exception of Remark 2.5,
we restrict our attention to the modified Struve function Lν(x).

In this paper, we obtain new bounds for the ratios Lν(x)/Lν−1(x) and Lν(x)/Lν(y), the
condition numbers xL′ν(x)/Lν(x) and the modified Struve function Lν(x) itself. These
results complement and, at least in some cases, improve those given in [8, 22]. Our
approach is quite different, though. In Section 2, we obtain a simple but accurate two-
sided inequality for the ratio Lν(x)/Lν−1(x) in terms of the ratio Iν(x)/Iν−1(x). This
result is quite powerful because it allows one to exploit the extensive literature on bounds
for Iν(x)/Iν−1(x) to bound Lν(x)/Lν−1(x). We give some examples, and complement
these bounds by showing that some of the techniques from the literature used to bound
Iν(x)/Iν−1(x) can be easily adapted to bound the ratio Lν(x)/Lν−1(x). In Section 3, we
apply these bounds to obtain new bounds for the quantities xL′ν(x)/Lν(x), Lν(x)/Lν(y)
and the modified Struve function Lν(x). Amongst other results, we obtain two-sided
inequalities for xL′ν(x)/Lν(x) and Lν(x)/Lν(y) that are given in terms of xI ′ν(x)/Iν(x)
and Iν(x)/Iν(y), respectively, which again allows one to exploit the substantial literature
on these quantities. Through a combination of asymptotic analysis of the bounds and
numerical results, we find that, in spite of their simple form, the bounds obtained in this
paper are quite accurate and often tight in certain limits.

2 Upper and lower bounds for the ratio Lν(x)/Lν−1(x)

2.1 Bounding Lν(x)/Lν−1(x) via bounds for Iν(x)/Iν−1(x)

In this section, we obtain a simple but accurate double inequality for the ratio Lν(x)/Lν−1(x)
in terms of the ratio Iν(x)/Iν−1(x). The modified Bessel and modified Struve functions
Iν(x) and Lν(x) are closely related functions that have the following power series repre-
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sentations (see [30] for these and the forthcoming properties):

Iν(x) =
∞∑
n=0

(1
2
x)2n+ν

n!Γ(n+ ν + 1)
, (2.1)

Lν(x) =
∞∑
n=0

(1
2
x)2n+ν+1

Γ(n+ 3
2
)Γ(n+ ν + 3

2
)
. (2.2)

It is immediate from these series representations, and the standard formulas Γ(3
2
) =

√
π

2

and tΓ(t) = Γ(t+ 1) that, as x ↓ 0,

Iν(x) ∼ xν

2νΓ(ν + 1)
, ν > −1, (2.3)

Lν(x) ∼ xν+1

√
π2νΓ(ν + 3

2
)

(
1 +

x2

3(2ν + 3)

)
, ν > −3

2
, (2.4)

and both functions have very similar behaviour as x→∞:

Iν(x) ∼ ex√
2πx

(
1− 4ν2 − 1

8x
+

(4ν2 − 1)(4ν2 − 9)

128x2

)
, ν ∈ R, (2.5)

Lν(x) ∼ ex√
2πx

(
1− 4ν2 − 1

8x
+

(4ν2 − 1)(4ν2 − 9)

128x2

)
, ν ∈ R. (2.6)

The modified Struve function Lν(x) satisfies the relations

Lν−1(x)− Lν+1(x) =
2ν

x
Lν(x) + aν(x), (2.7)

Lν−1(x) + Lν+1(x) = 2L′ν(x)− aν(x), (2.8)

where aν(x) =
( 1
2
x)ν

√
πΓ(ν+ 3

2
)
. The modified Bessel function Iν(x) satisfies the same relations

but without the aν(x) term. For ν > −3
2
, it will be useful to define the function bν(x) :

(0,∞)→ (0, 1
2
) by

bν(x) :=
xaν(x)

2Lν(x)
=

(1
2
x)ν+1

√
πΓ(ν + 3

2
)Lν(x)

. (2.9)

This function will appear throughout this paper, and we collect some useful basic prop-
erties in the following lemma.

Lemma 2.1. The following assertions are true:

(i) For ν > −3
2
,

bν(x) ∼ 1

2
− x2

6(2ν + 3)
, x ↓ 0, (2.10)

bν(x) ∼ xν+3/2e−x

2ν+1/2Γ(ν + 3
2
)
, x→∞. (2.11)
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(ii) For fixed x > 0, bν(x) increases as ν increases in the interval (−3
2
,∞).

(iii) If ν > −3
2
, then bν(x) is a decreasing function of x in (0,∞). Therefore, for x > 0,

bν(x) < bν(0
+) =

1

2
, ν > −3

2
.

This inequality can be improved further to

bν(x) <
1

2

(
1 +

x2

3(2ν + 3)

)−1

, ν > −3
2
. (2.12)

(iv) For x > 0,
x

2
csch(x) ≤ bν(x) <

x

4
csch

(
x

2ν + 3

)
, (2.13)

where the lower and upper bounds are valid for ν ≥ −1
2

and ν > −1, respectively. We
have equality in the lower bound if and only if ν = −1

2
and the inequality is reversed if

−3
2
< ν < 1

2
.

Proof. (i) The expansion (2.10) can be obtained by using the asymptotic expansion (2.4),
and (2.11) follows because Lν(x) ∼ ex√

2πx
, as x→∞.

(ii) This is immediate from part (v) of Theorem 2.2 of [8].

(iii) It is clear from the series representation (2.2) that 1/bν(x) is an increasing function
of x in (0,∞), and so bν(x) is a decreasing function of x in (0,∞). That bν(0

+) = 1
2

also
follows from (2.2). Inequality (2.12) follows from truncating the series expansion of Lν(x)
at the second term.

(iv) It was shown in [8] that

Lν(x) >
xν sinh

(
x

2ν+3

)
√
π2ν−1Γ(ν + 3

2
)
, ν > −1 and Lν(x) ≤ xν sinh(x)√

π2νΓ(ν + 3
2
)
, ν ≥ −1

2
,

where there is equality in the second inequality if and only if ν = −1
2

and the inequality is
reversed if −3

2
< ν < 1

2
. Applying these inequalities to (2.9) yields inequality (2.13).

We now move on to the problem of bounding the ratio Lν(x)/Lν−1(x). To this end,
we prove the following theorem, which gives a two-sided inequality for Lν(x)/Lν−1(x) in
terms of the ratio Iν(x)/Iν−1(x).

Theorem 2.2. (i) For x > 0,

Iν(x)Lν−1(x)− Iν−1(x)Lν(x) > 0, ν ≥ 1
2
, (2.14)

and

Iν(x)Lν−1(x)− Iν−1(x)Lν(x) <
(1

2
x)νIν(x)

√
πΓ(ν + 3

2
)
, ν ≥ −1

2
, (2.15)

Iν(x)Lν−1(x)− Iν−1(x)Lν(x) <
(1

2
x)ν−1Iν−1(x)
√
πΓ(ν + 1

2
)
, ν ≥ 3

2
. (2.16)

4



(ii) For x > 0, (
Iν−1(x)

Iν(x)
+

2bν(x)

x

)−1

<
Lν(x)

Lν−1(x)
<

Iν(x)

Iν−1(x)
, (2.17)

where the lower bound is valid for ν ≥ 0 and the upper bound is valid for ν ≥ 1
2
.

In our proof, we shall make use of the following standard result on stochastic ordering
of random variables [41].

Lemma 2.3. Let X and Y be real-valued random variables. Suppose that P(X > x) ≤
P(Y > x) for all x ∈ R, and that additionally P(X > y) < P(Y > y) for some y ∈ R.
That is X is stochastically strictly less than Y . Then, for all bounded, strictly increasing
functions f : R→ R,

E[f(X)] < E[f(Y )].

In particular, if additionally X and Y have bounded support, then

E[X2] < E[Y 2].

Proof of Theorem 2.2. (i) We first prove inequality (2.14). Suppose ν > 1
2
; we shall deal

with the case ν = 1
2

later. From [30, 10.32.2, 11.5.6] we have the integral representations,
for ν > −1

2
,

Iν(x) =
2(1

2
x)ν

√
πΓ(ν + 1

2
)

∫ 1

0

(1− t2)ν−
1
2 cosh(xt) dt, (2.18)

Lν(x) =
2(1

2
x)ν

√
πΓ(ν + 1

2
)

∫ 1

0

(1− t2)ν−
1
2 sinh(xt) dt. (2.19)

We thus obtain, for ν > 1
2
,

Iν(x)Lν−1(x)− Iν−1(x)Lν(x)

=
4(1

2
x)2ν−1

√
πΓ(ν − 1

2
)Γ(ν + 1

2
)

[ ∫ 1

0

∫ 1

0

(1− t2)ν−
1
2 (1− s2)ν−

3
2 cosh(xt) sinh(xs) dt ds

−
∫ 1

0

∫ 1

0

(1− t2)ν−
3
2 (1− s2)ν−

1
2 cosh(xt) sinh(xs) dt ds

]
=

4(1
2
x)2ν−1

√
πΓ(ν − 1

2
)Γ(ν + 1

2
)

∫ 1

0

∫ 1

0

(1− t2)ν−
3
2 (1− s2)ν−

3
2 (s2 − t2) cosh(xt) sinh(xs) dt ds

=
4(1

2
x)2ν−1

√
πΓ(ν − 1

2
)Γ(ν + 1

2
)

[ ∫ 1

0

fν(x, t) dt

∫ 1

0

s2gν(x, s) ds−
∫ 1

0

t2fν(x, t) dt

∫ 1

0

gν(x, s) ds

]
,

where

fν(x, t) := (1− t2)ν−
3
2 cosh(xt), gν(x, t) := (1− t2)ν−

3
2 sinh(xt).

Proving that Iν(x)Lν−1(x)− Iν−1(x)Lν(x) > 0 for all x > 0 is thus equivalent to proving
that ∫ 1

0
t2fν(x, t) dt∫ 1

0
fν(x, t) dt

<

∫ 1

0
t2gν(x, t) dt∫ 1

0
gν(x, t) dt

, for all x > 0. (2.20)
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Now let X and Y be random variables supported on (0, 1), with probability density

functions fν(x, t)/
∫ 1

0
fν(x, s) ds and gν(x, t)/

∫ 1

0
gν(x, s) ds, respectively. Therefore (2.20)

can be written as
E[X2] < E[Y 2]. (2.21)

But, since, for fixed x > 0 and ν > 1
2
, the ratio fν(x, t)/gν(x, t) is strictly decreasing in t

on the interval (0, 1) (in the probability literature, one would say that X is less than Y
according to likelihood ratio ordering [41]), we have, for z ∈ (0, 1),

P(X > z) =

∫ 1

z
fν(x, t) dt∫ 1

0
fν(x, t) dt

<

∫ 1

z
gν(x, t) dt∫ 1

0
gν(x, t) dt

= P(Y > z).

Therefore (2.21) holds due to Lemma 2.3, meaning that Iν(x)Lν−1(x)− Iν−1(x)Lν(x) > 0
for all x > 0, if ν > 1

2
.

Now, we consider the case ν = 1
2
. From [30, 10.49(ii), 11.4(i)] we have the formulas

I 1
2
(x) =

√
2

πx
sinh(x), L 1

2
(x) =

√
2

πx

(
cosh(x)− 1

)
,

I− 1
2
(x) =

√
2

πx
cosh(x), L− 1

2
(x) =

√
2

πx
sinh(x). (2.22)

Using these formulas and the standard identity cosh2(x)− sinh2(x) = 1 we have that

I 1
2
(x)L− 1

2
(x)− I− 1

2
(x)L 1

2
(x) =

2

πx

(
cosh(x)− 1

)
> 0.

We now deduce inequalities (2.15) and (2.16) from (2.14). Substituting the relations

Iν+1(x) = Iν−1(x)− 2ν

x
Iν(x), Lν+1(x) = Lν−1(x)− 2ν

x
Lν(x)−

(1
2
x)ν

√
πΓ(ν + 3

2
)

into the inequality Iν+1(x)Lν(x)− Iν(x)Lν+1(x) > 0 gives inequality (2.15). Similarly, on
substituting the relations

Iν−1(x) = Iν+1(x) +
2ν

x
Iν(x), Lν−1(x) = Lν+1(x) +

2ν

x
Lν(x) +

(1
2
x)ν

√
πΓ(ν + 3

2
)

into the inequality Iν(x)Lν−1(x) − Iν−1(x)Lν(x) > 0, and then replacing ν by ν − 1, we
deduce inequality (2.16).

(ii) The two-sided inequality follows from rearranging inequalities (2.14) and (2.15) using

the facts that Iν(x) > 0 and Lν(x) > 0 for all x > 0 if ν ≥ −1, and that bν(x) = xaν(x)
2Lν(x)

. 2

Remark 2.4. Numerical experiments carried out with Mathematica suggest that inequal-
ity (2.14) of Theorem 2.2 holds for all ν ≥ −1

2
(which would mean that the upper bound of

(2.17) would hold for all ν ≥ 0). It should be noted that the parameter range in the two-
sided inequality (2.17) is sufficient for the purposes of this paper, but extending the range
may be useful in other applications. An alternative method will be needed for −1

2
≤ ν < 1

2
,
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because the integral representations (2.18) and (2.19) are not valid for such ν. The case
ν = −1

2
is straightforward to verify, though. From [30, 10.49(ii), 11.4(i)] we have the

formulas

I− 3
2
(x) =

√
2

πx

(
sinh(x)− cosh(x)

x

)
, L− 3

2
(x) =

√
2

πx

(
cosh(x)− sinh(x)

x

)
.

Using (2.22), these formulas and the standard identity cosh2(x)− sinh2(x) = 1 gives

I− 1
2
(x)L− 3

2
(x)− I− 3

2
(x)L− 1

2
(x) =

2

πx
> 0.

Remark 2.5. We can use the formula Mν(x) = Lν(x)− Iν(x) to write

Iν(x)Lν−1(x)− Iν−1(x)Lν(x) = Iν(x)Mν−1(x)− Iν−1(x)Mν(x).

Therefore we also have the double inequality

0 < Iν(x)Mν−1(x)− Iν−1(x)Mν(x) <
(1

2
x)νIν(x)

√
πΓ(ν + 3

2
)
,

where the lower bound is valid for ν ≥ 1
2

and the upper bound is valid for ν ≥ −1
2
. Now, if

ν ≥ −1
2
, we have Mν(x) < 0 for all x > 0 (see [30, 11.5.4] for the case ν > −1

2
, and the

formulas in (2.22) for the case ν = −1
2
). Therefore, rearranging the above lower bound

gives that, for x > 0,
Mν(x)

Mν−1(x)
>

Iν(x)

Iν−1(x)
, ν ≥ 1

2
.

Since Mν(x) = Lν(x)− Iν(x) and Iν(x)/Lν(x)� 1, as x ↓ 0, for ν ≥ −1
2
, it follows that

this inequality is tight as x ↓ 0. However, from the asymptotic formula [30, 11.6.2]

Mν(x) ∼ −
(1

2
x)ν−1

√
πΓ(ν + 1

2
)
, ν > −1

2
,

as x→∞, and the asymptotic formula (2.5), we have that, as x→∞, Mν(x)/Mν−1(x) =
O(x) for ν ≥ −1

2
, whereas Iν(x)/Iν−1(x) = O(1) for all ν ∈ R.

Remark 2.6. Let laν(x), uaν(x) denote the lower and upper bounds of the double inequality
(2.17) and let hν(x) = Lν(x)/Lν−1(x). The double inequality (2.17) is tight as x ↓ ∞.
Indeed, from the asymptotic formulas (2.5) and (2.11), we have, as x→∞,

uaν(x)

laν(x)
− 1 =

2bν(x)

x

Iν(x)

Iν−1(x)
= O(xν+1/2e−x).

From the asymptotic formulas (2.3) and (2.4) and the fact that bν(0
+) = 1

2
, we have

1− lim
x↓0

laν(x)

hν(x)
= 0, lim

x↓0

uaν(x)

hν(x)
− 1 =

1

2ν
,
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and so the relative error in approximating hν(x) by laν(x) is 0 in the limit x ↓ 0, and the
relative error in approximating hν(x) by uaν(x) in the limit x ↓ 0 decreases as ν increases,
and the bound is tight as ν → ∞. Further insight into the accuracy of these bounds can
be gained from Tables 1 and 2. Despite their simple form, the bounds can be seen to be
quite accurate, with a relative error of less than 0.01 for both bounds when x ≥ 10 for
the values of ν we considered. This accuracy is a consequence of the exponential decay of
bν(x).

Table 1: Relative error in approximating Lν(x)/Lν−1(x) by
(
Iν−1(x)/Iν(x) + 2bν(x)/x

)−1
.

HHHHν
x

0 0.5 1 2.5 5 7.5 10 15 25

0 0.0000 0.0355 0.0947 0.1073 0.0196 0.0022 0.0002 0.0000 0.0000
0.5 0.0000 0.0097 0.0312 0.0623 0.0200 0.0030 0.0003 0.0000 0.0000
1 0.0000 0.0040 0.0138 0.0377 0.0186 0.0037 0.0005 0.0000 0.0000

2.5 0.0000 0.0007 0.0027 0.0112 0.0122 0.0047 0.0011 0.0000 0.0000
5 0.0000 0.0001 0.0006 0.0028 0.0054 0.0039 0.0016 0.0001 0.0000

7.5 0.0000 0.0000 0.0002 0.0011 0.0026 0.0026 0.0016 0.0002 0.0000
10 0.0000 0.0000 0.0001 0.0005 0.0014 0.0018 0.0013 0.0003 0.0000

Table 2: Relative error in approximating Lν(x)/Lν−1(x) by Iν(x)/Iν−1(x).

HH
HHν
x

0 0.5 1 2.5 5 7.5 10 15 25

0 ∞ 7.7021 1.7232 0.1394 0.0061 0.0004 0.0000 0.0000 0.0000
0.5 1.0000 0.8868 0.6481 0.1631 0.0135 0.0011 0.0001 0.0000 0.0000
1 0.5000 0.4711 0.3981 0.1587 0.0206 0.0022 0.0002 0.0000 0.0000

2.5 0.2000 0.1957 0.1833 0.1200 0.0344 0.0066 0.0010 0.0000 0.0000
5 0.1000 0.0990 0.0961 0.0780 0.0387 0.0132 0.0034 0.0001 0.0000

7.5 0.0667 0.0662 0.0650 0.0568 0.0354 0.0165 0.0059 0.0004 0.0000
10 0.0500 0.0498 0.0491 0.0445 0.0313 0.0175 0.0078 0.0009 0.0000

The double inequality (2.17) allows one to exploit the substantial literature on bounds
for the ratio Iν(x)/Iν−1(x) to bound the ratio Lν(x)/Lν−1(x). Because of the accuracy of
the double inequality (2.17), the accuracy of the resulting bounds for Lν(x)/Lν(x) will be
similar to that of the initial bounds for Iν(x)/Iν−1(x). In the following corollary, we note
some examples.

Corollary 2.7. For x > 0,

x

ν − 1
2

+ 2bν(x) +
√(

ν + 1
2

)2
+ x2

<
Lν(x)

Lν−1(x)
<

x

ν − 1
2

+
√(

ν − 1
2

)2
+ x2

, (2.23)

where the lower bound holds for ν ≥ 0 and the upper bound holds for ν ≥ 1
2
. Also,

Lν(x)

Lν−1(x)
>

x tanh(x)

x+ (2ν − 1) tanh(x) + 2bν(x) tanh(x)
, ν > 1

2
. (2.24)

Proof. It was shown in [39] (see also [1, 26, 38]) that, for x > 0,

x

ν − 1
2

+
√(

ν + 1
2

)2
+ x2

<
Iν(x)

Iν−1(x)
<

x

ν − 1
2

+
√(

ν − 1
2

)2
+ x2

,
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where the lower bound holds for ν ≥ 0 and the upper bound holds for ν ≥ 1
2
, and it was

shown in [17] that
Iν(x)

Iν−1(x)
>

x tanh(x)

x+ (2ν − 1) tanh(x)
, ν > 1

2
.

Now combine these bounds with inequality (2.17) of Theorem 2.2.

Remark 2.8. The lower bound (2.24) complements the following upper bound of [8]:

Lν(x)

Lν−1(x)
≤ cosh(x)− 1

sinh(x)
= tanh

(
x

2

)
, x > 0, ν ≥ 1

2
, (2.25)

where we have equality if and only if ν = 1
2
. It should also be noted that a more complicated

bound, valid for ν ≥ 3
2
, which improves on (2.25) is given by inequality (3.1) of [8].

Let us compare our bound (2.23) with (2.25). We used Mathematica to observe that if

ν > 3
2
, then x/(ν − 1

2
+
√

(ν − 1
2
)2 + x2) < tanh

(
x
2

)
for all x > 0. (We checked the case

ν = 3
2
, since if the inequality holds for this value of ν then it must hold for for all ν > 3

2
.)

An asymptotic analysis also shows that when 1
2
< ν < 3

2
inequality (2.25) performs better

in the limit x ↓ 0, whilst inequality (2.23) is better as x→∞. We used Mathematica to
find the value x∗ν at which the two upper bounds are equal. We find x∗5

8

= 4.21, x∗3
4

= 3.26,

x∗7
8

= 2.66, x∗1 = 2.18, x∗9
8

= 1.76, x∗5
4

= 1.35, x∗11
8

= 0.91.

Remark 2.9. Since bν(x) < 1
2

for all x > 0, we have the following simpler two-sided
inequality:

x

ν + 1
2

+
√(

ν + 1
2

)2
+ x2

<
Lν(x)

Lν−1(x)
<

x

ν − 1
2

+
√(

ν − 1
2

)2
+ x2

,

with the same range of validity as (2.23). Similar such simplifications can be made to all
bounds given in this paper.

Remark 2.10. We will use the lower and upper bounds of (2.23) throughout this paper. It
is therefore useful to gain some insight into the quality of the approximation. Denote the
lower and upper bounds by lbν(x) and ubν(x), respectively, and write hν(x) = Lν(x)/Lν−1(x).
From the asymptotic formula (2.4) and the fact that bν(0

+) = 1
2
, we have

1− lim
x↓0

lbν(x)

hν(x)
= 0, lim

x↓0

ubν(x)

hν(x)
− 1 =

2

2ν − 1
,

and so the relative error in approximating hν(x) by lbν(x) is 0 in the limit x ↓ 0. The
relative error in approximating hν(x) by ubν(x) in the limit x ↓ 0 blows up as ν ↓ 1

2
, but

decreases as ν increases, and the bound is tight as ν →∞. Furthermore, as x ↓ 0,

lbν(x) ∼ x

2ν + 1
− 4(ν + 2)x3

3(2ν + 1)3(2ν + 3)
, hν(x) ∼ x

2ν + 1
− 2x3

3(2ν + 1)2(2ν + 3)
,

9



and so, as ν →∞, the second term in the x ↓ 0 expansion of lbν(x) approaches the second
term of the expansion of hν(x). Hence, both the lower and upper bounds improve for
‘small’ x as ν increases.

From the asymptotic formulas (2.6) and (2.11), we have, as x→∞,

lbν(x) ∼ 1− 2ν − 1

2x
+

4ν2 − 4ν + 1

8x2
, hν(x) ∼ 1− 2ν − 1

2x
+

4ν2 − 8ν + 3

8x2
,

ubν(x) ∼ 1− 2ν − 1

2x
+

4ν2 − 12ν + 1

8x2
.

All of lbν(x), hν(x) and ubν(x) have the same first two terms in the x→∞ expansion, but
differ in the third term. We see that, for ‘large’ x, the quality of both the lower and upper
bound approximations decreases as ν increases. The O(x−2) error in the approximation is
much larger than the O(xν+1/2e−x) error of the double inequality (2.17). The comments
given in this remark are supported by numerical results obtained using Mathematica, which
are reported in Tables 3 and 4.

Table 3: Relative error in approximating Lν(x)/Lν−1(x) by the lower bound of (2.23).

HH
HHν
x

0 0.5 1 2.5 5 7.5 10 15 25 50

0 0.0000 0.1057 0.1973 0.1545 0.0319 0.0073 0.0030 0.0012 0.0004 0.0001
0.5 0.0000 0.0267 0.0732 0.1073 0.0383 0.0117 0.0053 0.0022 0.0008 0.0002
1 0.0000 0.0102 0.0329 0.0725 0.0390 0.0147 0.0071 0.0031 0.0011 0.0003

2.5 0.0000 0.0017 0.0063 0.0243 0.0287 0.0173 0.0100 0.0049 0.0020 0.0006
5 0.0000 0.0003 0.0012 0.0062 0.0132 0.0128 0.0098 0.0059 0.0029 0.0009

7.5 0.0000 0.0001 0.0004 0.0024 0.0063 0.0081 0.0076 0.0056 0.0033 0.0012
10 0.0000 0.0000 0.0002 0.0011 0.0034 0.0051 0.0055 0.0048 0.0033 0.0014

Table 4: Relative error in approximating Lν(x)/Lν−1(x) by the upper bound of (2.23).

HHHHν
x

0 0.5 1 2.5 5 7.5 10 15 25 50

0.5 ∞ 3.0830 1.1640 0.1789 0.0136 0.0011 0.0001 0.0000 0.0000 0.0000
1 2.0000 1.5128 0.9357 0.2417 0.0338 0.0074 0.0030 0.0012 0.0004 0.0001

2.5 0.5000 0.4824 0.4360 0.2524 0.0777 0.0259 0.0117 0.0047 0.0017 0.0004
5 0.2222 0.2199 0.2131 0.1736 0.0950 0.0460 0.0239 0.0099 0.0036 0.0009

7.5 0.1429 0.1421 0.1397 0.1247 0.0864 0.0523 0.0310 0.0139 0.0054 0.0014
10 0.1053 0.1049 0.1037 0.0962 0.0747 0.0516 0.0341 0.0166 0.0069 0.0019

2.2 Further bounds for the ratio Lν(x)/Lν−1(x)

Since the modified Struve function Lν(x) and modified Bessel function Iν(x) are closely
related, some of the techniques used in the literature to bound the ratio Iν(x)/Iν−1(x)
can be easily adapted to bound the ratio Lν(x)/Lν−1(x). In the following theorem, we
give two such examples that complement the bounds we gave in Corollary 2.7. The first
bound is obtained by adapting the method used to prove Theorem 1.1 of [26], and we
adapt the approach used to prove inequality (1.9) of [17] to establish the second.
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Theorem 2.11. For x > 0,

Lν(x)

Lν−1(x)
>

x

ν + bν(x) +
√

(ν + bν(x))2 + x2
, ν ≥ −1

2
, (2.26)

and

Lν(x)

Lν−1(x)
>

x tanh
(

1
2
x
)

x+ (2ν − 1) tanh
(

1
2
x
)

+ 2
(
bν(x)− b 1

2
(x)
)

tanh
(

1
2
x
) , ν > 1

2
. (2.27)

We have equality in (2.27) if ν = 1
2
.

Proof. We begin by noting a Turán-type inequality, which was proved by [8, 22]. For
x > 0 and ν > −3

2
, we have Lν−1(x)Lν+1(x) < L2

ν(x). From the relation (2.7), we thus
obtain

Lν−1(x)

[
Lν−1(x)− 2ν

x
Lν(x)− aν(x)

]
< L2

ν(x).

Dividing both sides by L2
ν−1(x) and defining hν(x) = Lν(x)/Lν−1(x), we obtain

1−
(

2ν

x
+

2bν(x)

x

)
hν(x) < h2

ν(x).

Solving this quadratic inequality gives, for ν ≥ −1
2
,

hν(x) > −ν
x
− bν(x)

x
+

√(
ν

x
+
bν(x)

x

)2

+ 1 =
x

ν + bν(x) +
√

(ν + bν(x))2 + x2
.

Moving on to inequality (2.27), from relation (2.7), we have

Lν−1(x)

Lν(x)
− 2ν

x
− 2bν(x)

x
=

Lν+1(x)

Lν(x)
.

Now, by part (vi) of Theorem 2.2 of [8], we have that, for all x > 0, the function
Lν+1(x)/Lν(x) decreases as ν increases in the interval (1

2
,∞), and therefore the func-

tion Lν−1(x)
Lν(x)

− 2ν
x
− 2bν(x)

x
also decreases as ν increases in the interval (1

2
,∞). Using the

standard formulas (see [30, 11.4(i)])

L− 1
2
(x) =

√
2

πx
sinh(x), L 1

2
(x) =

√
2

πx

(
cosh(x)− 1

)
we have

L− 1
2
(x)

L 1
2
(x)

=
sinh(x)

cosh(x)− 1
= coth

(
x

2

)
.

From the monotonicity property we thus deduce that, for ν > 1
2
,

Lν−1(x)

Lν(x)
− 2ν

x
− 2bν(x)

x
<

1

tanh
(

1
2
x
) − 1

x
−

2b 1
2
(x)

x
,

whence on rearranging we obtain (2.27), as required.
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Remark 2.12. Inequality (2.26) has a larger range of validity than the lower bound of
(2.23), but is outperformed by (2.23) for all x > 0 if ν ≥ 0. However, as we shall see
shortly, in some situations, for reasons of simplicity, (2.26) may be preferable to the lower
bound of (2.23). Inequality (2.27) also improves inequality (2.24) for all x > 0 if ν > 1

2
.

Together with the upper bound (2.25) it forms a two-sided inequality for Lν(x)/Lν−1(x),
involving hyperbolic functions, that is exact for ν = 1

2
.

We end this section by noting that it is possible to obtain further bounds for the ratio
Lν(x)/Lν−1(x) from the relation

Lν(x)

Lν−1(x)
=

1

2ν

x
+

2bν(x)

x
+

Lν+1(x)

Lν(x)

. (2.28)

An analogous relation for the ratio Iν(x)/Iν−1(x) has been used by [1, 38, 39] to ob-
tain a sequence of iteratively refined upper and lower bounds that converge to the ratio
Iν(x)/Iν−1(x). We do not undertake such an investigation in this paper, and we contend
ourselves with the following simple illustration of the approach.

Corollary 2.13. For x > 0,

Lν(x)

Lν−1(x)
<

x

ν − 1 + 2bν(x)− bν+1(x) +
√(

ν + 1 + bν+1(x)
)2

+ x2

, ν ≥ 0. (2.29)

Proof. Applying inequality (2.26) to the relation (2.28) gives the inequality

Lν(x)

Lν−1(x)
<

1

2ν

x
+

2bν(x)

x
+

x

ν + 1 + bν+1(x) +
√

(ν + 1 + bν+1(x))2 + x2

=
1

2ν

x
+

2bν(x)

x
+
−ν − 1− bν+1(x) +

√
(ν + 1 + bν+1(x))2 + x2

x

(2.30)

=
x

ν − 1 + 2bν(x)− bν+1(x) +
√

(ν + 1 + bν+1(x))2 + x2
.

Remark 2.14. On applying the upper bound of (2.23) of Corollary 2.7 to the relation
(2.28) we recover the lower bound of (2.23), through an alternative method.

We could have used the lower bound of (2.23), instead of the lower bound (2.26), to
obtain an upper bound for Lν(x)/Lν−1(x) that is less than (2.29) for all x > 0 and ν ≥ 0.
However, this bound would not take such a simple form, because the form of the lower
bound of (2.23) would not allow for such a neat simplification as the one used to obtain
the equality (2.30).

A straightforward asymptotic analysis shows that inequality (2.29) improves on the
upper bound of (2.23) in the limit x ↓ 0 (in fact the relative error in approximating
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Lν(x)/Lν−1(x) is 0 in this limit), whereas the reverse is true in the limit x → ∞ (the
first two terms in the x → ∞ expansion are given by 1 − (ν − 1)/x). Letting x∗ν > 0
denote the point at which the two inequalities are equal, we used Mathematica to find
that x∗1 = 5.34, x∗2.5 = 8.42, x∗5 = 14.9. For ν ≥ 5, we find that x∗ν ≈ 2

√
ν(2ν + 1) (for

example, 2
√

5× 11 = 14.83). This follows from setting bν(x) to be equal to 0 in (2.29)
and then solving

√
(ν + 1)2 + (x∗ν)

2 ≈ 1/2 +
√

(ν + 1/2)2 + (x∗ν)
2, which, on account of

the exponential decay of bν(x), is a reasonable approximation.

3 Further bounds for modified Struve functions of

the first kind and their ratios

In this section, we apply the bounds of Section 2 for the ratio Lν(x)/Lν−1(x) to obtain
further functional inequalities for the modified Struve function of the first kind.

3.1 Bounds for the condition numbers

We shall follow the notation of [39] and write C
(
Lν(x)

)
= xL′ν(x)/Lν(x) and C

(
Iν(x)

)
=

xI ′ν(x)/Iν(x). These are positive quantities if ν ≥ −1 and ν ≥ 0, respectively. See also
[39] for comments regarding the utility of condition numbers C

(
f(x)

)
= |xf ′(x)/f(x)| in

comparing functions. The first inequalities for C
(
Iν(x)

)
, due to [14], were motivated by

a problem in wave mechanics.
From the relations (2.7) and (2.8) we obtain the relations

C
(
Lν(x)

)
=
xLν−1(x)

Lν(x)
− ν, (3.31)

C
(
Lν(x)

)
=
xLν+1(x)

Lν(x)
+ ν + 2bν(x), (3.32)

and thus bounds on the ratio Lν(x)/Lν−1(x) immediately lead to bounds on the condition
number C

(
Lν(x)

)
. (For the modified Bessel function Iν(x), the same relations hold but

without the 2bν(x) term.) This approach was used by [8] to obtain the lower bounds

C
(
Lν(x)

)
> ν + 1, ν > −3

2
, C

(
Lν(x)

)
> x− ν, ν ≥ −1

2
,

and the following improvement of the second bound (this follows from inequality (2.25)):

C
(
Lν(x)

)
≥ x sinh(x)

cosh(x)− 1
− ν = x coth

(
x

2

)
− ν,

with equality if and only if ν = 1
2
. Also, rearranging inequality (2.5) of [8] and using the

notation of this paper gives the upper bound

C
(
Lν(x)

)
<
√
x2 + ν2 + 2(2ν + 1)bν(x), ν > −3

2
. (3.33)

In the following theorem, we given a two-sided inequality for C
(
Lν(x)

)
in terms of

C
(
Iν(x)

)
, which parallels the two-sided inequality (2.17) of Theorem 2.2 in that it allows
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one to make use of the literature on bounds for C
(
Iν(x)

)
(see [1, 3, 14, 26, 34, 36, 39]) to

bound C
(
Lν(x)

)
. We also obtain a number of lower and upper bounds which complement

inequality (3.33).

Theorem 3.1. The following inequalities hold:

(i) For x > 0,
C
(
Iν(x)

)
< C

(
Lν(x)

)
< C

(
Iν(x)

)
+ 2bν(x), (3.34)

where the lower bound is valid for ν ≥ 1
2

and the upper bound is valid for ν ≥ −1
2
.

(ii) For x > 0,√(
ν − 1

2

)2
+ x2 − 1

2
< C

(
Lν(x)

)
<

√(
ν + bν(x)

)2
+ x2 + bν(x), (3.35)

where the lower bound holds for ν ≥ 1
2

and the upper bound holds for ν ≥ −1
2
;√(

ν + 1 + bν+1(x)
)2

+ x2 + 2bν(x)− bν+1(x)− 1 < C
(
Lν(x)

)
<

√(
ν + 1

2

)2
+ x2 + 2bν(x)− 1

2
, (3.36)

where the lower bound holds for ν ≥ −1 and the upper bound holds for ν ≥ −1
2
;

C
(
Lν(x)

)
> ν + 2bν(x) +

x2

ν + 1
2

+ 2bν+1(x) +
√(

ν + 3
2

)2
+ x2

, (3.37)

which is valid for ν ≥ −1.

Proof. (i) From the relations (3.31) and (3.32) for Lν(x), as well as the corresponding
ones for Iν(x), and the upper bound of inequality (2.17) of Theorem 2.2, we have, for
ν ≥ 1

2
,

xL′ν(x)

Lν(x)
=
xLν−1(x)

Lν(x)
− ν > xIν−1(x)

Iν(x)
− ν =

xI ′ν(x)

Iν(x)
,

and, for ν ≥ −1
2
,

xL′ν(x)

Lν(x)
=
xLν+1(x)

Lν(x)
+ ν + 2bν(x) <

xIν+1(x)

Iν(x)
+ ν + 2bν(x) =

xI ′ν(x)

Iν(x)
+ 2bν(x).

(ii) We obtain the double inequality (3.35) by combining the upper bound of (2.23) and
inequality (2.26) with (3.31). The double inequality (3.36) follows from combining in-
equality (2.26) and the upper bound of (2.23) with (3.32). Finally, inequality (3.37)
follows from applying the lower bound of (2.23) to (3.32).

Alternatively, one can obtain the lower bound of (3.35) and the upper bound of (3.36)
by combining part (i) with the following inequality (see inequalities (71) and (72) of [39]):√(

ν − 1
2

)2
+ x2 − 1

2
< C

(
Iν(x)

)
<

√(
ν + 1

2

)2
+ x2 − 1

2
,

where the lower bound holds for ν ≥ 1
2

and the upper bound holds for ν ≥ −1
2
.
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Remark 3.2. Since the lower bound of (2.29) is greater than the lower bound (2.26), it
follows that the lower bound (3.37) for the condition number C

(
Lν(x)

)
is greater than

the lower bound (3.36). Also, the upper bound (3.36) is less than the upper bound (3.35).
However, the comparison between the lower bounds (3.35) and (3.37), and the upper
bounds (3.33) and (3.36) is more involved. Denote the lower bounds (3.35) and (3.37)
by lc,1ν (x) and lc,2ν (x), respectively, and the upper bounds (3.33) and (3.36) by uc,1ν (x) and
uc,2ν (x), respectively. We shall compare their asymptotic behaviour as x ↓ 0 and x → ∞.
For reference, using the asymptotic formulas (2.4) and (2.6) gives that

C
(
Lν(x)

)
∼ ν + 1 +

2x2

3(2ν + 3)
, x ↓ 0, C

(
Lν(x)

)
∼ x− 1

2
+

4ν2 − 1

8x
, x→∞.

From the asymptotic formulas (2.10) and (2.11) we obtain

lc,1ν (x) ∼ ν − 1 +
x2

2ν − 1
, x ↓ 0, (ν > −1

2
), lc,1ν (x) ∼ x− 1

2
+

(2ν − 1)2

8x
, x→∞,

lc,2ν (x) ∼ ν + 1 +
2x2

3(2ν + 3)
, x ↓ 0, lc,2ν (x) ∼ x− 1

2
+

(
(2ν − 1)2

8
− 1

)
1

x
, x→∞,

uc,1ν (x) ∼ ν + 1 +
2(ν + 2)x2

3(ν + 1)(2ν + 3)
, x ↓ 0, uc,1ν (x) ∼ x+

ν2

2x
, x→∞,

uc,2ν (x) ∼ ν + 1 +
(10ν + 17)x2

6(2ν + 1)(2ν + 3)
, x ↓ 0, uc,2ν (x) ∼ x− 1

2
+

(2ν + 1)2

8x
, x→∞.

Other than lc,1ν (x) in the limit x ↓ 0, the bounds are tight as x ↓ 0 and x → ∞. Also,
numerical experiments suggest that, for all ν in the ranges of validity, lc,1ν (x) < lc,2ν (x) for
all x ∈ (0, x∗ν) and lc,1ν (x) > lc,2ν (x) for all x > x∗ν, for some x∗ν > 0, and uc,1ν (x) < uc,2ν (x)
for all x ∈ (0, x∗∗ν ) and uc,1ν (x) > uc,2ν (x) for all x > x∗∗ν , for some x∗∗ν > 0.

3.2 Upper and lower bounds for the ratio Lν(x)/Lν(y) and the
modified Struve function Lν(x)

The results of Section 3.1 have the following immediate application. Integrating Aν(t) <
C
(
Lν(t)

)
< Bν(t) gives the two-sided inequality

exp

(
−
∫ y

x

Aν(t)

t
dt

)
<

Lν(x)

Lν(y)
< exp

(
−
∫ y

x

Bν(t)

t
dt

)
. (3.38)

This approach was used by [8] to prove that, for 0 < x < y,

Lν(x)

Lν(y)
<

(
x

y

)ν+1

, ν > −3
2

and
Lν(x)

Lν(y)
< ex−y

(
y

x

)ν
, ν ≥ 1

2
, (3.39)

where the first inequality of (3.39) was proved for ν > −1
2

by [22], and it was also shown
by [8] that the second inequality of (3.39) can be improved to

Lν(x)

Lν(y)
≤
(

cosh(x)− 1

cosh(y)− 1

)(
y

x

)ν
, (3.40)
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with equality if and only if ν = 1
2
.

We do not further explore combining the bounds of Section 3.1 with (3.38), but instead
note that, in a similar manner, one can integrate the relations

L′ν(t)

Lν(t)
=

Lν−1(t)

Lν(t)
− ν

t
,

L′ν(t)

Lν(t)
=

Lν+1(t)

Lν(t)
+
ν

t
+
aν(t)

Lν(t)

between x and y to obtain

Lν(x)

Lν(y)
=

(
y

x

)ν
exp

(
−
∫ y

x

Lν−1(t)

Lν(t)
dt

)
, (3.41)

Lν(x)

Lν(y)
=

(
x

y

)ν
exp

(
− 2

∫ y

x

bν(t)

t
dt

)
exp

(
−
∫ y

x

Lν+1(t)

Lν(t)
dt

)
. (3.42)

We combine these formulas and the bounds of Section 2 to prove the following theorem.

Theorem 3.3. The following inequalities hold:

(i) For 0 < x < y,

x

y

√
3(2ν + 3) + y2

3(2ν + 3) + x2

Iν(x)

Iν(y)
<

Lν(x)

Lν(y)
<
Iν(x)

Iν(y)
, (3.43)

where the lower bound holds for ν ≥ −1
2

and the upper bound holds for ν ≥ 1
2
.

(ii) Let ν ≥ −1
2
. Then, for 0 < x < y,

e
√

(ν+1/2)2+x2

e
√

(ν+1/2)2+y2

(
x

y

)ν+1
√

3(2ν + 3) + y2

3(2ν + 3) + x2

(
ν + 1

2
+
√

(ν + 1
2
)2 + y2

ν + 1
2

+
√

(ν + 1
2
)2 + x2

)ν+ 1
2

<
Lν(x)

Lν(y)
<

<
e
√

(ν+3/2)2+x2

e
√

(ν+3/2)2+y2

tanh
(

1
2
x
)

tanh
(

1
2
y
)(x

y

)ν(ν + 3
2

+
√

(ν + 3
2
)2 + y2

ν + 3
2

+
√

(ν + 3
2
)2 + x2

)ν+ 3
2

. (3.44)

(iii) Let ν ≥ −1
2
. Then, for x > 0,

e
√

(ν+3/2)2+x2−ν−3/2

√
π2ν−1Γ(ν + 3

2
)
xν tanh

(x
2

)( 2ν + 3

ν + 3
2

+
√(

ν + 3
2

)2
+ x2

)ν+ 3
2

< Lν(x) <

<
e
√

(ν+1/2)2+x2−ν−1/2

√
π2νΓ(ν + 3

2
)

xν+1

√
3(2ν + 3)

3(2ν + 3) + x2

(
2ν + 1

ν + 1
2

+
√(

ν + 1
2

)2
+ x2

)ν+ 1
2

. (3.45)

Proof. (i) We begin by noting two integral formulas. From the relations I ′ν(t) = Iν−1(t)−
ν
t
Iν(t) and I ′ν(t) = Iν+1(t) + ν

t
Iν(t), we have∫

Iν(t)

Iν−1(t)
dt =

∫ (
I ′ν−1(t)

Iν−1(t)
− ν − 1

t

)
dt = log

(
Iν−1(t)

)
− (ν − 1) log(t),∫

Iν−1(t)

Iν(t)
dt =

∫ (
I ′ν(t)

Iν(t)
+
ν

t

)
dt = log

(
Iν(t)

)
+ ν log(t).
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Now, let us prove the upper bound. By the upper bound of (2.17), we have, for ν ≥ 1
2
,∫ y

x

Lν(t)

Lν−1(t)
dt >

∫ y

x

Iν(t)

Iν−1(t)
dt = log

(
Iν(y)

Iν(x)

)
+ ν log

(
y

x

)
.

Combining this inequality with (3.41) yields the upper bound. For the lower bound, we
use the upper bound of (2.17) to obtain, for ν ≥ −1

2
,∫ y

x

Lν+1(t)

Lν(t)
dt <

∫ y

x

Iν+1(t)

Iν(t)
dt = log

(
Iν(y)

Iν(x)

)
− ν log

(
y

x

)
.

Also, by inequality (2.12),

2

∫ y

x

bν(t)

t
dt <

∫ y

x

1

t
(
1 + 1

3(2ν+3)
t2
) dt = log

(
y

x

√
3(2ν + 3) + x2

3(2ν + 3) + y2

)
. (3.46)

On combining these inequalities with (3.42) we obtain the lower bound.

(ii) Let ν ≥ −1
2
. We first prove the upper bound. From the lower bound of (2.23) and

the fact that bν(t) <
1
2

we have∫ y

x

Lν+1(t)

Lν(t)
dt >

∫ y

x

t

ν + 1
2

+ 2bν+1(t) +
√(

ν + 3
2

)2
+ t2

dt (3.47)

>

∫ y

x

t

ν + 3
2

+
√(

ν + 3
2

)2
+ t2

dt

=
√

(ν + 3
2
)2 + y2 −

√
(ν + 3

2
)2 + x2 + (ν + 3

2
) log

(
ν + 3

2
+
√

(ν + 3
2
)2 + x2

ν + 3
2

+
√

(ν + 3
2
)2 + y2

)
.

Also, from the lower bound of (2.13), we obtain

2

∫ y

x

bν(t)

t
dt >

∫ y

x

csch(t) dt = log

(
tanh

(
1
2
x
)

tanh
(

1
2
y
)).

On combining these inequalities with (3.42) we obtain the upper bound, as required.
Now, we prove the lower bound. From the upper bound of (2.23) we have∫ y

x

Lν+1(t)

Lν(t)
dt <

∫ y

x

t

ν + 1
2

+
√

(ν + 1
2
)2 + t2

dt

=
√

(ν + 1
2
)2 + y2 −

√
(ν + 1

2
)2 + x2 + (ν + 1

2
) log

(
ν + 1

2
+
√

(ν + 1
2
)2 + x2

ν + 1
2

+
√

(ν + 1
2
)2 + y2

)
.

On combining this bound and inequality (3.46) with (3.42) we obtain the lower bound,
as required.

(iii) Let x ↓ 0 in (3.44) and use the limits limx↓0
Lν(x)
xν+1 = 1√

π2νΓ(ν+ 3
2

)
and limx↓0

1
x

tanh(x
2
) =

1
2
. Then replace y by x.
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Remark 3.4. The double inequality in part (i) of Theorem 3.3 allows one to take ad-
vantage of the substantial literature (as given in the Introduction) on bounds for the ratio
Iν(x)/Iν(y). For example, inequality (2.19) of [4] and inequality (1.6) of [20], respectively,
give that, for 0 < x < y,

Iν(x)

Iν(y)
>

cosh(x)

cosh(y)

(
x

y

)ν
, ν > −1

2
, (3.48)

Iν(x)

Iν(y)
> ex−y

(
y + ν

x+ ν

)ν(
x

y

)ν
, ν ≥ 0, (3.49)

where (3.49) is also valid for ν > −1 (see [20]) provided suitable restrictions are imposed
on x and y. Combining (3.48) with the lower bound of (3.43) gives

Lν(x)

Lν(y)
>

cosh(x)

cosh(y)

(
x

y

)ν+1
√

3(2ν + 3) + y2

3(2ν + 3) + x2
, ν > −1

2
, 0 < x < y,

which complements the upper bound (3.40) that was proved by [8]. Now, from (3.49), we
have

Lν(x)

Lν(y)
> ex−y

(
y + ν

x+ ν

)ν(
x

y

)ν+1
√

3(2ν + 3) + y2

3(2ν + 3) + x2
, ν ≥ 0, 0 < x < y. (3.50)

Arguing as we did in the proof of part (iii) of Theorem 3.3, we obtain the inequality

Lν(x) <
1√

π2νΓ(ν + 3
2
)

(
ν

x+ ν

)ν√
3(2ν + 3)

3(2ν + 3) + x2
xν+1ex, ν ≥ 0, x > 0. (3.51)

Inequalities (3.50) and (3.51) are outperformed by the more complicated corresponding
bounds from the two-sided inequalities (3.44) and (3.45), respectively.

Remark 3.5. For fixed y > 0, both the lower bound and upper bound of (3.44) are
O(xν+1), as x ↓ 0. For fixed x > 0, as y → ∞, the lower bound is O(y1/2e−y), which is
the correct order (see (2.6)). However, the upper bound is O(y3/2e−y), as y → ∞. That
the upper bound is not of the correct order as y →∞ can be at least partly traced back to
the use of the inequality bν(t) <

1
2

in its derivation. This inequality is tight as t ↓ 0, but
very crude for large t (see (2.11)). Using the refined inequality (2.12) in the derivation
of the lower bound (3.44) enabled us to obtain the correct order as y →∞, but using this
inequality to bound the integral (3.47) leads to a considerably less tractable integral.

To the best knowledge of this author, our lower bound for the ratio Lν(x)/Lν(y) is
the first such bound to appear in the literature. The upper bound improves on inequality
(3.39) for all ν ≥ −1

2
. The comparison between inequality (3.40) and our upper bound

is more involved. Denote these bounds by ud,1ν (x, y) and ud,2ν (x, y), respectively. In fact,
ud,11

2

(x, y) = L 1
2
(x)/L 1

2
(y). For fixed y, as x ↓ 0, we have ud,1ν (x, y) = O(x2−ν) and

therefore, for ‘small’ x, ud,2ν (x, y) outperforms ud,1ν (x, y) for all ν > −1
2
. For fixed x,

as y → ∞, ud,2ν (x, y) = O(y3/2e−y) and ud,1ν (x, y) = O(yνe−y), and so, in this regime,
ud,2ν (x, y)� ud,1ν (x, y) if ν < 3

2
and ud,2ν (x, y)� ud,1ν (x, y) if ν > 3

2
.
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Remark 3.6. The lower bound and upper bounds of (3.45) for Lν(x) are both tight in the
limit x ↓ 0. As x→∞, the upper bound is O(x−1/2ex) and the lower bound is O(x−3/2ex),
whereas Lν(x) = O(x−1/2ex). That the lower bound is not of the correct order as x→∞
is a consequence of the fact that the upper bound of (3.44) is not of the correct order as
y →∞, as discussed in the previous remark.

We examine the upper bound of (3.45) in further detail. Denote this bound by ue,1ν (x).
It has the following asymptotic behaviour:

ue,1ν (x) ∼ xν+1

√
π2νΓ(ν + 3

2
)

(
1 +

2(ν + 2)x2

3(2ν + 1)(2ν + 3)

)
, x ↓ 0,

ue,1ν (x) ∼ aν
ex√
x
, x→∞,

where

aν =

√
12

π

√
ν + 3

2

Γ(ν + 3
2
)
(ν + 1

2
)ν+1/2e−ν−1/2,

which, by an application of Stirling’s inequality [30, 5.6.1], can be bounded by

√
6

π

√
2ν + 3

2ν + 1
e−

1
6(2ν+1) < aν <

√
6

π

√
2ν + 3

2ν + 1
, ν > −1

2
. (3.52)

We see that the second term in the x ↓ 0 expansion of ue,1ν (x) approaches that of Lν(x) as
ν →∞. It is straightforward to show that there exists a constant C > 0, independent of ν,
such that aν < C for all ν ≥ −1

2
, which means that, whilst aν >

1√
2π

(recall that Lν(x) ∼
1√
2πx

ex, as x → ∞), the upper bound is always within an absolute constant multiple of

Lν(x) for ‘large’ x. Numerical results (see Table 5) obtained using Mathematica support
this analysis and suggest that; for fixed x > 0, the relative error in approximating Lν(x)
decreases as ν increases, and, for fixed ν, the relative error increases from an initial value
of 0 at x = 0 up to a maximum

√
2πaν − 1 as x increases.

Several simpler upper bounds for Lν(x) in terms of elementary functions were given
in Section 3 of [8], although none of these bounds are of the correct order as x→∞. In
addition, [8] obtained the following useful inequality:

Lν(x) <
2Γ(ν + 2)√
πΓ(ν + 3

2
)
Iν+1(x), x > 0, ν > −1

2
. (3.53)

One can thus exploit the extensive literature on inequalities for Iν(x) to upper bound Lν(x).
For example, applying Theorem 2 of [34] to (3.53) gives the bound

Lν(x) <

√
2Γ(ν + 2)

πΓ(ν + 3
2
)

e

√
x2+(ν+1)2+ 2√

x2+(ν+1)2

(x2 + (ν + 1)2)1/4

(
x

ν + 1 +
√
x2 + (ν + 1)2

)ν+1

, (3.54)

which holds for all ν > −1
2

and x > 0. The upper bound (3.54), which we denote by ue,2ν (x),
is O(xν+1), as x ↓ 0, and O(x−1/2ex), as x → ∞, which, as is the case for ue,1ν (x), is in
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agreement with the asymptotic behaviour of Lν(x). However, the multiplicative constant
in the leading term of the x ↓ 0 expansion is larger than that of Lν(x). As x → ∞,

ue,2ν (x) ∼ bνx
−1/2ex, where bν =

√
2Γ(ν+2)

πΓ(ν+ 3
2

)
. Unlike aν, the constant bν increases at rate

√
ν as ν → ∞ (see [30, 5.6.4]). However, for small enough ν we have bν < aν; we used

Mathematica to find that bν = aν when ν = 2.521. Further numerical experiments suggest
that ue,1ν (x) < ue,2ν (x) for all x > 0 if ν > 2.521. Some results are reported in Table 6.
Notice that up to x = 100 we have ue,12.5(x) < ue,22.5(x), and then, as would be expected, this
inequality is reversed for ‘large’ values of x.

Table 5: Relative error in approximating Lν(x) by the upper bound of (3.45).

HHHHν
x

0.5 1 2.5 5 10 15 25 50 100 200

0 0.0743 0.2403 0.8053 1.3722 1.7107 1.7994 1.8540 1.8839 1.8951 1.9000
1 0.0163 0.0618 0.2928 0.6854 1.0716 1.2020 1.2914 1.3462 1.3690 1.3792

2.5 0.0052 0.0204 0.1151 0.3523 0.7301 0.9026 1.0340 1.1214 1.1602 1.1782
5 0.0017 0.0070 0.0431 0.1612 0.4601 0.6600 0.8388 0.9706 1.0333 1.0635
10 0.0005 0.0021 0.0135 0.0582 0.2302 0.4133 0.6309 0.8216 0.9238 0.9762

Table 6: Relative error in approximating Lν(x) by the upper bound (3.54).

HHHHν
x

0.5 1 2.5 5 10 15 25 50 100 200

0 5.3417 3.2145 1.1605 0.6502 0.4549 0.3931 0.3445 0.3086 0.2908 0.2820
1 1.7475 1.5473 1.0183 0.7830 0.7437 0.7328 0.7207 0.7098 0.7039 0.7008

2.5 0.8072 0.7908 0.7309 0.7459 0.9201 1.0127 1.0853 1.1374 1.1627 1.1751
5 0.4167 0.4215 0.4563 0.5838 0.9410 1.1928 1.4306 1.6218 1.7208 1.7712
10 0.2102 0.2151 0.2491 0.3664 0.7552 1.1596 1.6780 2.1815 2.4709 2.6250
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