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ABSTRACT

Three-dimensional integrated circuits (3D ICs), a novel packaging technology,

are heavily studied to enable improved performance with denser packaging

and reduced interconnects. Despite numerous advantages, thermal manage-

ment is the biggest bottleneck to expanding the applications of this device

stacking technology. In addition to implementing the thermal-aware designs

of existing methodologies, it is necessary to implement new features to dissi-

pate heat efficiently.

This work presents two main aspects of thermal designs: on-chip level and

package level. First, we propose a novel thermal-aware physical design on

chip between devices. We aim to mitigate localized hotspots to ensure the

functionality by adding thermal fin geometry to existing thermal through-

silicon via (TTSV). We analyze design requirements of thermal fin for single

TTSV as well as TTSV cluster designs with the goal of maximizing heat dissi-

pation while minimizing the interference with routing and area consumption.

An analytical model of the three-dimensional system and thermal resistance

circuit is built for accurate and runtime-efficient thermal analysis.

In terms of high-performance computing systems in 3D ICs, thermal bottle-

necks are much more challenging with merely on-chip design solutions. Inter-

tier liquid cooling microchannel layers have been introduced into 3D ICs as

an integrated cooling mechanism to tackle the thermal degradation. Many

existing research works optimize microchannel designs based on runtime-

intensive numerical methods or inaccurate thermo-fluid models. Hence, we

propose an accurate but compact closed-form model of tapered microchannel

to capture the relationship between the channel geometry and heat transfer

performance. To improve the accuracy, our correlations are based on the

developing flow model and derived from numerical simulation data on a sub-

set of multiple channel parameters. Our model achieves 57 % less error in

Nusselt number and 45 % less error in pressure drop for channels with inlet
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width 100-400 µm compared to a commonly used approximate model on fully

developed flow.

Next, we present the correlations for diverging channels as well as complete

correlations that extend to any linearly tapering channel models, that include

diverging shape, uniformly rectangular shape and converging shape. The

complete models provide the flexibility to analyze and optimize any arbitrary

geometry based on the piecewise linear channel wall assumption.

Finally, we demonstrate the optimized channel designs using the derived

correlations. Tapered channel models provided the flexibility to incorpo-

rate any arbitrary shapes and explore the advanced geometries during the

optimization. The microchannel is divided into small segments in axial direc-

tion from inlet to outlet and piecewise optimized. The simulated annealing

method is applied in our optimization, and channel width at one randomly

chosen segment interface is altered to evaluate the design at each iteration.

The objective is to minimize the overall thermal resistance while pressure

drop is maintained less than a threshold value and channel widths have min-

imum and maximum boundaries. We compare the designs with the optimiza-

tion based on fully developed flow models and verify the channel performance

through numerical simulations.

To guarantee optimality, accurate analysis is crucial. Our proposed mod-

els have significantly improved the accuracy by applying the appropriate

flow assumption. However, many opportunities exist to increase the design

flexibility and the accuracy. Fluid conditions, such as coolant material and

varying volumetric flow rate, can also be part of the optimization parameters

to expand the design scope. Moreover, physical phenomena, such as reduced

friction on the channel walls or a vortex created on abrupt angle changes,

can be considered to improve the accuracy in the closed-form models.
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CHAPTER 1

INTRODUCTION

Moore’s law has been the golden rule for the electronic industry for more than

50 years since 1965. It is the observation that the number of transistors in an

integrated circuit (IC) doubles every 18 months to two years [1]. As semicon-

ductor technology scales, highly integrated circuits face various bottlenecks

in two-dimensional integrated circuits (2D IC) manufacturing technology and

can no longer scale in accordance with Moore’s law [2]. Limited by the nature

of physics, the future of Moore’s law is diminishing and numerous scientists

and engineers have been developing technologies to prolong the trend or even

achieve advanced improvement. Vertical, or three-dimensional (3D), integra-

tion is a promising manufacturing technology to realize denser packaging

and increased performance with reduced interconnect lengths. However, the

thermal challenge is exacerbated on 3D integration implementations due to

the low thermally conductive adhesive layer between device tiers and denser

packaging that causes an increase in power density, and thus might further

result in malfunction.

1.1 Three-Dimensional Integrated Circuits

More than a decade ago, three-dimensional integrated circuits (3D ICs) were

introduced as a promising breakthrough to overcome the physical bottleneck

of denser packaging previously achieved from transistor miniaturization for

“more than Moore” [3]. The 3D IC is realized by adding a third dimension to

the two-dimensional devices. Two or more conventional 2D ICs are vertically

stacked on one another (die-to-die, die-to-wafer, or wafer-to-wafer [4]) with

electrically insulated bonding layer in between as shown in Figure 1.1. To

complete the electric connections between the stacked device tiers, through-

silicon vias (TSV) are inserted as routing. The structure resembles the struc-
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ture of a multistory building, where each device layer is considered as a floor.

It has become an attractive field of research to mitigate several problems.

Stacked ICs reduce interconnect lengths mainly due to the usage of elec-

tronic TSVs. This leads to less wire delay and reduction in Joule heating.

Not only can it achieve higher transistor densities and shorter interconnect

lengths on a given footprint, but it is also a new paradigm for heterogeneous

integration, such as central processing unit (CPU) and memory or digital

and analog components on a single chip [5].

Figure 1.1: Three-dimensional integrated circuit diagram [6].

Recently, a 3D stacked memory chip was officially announced [7] and mass

production is imminent [8]. However, 3D IC also comes with some problems

as well as exacerbated issues. Inserting TSVs leads to the increase in footprint

and decrease in chip reliability due to manufacturing difficulties and stress to

the neighboring features. Moreover, higher active transistor count per cooling

area and increased vertical thermal resistances in bonding layer due to multi-

ple silicon-on-insulator (SOI) layers and inter-layer dielectrics (ILD) increases

on-chip operating temperature. Thus, high-performance multi-processors or

heterogeneous device integrations still face thermal bottlenecks due to high

heat density.

Heat dissipation has been the most critical barrier to advancing core-to-

memory or core-to-core stacking, which has higher power density compared

to memory-to-memory stacking. Remaining unresolved, the thermal issue

will act as a limiting factor on the number of device layers to be stacked, and

in an extreme case, it can further result in malfunction even on two device

layers.
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1.2 Thermal Challenges and Designs

First, we evaluate the temperature variations of four-devices stacked IC from

the international technology roadmap for semiconductors from 2002 [9]. Av-

erage temperature at each device layer from bottom to top is measured as

30 ◦C, 100 ◦C, 135 K and 150 K. We can observe how temperature rises as

the device layer goes up, farther from the air cooled heat sink. Increased

temperature will not guarantee the functionalities of the upper devices and

will limit the number of device layers to be stacked. Efficient vertical heat

dissipation paths are sorely needed to fully utilize the benefits of 3D IC.

To solve the thermal problems of the 3D IC structure, there have been

many research works on different aspects of the design. We can divide the

cooling methodology in two main scopes: 1) on-chip level and 2) package level

[10]. On-chip thermal design on an actual device layer is necessary to reduce

the elevated heat generation of localized regions with high power density,

also known as hotspots, down to an operational range in close proximity. In

package level cooling techniques, air cooling at the heat sink, liquid cooling

with various geometry heat exchangers [11] are being studied.

1.2.1 On-Chip Thermal Designs

Thermal-aware designs from the high-level system to the physical level imple-

mentations have been studied to alleviate the aggravated thermal issues while

coping with existing chip designs. Dynamic thermal management techniques

on 2D high-performance core designs or data centers include fetch throttling

[12], task and thread scheduling [13], [14], [15], and dynamic voltage and fre-

quency scaling [16]. These works can also be applied to 3D stacked designs

to study the effect on the temperature profile. However, this approach often

sacrifices performance to reduce the hotspots.

Contrary to the system-level techniques, physical design approaches have

to consider a new factor for 3D IC packaging, the TSVs, which serve as elec-

tric connections through multiple device tiers [17]. Research works include

thermal-aware placement for hotspot reduction [18], heat dissipation through

TSV routing [19], thermal wires [20], dummy TSV insertion [21] and so on.

Previous research works on physical design approaches include the inser-

tion of thermal TSV (TTSV) in reserved space depending on the density and
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thermal dissipation effectiveness [22], heat pipe insertion to minimize the

temperature gradient on the horizontal plane [23], thermal driven floorplan-

ning [24] and placement [25]. TTSVs are electronically isolated from other

components of the chip, which are inserted solely to act as vertical heat dis-

sipating paths from each device layer to the heat sink. Numerous research

works have planned to insert TTSVs on different physical design stages; these

include partitioning [26], placement [22], floorplanning [27], routing [28], [20]

and so on. From analytical studies to experimental results, the TSV manu-

facturing process is found to stress surrounding features on the chip; therefore

the number of TSVs needs to be minimized for maximum process reliability.

In our work, a new design of thermal vias with fin-like geometries is studied

primarily for the usage in 3D ICs [29]. Our thermal-aware design structures

are easily manufacturable, less stressful to neighboring devices and intercon-

nects, more reliable and thermally effective. Furthermore, there is a high

possibility to decrease the number of TTSVs inserted for similar or better

heat dissipating effectiveness. The potential benefits of the design are higher

yield, improved performance and commercialization of 3D IC devices.

1.2.2 Package Thermal Designs

The aforementioned works are mostly based on conductive heat transfer re-

solved in solids within chips. Conductive thermal management designs in

combination with conventional air cooling based heat sinks are often insuffi-

cient to keep the chip in operational and reliable range for high performance

applications [30]. The heat flux upper limit with air cooling methods for

most applications is around 100 W/cm2. The 3D multi-chip modules that

dissipate more than 300 W/cm2 at the die are beyond the capability of most

conventional air cooling solutions [31]. Major heat transfer blockages in 3D

IC, that create localized, trapped heat, or hotspots, result mainly from the

bonding layer between the device stacks. The bonding layer is composed of

very low thermally conductive ILD to isolate the unnecessary electric con-

nections between device tiers. Hence, it is crucial to introduce additional

cooling mechanism for thermally isolated device layers that are distant from

the heat sinks.

Due to the scale limitation of on-chip thermal solutions, package level

4



designs are considered to possess greater potential for 3D IC applications.

Engineers have been exploring more effective ways of cooling by pumping

liquid coolants directly onto the chips, rather than circulating air around

them or using backside cold plating. The inter-tier liquid cooling micrometer-

scale channel, or microchannel, illustrated in Figure 1.2, layer has been gain-

ing attention as an integrated cooling mechanism to tackle thermal degra-

dation in 3D ICs [32], [33]. The use of liquid coolant, commonly water,

has become an attractive option due to higher convective heat transfer co-

efficient compared to air cooling. The heat transfer coefficient of water

hwater = 50-3000 W/m2-K is higher than air hair = 0.5-1000 W/m2-K for

natural convection, and becomes even more effective in forced convection,

hwater = 50-10 000 W/m2-K versus hair = 10-1000 W/m2-K. A single-phase

loop in the liquid cooling system consists of a miniaturized pump and heat

exchanger (e.g. cold plate or microchannels). Conventional board-level liq-

uid cooling heat exchangers are not suitable for chip-level implementations

due to bulky modules. Therefore, there has been interest in compact mi-

crochannel heat exchangers that could directly be etched on the back of the

silicon dies [34], [35].

The majority of the research on microchannel design optimizations is based

on runtime expensive numerical simulations, oversimplified thermo-fluidic

models or correlations with incorrect assumptions. Numerical models are

typically unsuitable for optimization considering intensive computing. Ap-

Figure 1.2: Liquid-cooling microchannel scheme on 3D IC packaging [36].
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proximate models or correlations with improper assumptions pose a funda-

mental limitation to accurately derive the relationships between the channel

parameters and the thermal performance. Applying a fully developed flow

model on a short channel that presents developing flow will cause large dis-

crepancy. In microchannel optimization, inaccuracy on the base channel

model will significantly affect the optimality and quality of the resulting de-

sign.

1.3 Dissertation Organization

The remainder of this dissertation is organized as follows.

Chapter 2 presents our proposed thermal design of thermal via-fin struc-

ture [29]. We study the design criteria for thermal fin to be effective in ther-

mal performance and analyze the improvements for various designs. Thermal

via cluster design with and without the insertion of thermal fin is studied and

proves the potential of minimizing the area with this new design component.

In Chapter 3, we derive accurate thermo-fluid correlations of the mi-

crochannel to capture the relationship between the channel physical param-

eters and the thermal performance [37]. The correlations are based on devel-

oping flow model to properly establish the parametric study at the entrance

region of the channel. In microchannel design optimization, the flow behavior

at the entrance region will be prolonged when microchannel dimensions vary

across the flow direction. Therefore, correlations based on developing flow

model will serve as a solid foundation for finding the optimal microchannel

design. Tapered channel was chosen for the design flexibility in the mi-

crochannel optimization. To verify the accuracy of our model, we have made

comparison with commonly used fully developed flow-based correlations and

reliable numerical simulation.

Chapter 4 applies the same technique to derive the thermo-fluid correla-

tions of diverging shape microchannels. Then, we merge the correlations to

fully analyze any linear-walled channels with single correlation for each ther-

mal performance and cooling power consumption. The resulting correlations

provide the foundation for the microchannel design optimization.

In Chapter 5, we perform microchannel geometric optimization based on

the derived tapered channel models [38]. The microchannel is divided into
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small sections and optimized piecewise linearly at each section. An itera-

tive simulated annealing optimization technique is applied for multi-section

channels. Our model finds the channel inlet width and tapering angle to

maximize the thermal performance subject to cooling energy and manufac-

turing constraints. This work determines the optimal tapering angle of the

microchannel at each location.

Finally, we highlight the proposed works and summarize the impact in

Chapter 6. Based on what we have observed, we propose potential future

works. Thermo-fluid models can be improved in accuracy and flexibility

by adding more design parameters and analyzing more complicated physi-

cal phenomena. In addition, microchannel design can be extended to non-

straight channels, such as branching out in forks, merging multiple streams

into single channel and so on. The multistream analysis will be helpful to

design grid-like microchannel structures.
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CHAPTER 2

THERMAL THROUGH-SILICON VIA
WITH THERMAL FIN DESIGN

2.1 Introduction

Greater than 50 % of dynamic power consumption in current IC chips is con-

tributed by interconnect networks; the lengths of which do not generally scale

down with each technology node [39]. 3D IC, a novel packaging technology,

is heavily studied to realize the improved performance with denser packaging

and reduced wirelength. Despite numerous advantages, thermal management

is the biggest bottleneck to realize the device-stacking technology.

In this chapter, we propose a thermal-aware physical design for 3D IC

[29]. We aim to mitigate localized hotspots to ensure functionality by adding

thermal fin geometry to existing thermal through-silicon via (TTSV). We

analyze various ways to insert thermal fin for single TTSV as well as TTSV

cluster designs with the goal of maximizing heat dissipation while minimizing

the interference with routing and area consumption. A global analysis of a 3D

system is developed and a thermal resistance circuit is built for an accurate

and runtime-efficient thermal analysis of a complete 3D IC.

We design thermal vias with laterally elongated fins in the device layer to

minimize the maximum temperature of the chip as in Figure 2.1 and also

decrease the number of TTSVs to improve the reliability. This structure not

only eases the manufacturing but also simplifies the routing strategies. In

addition, we use the advantage of reserved space for the TTSV cluster region

placed in close proximity to hotspots to insert fins. Finite element method

(FEM) simulations and analytical models are shown to verify the presented

geometries.
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Figure 2.1: 3D view of thermal via-fin structure.

2.2 Analytical Model

2.2.1 Thermal Fin Geometry

To successfully dissipate heat from hotspots on a chip to guarantee the proper

functionality, bundles of TTSVs are typically deployed. In our design, we

will take advantage of the space between TTSVs inside the TTSV cluster

region to insert additional thermally conductive fin geometry extending from

interior TTSVs to the boundary. By utilizing the space in between the

TTSVs, no extra space is consumed. The fins can be placed in the whitespace

between the TTSVs in close proximity to the hotspots which construct heat

dissipating paths to maximize their effectiveness. In addition, they do not

penetrate the ILD layer, where the metal interconnects lie, hence the adverse

effects to the interconnect routing are minimal.

Heat flux to TTSV is inversely proportional to the distance from hotspots.

Moreover, within the via cluster, TTSVs closer to the hotspot might act as

lateral heat blockage to further TTSVs [40]. Thermal fin structure enables

TTSVs outside the efficient heat dissipation region to be more effective as

heat conduits.

However, there is a requirement for the fin structures to be more effective in

heat transfer than conventional structure without fins. Figure 2.2 illustrates

simple top view of two TTSVs and a single thermal fin extending towards

the hotspot from further TTSV, labeled TTSV2. There can be two major

heat dissipation paths through TTSV2 from the hotspot, heat flux through
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thermal fin denoted as Q1” and the other path through TTSV1 to TTSV2

represented as Q2”. The heat flux Q1” has to be greater than Q2” in order

for the thermal fin to be more effective than the TTSV without fin structure.

Figure 2.2: TTSV and thermal fin with two heat paths (top view).

From Figure 2.2, we set three assumptions for simplicity:

• Length of the thermal fin can be assumed as Lfin ≈ 3
2
wvia+dvia, where

wvia is the width of the thermal via (TTSV) and dvia is the distance

between the vias.

• Minimum pitch between the fin and nearest TTSV is assumed to be

the same as TTSV pitch, dp. ≈ dvia

• Temperature is horizontally isothermal in two-dimensional TTSV plane;

temperature difference in the horizontal surface area is not considered

in the resistive model.

Integrating the assumptions listed above, we can find the appropriate con-

dition for the thermal fin to be effective for heat dissipation using the terms

specified in the Table 2.1.

Table 2.1: Symbols in the Analytical Model

Symbols Description

Ai cross-sectional area of structure (i.e. via, fin, hotspot)
ki thermal conductivity of the material (i.e. ILD, copper)
wi width of the geometry
ti thickness of the geometry
di distance between any neighboring structures (i.e. via-to-via, fin-to-via)
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As a result, the cross-sectional area necessary for the fin to be an effective

thermal conduit is derived as below,

Theorem: Cross-sectional area Afin of the effective thermal fin should be,

Afin >
AviaAHS(kILD(Lfin + dvia) + kcu

√
d2HS + d2via)

kcu(dviaAHS + dHSAvia)

Ai = witi for i=fin, via, hotspot(HS)

(2.1)

2.2.2 Heat Transfer Model of ILD

Thermal management is key to the success of a given multi-chip design. Our

proposed thermal-aware structural design is based on the assumption that

additional TTSVs are inserted to prevent thermal exacerbation. For com-

prehensive understanding of the design, a modified analytical heat trans-

fer model of the design is necessary. Heat is dissipated mainly through a

high thermally conductive substrate in 2D IC design, which is vertical di-

rection (one-directional heat flow); however, in 3D IC, active layers are em-

bedded in the ILD regions [41] such that the ILD thermal resistance should

be considered as well. Low-k materials are widely adopted as new ILDs,

and this porous material has an even lower thermal conductivity than sil-

icon dioxide, SiO2. Im et al. [42] listed the thermal conductivity of ILD

kILD = 0.3 W/m-K. As Figure 2.3 shows, by assuming metal wire with

width w and length L, aligned with each other with the pitch p, the volume

fraction of the wire fwire will be fwire ≈ w/p and the volume fraction of the

via fvia will be fvia = fwire ∗w/L. The effective thermal conductivity will be

ki,eff = fikm + (1−fi)kILD, where fi will be either fvia or fwire on each layer

i, and km is the thermal conductivity of the interconnect metal, which is

usually kcu = 401 W/m-K for copper, Cu. The equivalent thermal resistance

Rth,eq will be

Rth,eq,ILD = Rth,eq,via +Rth,eq,wire

=
∑ tvia

ki,eff,via
+
∑ twire

ki,eff,wire

(2.2)
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Figure 2.3: TSV and wire layers with the lumped thermal resistance model.

2.2.3 3D Thermal Resistance Circuits

There are some similarities between the electric circuit model and heat trans-

fer equations [43]. Hotspot where heat is generated is modeled as the cur-

rent source and the thermal resistance is similar to the electric resistance.

Temperature on each position is analogous to the voltage and ambient tem-

perature is represented as ground in the circuit (sometimes, it can also be

represented as the DC voltage source). We developed an analytical 3D re-

sistive network heat transfer model as shown in Figure 2.4, to be able to

simulate our proposed design as well as conventional TTSV structures. Our

thermal design has lateral structures on each device tier and 3D heat flow

should be considered in the model; 2D heat flow is analyzed on the hori-

zontal device plane. The 3D analytical model will provide more accurate

understanding compared to the previous analytical models which only con-

sider one-dimensional heat flow on the device plane [44]. Furthermore, the

simulation can be extended to larger benchmark applications with reduced

runtime as compared to the commercially available FEM tools or commonly

used finite difference method.

Similar to Section 2.2.2, each thermal resistance between the nodes (ge-

ometries) of the circuit is expressed with the dimension parameters, charac-

teristics of the structure, Rth = t/(kA), where t is the thickness, k is the

thermal conductivity and A is the cross-sectional area of the structure.
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Figure 2.4: Three-dimensional thermal resistance model for TTSV-Fin
structure.

Rth,1 = Rth,2 =
tvia

kcuw2
via

Rth,3 =
dvia

kILDwviatvia

Rth,4 =
Lfin + dp
kcuwfintfin

Rth,5 =
dHS

kILDwHStHS

Rth,6 =

√
d2HS + d2p

kILDwfintfin

Rth,7 =
tvia − tHS
kILDw2

HS

(2.3)

In the resistive model, heat generating sources are modeled as current

sources and temperature is analogous to the voltage at each node of the cir-

cuit. Thermal resistances are expressed as regular resistors and heat trans-

fer in Equation (2.4), Rth = 4T/Q is expressed similarly to Ohm’s law,

R = V/I. Setting the resistance equations of the given circuit is done based

on Kirchhoff’s current law. Note that Q is heat rate, which equals to the

product of the heat flux and the area, Q = Q”A.

13



RthQ = 4T (2.4)

T4 − T1
Rth,5

− T1 − T2
Rth,3

− T1
Rth,1

= 0

T1 − T2
Rth,3

+
T3 − T2
Rth,4

− T2
Rth,2

= 0

T4 − T3
Rth,6

− T3 − T2
Rth,4

= 0

Q− T4 − T3
Rth,6

− T4 − T1
Rth,5

− T4
Rth,7

= 0

(2.5)

Table 2.2 lists the parameter values that can be applied into this TTSV and

fin structure. These parameters also fulfill the requirement for the effective

thermal fin in Equation (2.1).

Table 2.2: TTSV, Thermal Fin Structure Parameters

Parameters Values Parameters Values

tfin 5 µm tHS 2 µm

wfin 5 µm wHS 10 µm

tvia 100 µm dvia 5 µm

wvia 20 µm dHS 50 µm

kILD 1.4 W/m-K kcu 401 W/m-K

2.3 Experimental Results

2.3.1 2D Simulation

Steady-state thermal FEM simulations using ANSYS Workbench are used to

verify the analytical results. The first set of the simulations model is the 2D

heat spreading through the active region with a thin-film silicon layer (0.1 µm

thickness) on top of a silicon dioxide layer (0.9 µm thickness), a copper via

with fin (1 µm thickness), as shown in Figure 2.5. The copper via is fixed
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at a temperature of 30 ◦C, a 100 µm2 hotspot with a heat flux of 500 W/cm2

is placed in the thin-film silicon region, and all other surfaces are adiabatic.

The temperature distribution of the 2D model is shown in Figure 2.6. FEM

results confirm that thermal fins reduce the maximum temperature of the

hotspot (Figure 2.6-a ∼ 2.6-f), as compared to the geometry without a ther-

mal fin (Figure 2.6-g). As predicted, hotspot placement is crucial; ideally,

the hotspot should be adjacent to the fin, and the effective fin length should

be less than 50 µm. A wider fin width (10 µm in Figure 2.6-d vs. 4 µm in

Figure 2.6-e) is more effective, but comes at a tradeoff of additional chip

area.

Figure 2.5: Two-dimensional simulation model.

2.3.2 3D Simulation on Thermal Via Cluster

One study has shown that TTSVs can also act as lateral heat blockage to

the vias further from the hotspot [40]. For heat to be dissipated from the

hotspot, the distance between TTSV and the hotspot affects the amount of

total heat dissipation. In 3D simulation, the locations of the hotspot for

all models were fixed but we varied the number of TTSVs in the cluster
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Figure 2.6: Two-dimensional simulation of TTSV and fin.

for the difference in the distance between the closest via and the hotspot.

In addition, the largest area via cluster example is compared with full via

insertion and selective elimination of inner TTSVs. The simulation result

shows that overall reduction in maximum temperature depends heavily on

the distance and the number of vias inserted (which also can be interpreted

as the size of the cluster). Furthermore, although more vias are inserted

inside the cluster, inner TTSVs are not as effective as the closer vias on the

boundary of the thermal via cluster. The simulation results are shown in

Figure 2.7 and Table 2.3.

2.3.3 Fin Stretched Inside TSV Cluster

From the analytical studies, the dimension of the fin is a key parameter in

heat dissipation efficiency. Both width and depth of the fin structure will

affect the performance, but in this work, we will fix the depth of the fin
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Figure 2.7: FEM simulation on different number of TTSVs (minimum
distance to the hotspot: 50 µm, TTSV width: 20 µm, hotspot width: 10 µm)
(a) Single TTSV, (b) 8 TTSVs, (c) 9 TTSVs, (d) 16 TTSVs, (e) 24 TTSVs,
(f) 25 TTSVs.

Table 2.3: Simulation Result of TTSV Cluster Model

# of TTSVs 1 8 9 16 24 25

Tmax[◦C] 59.61 46.95 47.24 41.85 41.44 42.11

Improvement[%] Ref. 42.76 41.77 59.98 61.36 59.10

and mainly focus on the width variance. There will be a trade-off with the

area consumption on the device surface and the enhanced heat dissipation

from the fin width widening. To optimize for both fin width and thermal

performance, Figure 2.8 shows the simulation result of four via clusters with

the fin extended from further vias varying in width from 0.5 µm to 3 µm.

The other parameters for the structures are wvia = 10 µm, dvia = 20 µm,

AHS = 300 µm2, dHS = 5 µm.

The effect of the fin structure is simulated on the simplest model under

the conditions described in previous sections. Figure 2.9 shows the com-

parison between single via and two vias structures and with or without the

fin structure by varying the distance of the hotspot. In the single via case,
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Figure 2.8: Simulation results of thermal fin width variation.

the distance between the hotspot and the TTSV via was reduced by adding

the fin structure stretching toward the hotspot. However, for multiple vias,

the fin was extended until it meets the boundary of the TTSV cluster. In

Figure 2.9, we have fitted the curve for the data points we have collected.

Based on Fourier’s law, 4T = THS − Tvia = Qd/(kA), k and Q are constant

values but area A is the function of the distance d as the heat diffusion path

is no longer linear as the distance increases. For simplicity, assume that A

is a second-order polynomial function of d. Hence, the temperature was in-

versely proportional to the distance and the coefficient and intercept values

were obtained accordingly.

The fin structure helps to construct an efficient heat dissipation path to-

ward the hotspot from farther TTSVs. By inserting fin structures, the heat

flowing through the fin path can exceed the heat flux through the closer via.

Figure 2.10 illustrates the comparison between three, six and nine vias with

and without fin structure from a 3 x 3 square via cluster. Three vias are

the closest column of the cluster, six vias are two closer columns and nine

vias are the whole via cluster. We can observe from the simulation result

that the temperature difference between six and nine vias is almost negligible

compared to three vias. The result can be interpreted to mean that the last

farthest column was not contributing at all. To efficiently utilize the last col-
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Figure 2.9: FEM simulations on single TTSV, two TTSVs with and
without fin.

umn, thermal fins are inserted. There is approximately 2.5 % improvement

in temperature distribution for the 5 µm away hotspot with wfin = 1 µm,

tfin = 2 µm, AHS = 900 µm2, and wvia = 10 µm. We can also observe that

six vias with fin is lower in temperature compared to the nine vias without

the fin. This result shows the potential in decreasing the number of TTSVs

inserted for similar or even better thermal performance. It allows less area

consumption as well as lower stress to the neighboring devices. However,

the effect is diminished as the hotspot is farther away. We can conclude that

with the fins inserted inside the cluster, the effect is maximized as the cluster

is closer to the hotspot. Table 2.4 shows the maximum temperature values

and the percentage improvement of each structure with respect to single via

structure.

Table 2.4: Simulation Result of TTSV and Thermal Fin Cluster Model

# of TTSV+Fin 1 3 6 6+Fin 9 9+Fin
Tmax[

◦C] 58.985 55.218 54.961 54.776 54.951 54.587
Improvement[%] Ref. 12.996 13.883 14.521 13.917 15.173
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(a) Nine TTSV-thermal fin model (red: hotspot, blue: TTSV, yellow: thermal
fin).

(b) Simulation results of TTSV cluster model with hotspot distance variation.

Figure 2.10: TTSV cluster model and simulation results.

2.4 Conclusion

Analytical and FEM models show that a conventional TTSV design is effec-

tive only when the hotspot is near the TTSV. A via with fin-like geometries

adds flexibility to the design such that hotspots farther away from the TTSV

can be cooled effectively without additional fabrication or routing constraints.
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This work presents a new design of TTSV with fin-like geometries to en-

hance cooling in 3D ICs. Fin-like geometries reduce the number of TTSVs

needed for 3D IC cooling, which relaxes the fabrication and routing con-

straints on the design. The distance of the hotspot from the fin was found to

play a crucial role in the combined equivalent thermal resistance. The usage

of fins is recommended if the hotspot can be reached from the via in less

than 10 µm. Otherwise, additional complexity in manufacturing processes

and stricter routing constraints due to the extra fins will outweigh the small

efficiency gains. New structures and designs of TTSVs to reduce the thermal

management issues in 3D ICs were found to merit further exploration.

21



CHAPTER 3

ACCURATE MODELS FOR TAPERED
MICROCHANNEL HEAT SINKS

3.1 Introduction

The majority of existing thermal-aware designs on 3D ICs are based on

conductive heat transfer resolved in solids within a chip. Conductive ther-

mal management designs only in combination with conventional air cooling

based heat sinks are often insufficient to keep the chip in operational and

reliable temperature range for high-performance applications [30]. The up-

per limit of the heat flux with air cooling methods for most applications is

around Q” = 100 W/cm2. 3D multi-chip modules that dissipate more than

Q” = 300 W/cm2 at the die are beyond the capability of most conventional

air cooling solutions [31]. In addition to the fact that heat sink is attached

to only one of the device layers, major heat transfer blockages in 3D IC that

create localized, trapped heat, or hotspots, result mainly from the bond-

ing layer between the device stacks. Bonding layer is composed with very

low thermally conductive ILD to isolate the unnecessary electric connections

between device tiers. Hence, it is crucial to introduce an additional cooling

mechanism for thermally isolated device layers that are distant from the heat

sinks.

Packaging level designs can introduce larger scale solutions for effective

performance. The use of liquid coolant has become an attractive option

due to higher convective heat transfer coefficient compared to the traditional

air cooling method. By pumping the liquid coolant directly onto the chips,

we can achieve a higher heat transfer rate. Compact microchannel heat

exchangers that could directly be etched on the back of the silicon dies [34],

[35] are studied which also have the benefit of being placed between the

device layers. Hence, the inter-tier liquid cooling microchannel layer has

been gaining attention as an integrated cooling mechanism to tackle thermal
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degradation in 3D ICs [32], [33].

Pumping power is the cost to pay for effective microchannels, often re-

sulting in prohibitive expense. Designing microchannel with a well-balanced

trade-off between thermal performance and the cooling power is important.

Flow conditions as well as channel design will dominantly define the perfor-

mance. To reduce the complexity and achieve more accurate relationship, we

focus on channel design and leave the fluid condition in the future extension.

Traditional approaches to novel microchannel designs are usually inherited

from the intuition of the engineer and verified through numerical simulations

or empirical data. Then, some of the earlier optimization works were pro-

posed, but they are either based on numerical simulations or oversimplified

thermo-fluidic models. Numerical models are typically unsuitable for opti-

mization considering intensive computing and long runtime. Approximate

models or compact correlations used in the optimization are often based

on improper assumptions and pose a fundamental limitation to accurately

derive the relationships between the channel parameters and the thermal

performance. For example, many of the previous works claim that fully

developed flow models within microchannel have good agreement with the

numerical solution and the corresponding experimental data [45]. However,

applying a fully developed flow model to analyze short or arbitrary channels

that presents developing flow characteristics will cause large discrepancy. In-

accuracy on the base channel model will significantly affect the optimality

and quality of the resulting microchannel design.

In this chapter, we derive thermo-fluid correlations of the microchannel

to accurately capture the relationship between the channel physical param-

eters and the thermo-fluid performance [37]. Thermal correlations are based

on developing flow model to properly establish the parametric study at the

entrance region of the channel as well as varying channel shapes. In the

microchannel, the flow behavior at the entrance region will be prolonged

when microchannel dimensions vary across the flow direction. Therefore,

correlation based on developing flow model will serve as a solid foundation

for finding the optimal microchannel design. Assuming the channel is sym-

metrical in length-wise axis, arbitrary shapes can be considered as piecewise

linear channel; therefore, a tapered channel was chosen in our model. It pro-

vides more flexibility and accuracy than a rectangular channel with constant

width. To verify the accuracy of our models, we have compared them with
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commonly used fully developed flow based correlations and reliable numerical

simulation.

3.2 Related Works

The concept of liquid cooling microchannel integrated to electronics was in-

troduced by Tuckerman and Pease [11]. Kishimoto and Ohsaki [46] numeri-

cally simulated non-monotonic relationship of thermal resistance and channel

width. They also fabricated board level via hole channels and tested the cool-

ing performance. Working with popular 28-nanometer field-programmable

gate array devices made by Altera Corporation, Sarvey et al. have demon-

strated a monolithically cooled chip using microfluidic passages that could

operate at temperatures more than 60 percent below those of similar air

cooled chips with heat sink or cooling fans [47].

From the early 1990s until now, numerous studies on the heat transfer per-

formance of various channel geometries have been of great interest. Hoop-

man [48] and Peng and Peterson [49] studied the influence of the geometry

on heat transfer performance of rectangular microchannels and optimal ge-

ometry design under fixed height and total cross-section area. Harley and

Bau [50] and Qu et al. [51] studied heat transfer of micrometer-scale rectan-

gular and trapezoidal channels in silicon wafers. Rahman [52] investigated

heat transfer performance of parallel and serpentine microchannels in silicon

wafers. Lee et al. [53] studied heat transfer of various channel widths with

constant aspect ratio and Foli et al. [54] explored optimal cross-section ge-

ometry based on constant cross-section area. Kuo et al. [55] assessed the

effect of channel geometry on heat transfer for fully developed flow and found

the optimal channel width decreased with increasing pumping power. Most

of the designs studied and analyzed even with very unique and complicated

cross-sectional shapes had a uniform shape and area along the fluid flow

direction.

One of the challenges in single-phase liquid cooling is the increased thermal

gradient due to absorbed sensible heat which leads to performance degrada-

tion. To achieve more uniform heat distribution, Sabry et al. [56] proposed

to alter the channel width along the traveling direction of the fluid. Chan-

nel design in Sabry’s work [56], [57] has a relatively wider inlet based on
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fixed incoming coolant temperature and narrower outlet due to increased

temperature from absorbed heat. This work assumes a piecewise constant

channel and is based on rectangular channel approximate model for fully de-

veloped flow. All channels at the inlet start with the developing flow and

there is a distinct difference in velocity and thermal profiles between devel-

oping and fully developed regions. Thus, applying a fully developed flow

model to analyze a developing region is fundamentally incorrect. Especially

for non-uniform channels, flow will be more perturbed and fluctuated, and

likely to remain developing both hydrodynamically and thermally. Although

it is reasonable to conclude that the tapered channel geometry contributes

to thermal gradient reduction, it is uncertain whether the design is optimal

when the microchannel design is optimized based on a fully developed flow

model.

Hung and Yan [58] studied similar tapered channel but using finite volume

based numerical analysis. The results provide insight into the performance

with parameter variation. However, numerical approach is very compute-

intensive and inappropriate for further optimization. Moreover, this model

is based on a single-sided heat source, which is inapplicable for inter-tier

cooling stacked between device layers in 3D IC. Thus, it is crucial to establish

a compact model for fast microchannel design optimization that incorporates

3D IC applications.

In this work, we propose a compact and accurate closed-form model of the

tapered channel for microchannel design optimization. The presented model

is of fundamental importance in channel design study and can improve the

accuracy with proper flow assumption and computation speed compared to

the numerical approach in optimizing the design of various microchannels.

3.3 Fundamentals of Heat Transfer

Three-dimensional chips are composed of multiple vertically stacked device

layers. To effectively dissipate heat from the device layers further to air

cooled heat sinks, liquid cooling microchannel layers are fabricated in between

the tiers. Figure 3.1 depicts a 3D view of two device tiers with a single

microchannel layer.

In this section, we start by introducing the parameters of the tapered mi-
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(a) cooling layer multiple tapered channel.

(b) single channel
highlighted in red
dashed box from (a).

Figure 3.1: 3D stacked device layers with inter-tier liquid cooling
microchannel layer. Tapered channels are etched at the bottom of the
device layer. Top device layer is presented transparent for clear cooling
layer illustration. Note that figure is not to scale.

crochannel dimensions, followed by the metric used to determine the thermal

efficiency of liquid cooling heat exchangers. Then, appropriate heat trans-

fer models for tapered microchannel design and analysis are proposed and

further improved with parameter fitting.

3.3.1 Microchannel Geometry

In heat and mass transfer community, various channel geometries, such as

circular, triangular, rectangular, trapezoidal, and wavy channels, are mod-

eled and simulated for the past few decades. Considering practical manufac-

turing simplicity and the cost, rectangular cross-sectional microchannel has

been applied in electronic design implementations. To provide a solid base

model of the channel geometry, a straight channel is considered in this work

rather than a channel that bends or branches out. Applying a single channel

model to multiple channels will be a straightforward expansion. Moreover,

complicated structures such as grid, mesh or tree can be developed upon the

base channel model but are outside the scope of this work.

An increased thermal gradient across a chip has been the rising challenge

in liquid cooling designs. Tapering channel with a large inlet and a small

outlet has been proposed to reduce the temperature gradient [56]. The top

view of the tapered rectangular channel is portrayed in Figure 3.2.
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Figure 3.2: Tapered channel with inlet width win, outlet width wout, length
L, and half angle θ (top view).

Given the channel inlet width win, outlet width wout and length L, the

channel angle θ will be expressed as Equation (4.1). Opposed to a tapered

channel, a channel with a uniform cross-section from inlet to outlet is denoted

as uniform channel in the remaining of the work.

θ = arctan

(
win − wout

2L

)
(3.1)

Sabry et al. [56] have proposed design-time technique to optimize channel

width at a given location to minimize the thermal gradient using channel

width modulation. Given uniform heat flux across the chip, the optimized

channel design has nearly a linear-tapered rectangular channel. The top view

of a single channel is a rough trapezoid.

3.3.2 Thermal Resistance

Within the microchannel cooling systems, conduction and convection are

primary modes of heat transfer. To evaluate the thermal effectiveness of the

design, thermal resistance is considered. Objectives for most of the thermal

optimization are based on the temperature. However, there hardly exists an

analytical closed-form model of temperature for a given design. To replace

the metric, we focus on the temperature gradient instead of the temperature.

Overall temperature drop 4T is the product of thermal resistance Rth and

heat rate Q, 4T = QRth. The compact closed-form relationship makes

temperature gradient a good design metric. Total thermal resistance Rth is
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the summation of resistance from conductive Rth,cond and convective Rth,conv

heat transfer as Equation (3.2), and each term is dependent on the material

property, physical dimensions as well as the hydrodynamic conditions in the

fluid region. Heat transfers to all directions but more heat flows where there

is higher temperature drop. In device layers, heat will mainly dissipate from

hotspots to the inter-tier microchannel layer, y-axis direction. Equivalent

thermal circuit will consist of pairs of series vertical conductive resistance

and horizontal convective resistance connected in parallel along the channel

length. Note that each thermal resistance is two-dimensional, but the overall

thermal circuit becomes three-dimensional.

Rth = Rth,cond +Rth,conv =
d

kAc
+

1

hA
(3.2)

In IC design, we formulate the conductive resistance only in solid: silicon

device layers and walls surrounding the microchannels where the majority of

the conduction occurs. Conductive thermal resistance is defined by distance

d, thermal conductivity k and the cross-sectional area in solid A. Convec-

tive thermal resistance is defined in the liquid region: microchannel layer.

Convective thermal resistance is inversely proportional to the product of the

convective coefficient h and wetted area Awet. Overall Rth,conv can be consid-

ered as parallel connections of each local cross-sectional convective thermal

resistance Rth,conv,i at location i as in Equation (3.3). In a tapered channel,

both h and Awet vary across the channel length and local values are repre-

sented as hi and Awet,i respectively. For each section, Awet,i is computed with

local perimeter pi and the length segment dz. In a lumped model, average

convective coefficient havg is the mean of the local convective coefficient hi

as in Equation (3.4). The total wetted area Awet is the product of wetted

perimeter pwet and the channel length L. For each section, local perimeter

is computed with local channel width wi, channel height H and the length

segment dz.

Rth,conv =

(∫
i

1

Rth,conv,i

)−1

=
1∑

i

hiAwet,i
=

1∑
i

hipwet,idz
(3.3)

havg =
1

L

∑
i

hidz (3.4)
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Awet = PwetL =
∑
i

2(wi +H)dz (3.5)

3.3.3 Convective Heat Transfer

Heat dissipated in liquid cooling microchannels is based on forced convection.

Convective heat transfer coefficient h, one of the factors to determine Rth,conv,

depends on numerous parameters, such as coolant properties, fluid velocity,

and channel dimensions, and yet there does not exist any closed-form analyt-

ical model. Thus we rely on the empirical or numerical correlations. Similar

to the overall thermal resistance, temperature difference is computed by the

product of the heat rate Q and the convective thermal resistance Rth,conv.

Using this relationship, we can derive h as in Equation (3.6),

h =
1

Rth,conv ∗ Awet
=

Q

(Tw − Tb) ∗ Awet
=

Q”

Tw − Tb
(3.6)

where Q” is the heat flux, Tw is the channel wall temperature and Tb is the

bulk fluid temperature.

The efficiency ratio of the convection to conduction in fluid is defined as

Nusselt number, Nu = hDh/k, where k is the thermal conductivity and

Dh is the hydraulic diameter. Non-circular channels are often formulated

into circular-shaped channels using hydraulic diameter and computed using

equation Dh = 4A/Pwet. The Nusselt number is used to compare the values

from correlations with numerical results. Here, h is derived from exising

empirical and numerical Nusselt number correlations on various case studies

using the Equation (3.7).

h =
Nuk

Dh

(3.7)

Shah and London [59] have studied Nusselt number approximate model

on various channel geometries. Six-digit accuracy polynomial approximate

model on rectangular channel in terms of aspect ratio, AR, for fully developed

flow is shown in Equation (3.8). This model is valid when is AR ≤ 1, hence

AR is computed by height to width or width to height interchangeably.
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Nu = 8.235(1− 2.0421AR + 3.0853AR2

− 2.4765AR3 + 1.0578AR4 − 0.1861AR5)
(3.8)

Many recent works on microchannel design and optimization have adopted

this approximate model [56], [60]. However, depending on the flow assump-

tion and the channel geometry, this model in Equation (3.8) cannot fully

capture the phenomenon and becomes inapplicable for accurate optimiza-

tions. This model is based on rectangular channel with fully developed flow.

Based on commonly used microchannel dimensions in circuits, fully devel-

oped flow is reached in multiple folds (e.g. 5x-30x) in rectangular channel and

non-negligible portion preserves developing flow toward the entrance region.

Fully developed region is defined where flow velocity profile and normalized

temperature gradient profile remain unchanged along the flow direction. In

a uniform channel, fully developed hydrodynamic flow will be reached after

length Lfd,h ≈ 0.05Re ∗Dh and fully developed thermal flow will be reached

after length Lfd,t ≈ 0.05Re ∗ Pr ∗ Dh for laminar flow (Re < 2300), where

Re is Reynolds number and Pr is Prandtl number. For example, a uniform

rectangular channel of width w = 100 µm, height H = 100 µm, inlet flow ve-

locity u = 1 m/s with water at 300 K as coolant, hydrodynamic and thermal

entrance lengths will be Lfd,h = 560 µm and Lfd,t = 3300 µm respectively.

However, in a tapered channel, normalized velocity profile continuously

changes in the flow direction based on mass conservation law and there-

fore, fully developed flow will not be reached. Figure 3.3 shows the velocity

profile comparison between uniform channel and tapered channel. In ad-

dition, piecewise channel optimization will vary the channel dimensions at

each segmented section. The fluid dynamics and heat transfer in channel

with varying cross-sectional shape differ from those in the uniform channel

as the flow cannot reach the developed condition. Non-constant channel ge-

ometry will contribute to flow alterations and extend the length to reach the

fully developed flow.

The local Nusselt number, Nuz, correlation for developing flow in the

entrance region for circular and non-circular channel developed by Shah and

London [61] is shown in Equation (3.9).

Nuz ≈ 0.517(fRe)1/3(z∗)−1/3 (3.9)
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Figure 3.3: Velocity profile comparison of uniform channel and tapered
channel at mid-plane in length-wise direction.

The Nusselt number is dependent on the Fanning friction factor f and po-

sition z. For simplification, some of the parameters are formulated into the

variable z∗, where z∗ = z/(Dh ∗ Re ∗ Pr). In laminar flow, Fanning friction

factor f is 16/Re which leads the term f ∗Re constant as 16. This simplifi-

cation is based on fully developed assumption, but we have verified that this

exponent value has minimum effect in improving the accuracy through fit-

ting, hence we have concluded this assumption is justified in our correlations.

Pr is also a fixed constant for water at room temperature. As a result, the

only remaining variables are Dh, Re and z.

3.4 Closed-Form Developing Flow Models

Figure 3.4 illustrates the procedure of the model derivation. To derive a

closed-form model, we have first collected numerical simulation data of se-

lected microchannel with various design parameters and extracted the values

for the thermo-fluid performance analysis. Then, we have performed param-

eter fitting from the base model that we aim to improve the accuracy from.

In our work, we have used the least-squares method in the parameter fitting.

Finally, we have surface-fitted model parameters to create the correlations

with the function of design variables. The surface fitting functions vary de-

pending on the resulting function formula. This method is a commonly used

approach and can be applied to other model derivations as well.
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Figure 3.4: Flow chart of the model derivation.

3.4.1 Simulator

For numerical simulations, we used commercial computational fluid dynam-

ics (CFD) solver, ANSYS Fluent v.18, in our experiments. The software

uses the finite-volume method (FVM) with the support of the semi-implicit-

method for pressure-linked-equations (SIMPLE) method. We applied rec-

tilinear mesh with less than 0.1 maximum skewness, 0.1-0.5 million nodes

depending on the channel size, 5 µm mesh element size and double precision

simulation setting. The solutions converged within 100 iterations.
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3.4.2 Parameters

Microchannel dimensions used in the experiment are shown in Table 3.1.

Height and length of the channel are fixed to single values as they are mainly

defined by the manufacturing technology and the chip footprint. Channel in-

let and outlet widths are varied between the minimum and maximum range

listed. The range is selected based on commonly used manufacturing dimen-

sions listed in previous works [11], [56], [62], [63]. To ensure the converging

tapered shape, channel outlet width is set less than or equal to the channel

inlet width for each geometry. Tapering angle is computed using Equa-

tion (4.1). Table 3.2 lists the thermo-fluid conditions and the properties of

materials used for the simulations. Water at room temperature is used as

coolant and inlet flow velocity is set to 1 m/s. Adding fluid velocity into the

optimization variable can be the future extension of this work.

First, we have compared the models of different flow conditions and anal-

ysis methods. Figure 3.5a compares four models: 1) Shah-London fully de-

Table 3.1: Microchannel Parameters

Definitions Param. Min Max

Height H 100 µm
Length L 0.5 mm
Inlet width win 100 µm 400 µm
Outlet width wout 10 µm 400 µm
Angle θ 0◦ 19.8◦

Table 3.2: Thermal and Fluid Properties

Definitions Param. Values

Silicon thermal conductivity ksi 130 W/m-K
Water thermal conductivity at 300 K kwater 0.613 W/m-K
Water kinematic viscosity ν 1.004× 10−6 m2/s
Coolant inlet flow velocity u 1 m/s
Coolant inlet temperature Tinlet 300 K
Prandtl number for water at 300 K Pr 5.83
Reynolds number Re 99-159
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veloped model for rectangular channel [59], 2) Sparrow-Starr fully developed

model for tapered cylindrical channel [64], and 3) Shah-London developing

flow model for general channel [61] compared with 4) FVM numerical sim-

ulation. Model comparison experimented on a single tapered channel with

inlet width of 400 µm, outlet width 200 µm, length 500 µm with inlet flow

velocity 1 m/s and heat flux 100 W/cm2. Regardless of two different geom-

etry approaches, rectangular versus tapered channel, both fully developed

models showed large gaps between the local Nusselt number values as well as

the Nusselt number gradients along the channel to the FVM result. On the

contrary, developing flow model for circular and non-circular channels has a

reasonably well-matching curve to the FVM result.

3.4.3 Constant Inlet Velocity

Nusselt Number

It is a widely used approach to derive a close-fitting Nusselt number or con-

vective coefficient correlation from empirical data [65]. In this work, the

model is built from numerical simulation data instead of the physical experi-

mental results. Based on the Shah-London developing flow model with fixed

constants for coefficient and exponents, we have further improved the model

by fitting these parameters: 1) coefficient, denoted as α, and 2) exponent,

denoted as β, in Equation (3.10) to the numerical results. Exponent of fRe

remains unchanged as the term is constant in laminar flow.

Nuz,fitted ≈ α(f ·Re)1/3(z∗)β (3.10)

We have simulated 15 channel sizes: combination of three inlet widths and

five tapering angles for each channel width. Flow velocity and heat flux are

fixed to a single value for in-depth study of the channel geometry dimensions

in our model. These values can also be varied to induce more comprehensive

correlations, but this is beyond the scope of this work. Each (α, β) value

pair is determined by the least squares method for all datasets. Figure 3.5b

exhibits the improvement of our fitted correlation from Shah-London general

channel developing flow model, matching closer to the FVM result on the

same tapered channel used in Figure 3.5a.
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(a) Numerical simulation, fully developed and developing
flow correlations comparison.

(b) Numerical simulation, general channel developing
flow and fitted developing flow model comparison.

Figure 3.5: Local Nusselt number comparisons on tapered channel with
inlet width 400 µm, outlet width 200 µm, length 500 µm, inlet flow velocity
1 m/s, heat flux 100 W/cm2.
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Next, fitted (α, β) pair values for selected channel geometries are extended

to derive the 3D correlations of the parameters as a function of two vari-

ables: 1) tapered angle θ and 2) Reynolds number Re, using polynomial

least squares surface fit. The Reynolds number is a representative indicator

of the flow condition, defined by volumetric flow rate V̇ , hydraulic diameter

Dh and kinematic viscosity ν, Re = V̇ Dh/ν = uADh/ν. Volumetric flow

rate V̇ is expanded to the product of flow velocity u and cross-sectional area

A. We fixed flow velocity and channel height, thus inlet width is the only

variable for determining the Reynolds number. Therefore, equivalently, fit-

ting parameters can be expressed as a function of channel tapering angle

θ and the inlet width win. The 3D correlations were within 95 % accuracy

compared to the individually fitted parameters of each geometry. Then, we

have determined the function of the surface fitting. In the case of the local

Nusselt number, polynomial-22 function formula was used. Finally, we have

3D fitted the model parameters in terms of microchannel design variables us-

ing least absolute residuals method. The fitting algorithm applied depends

on the target function formula and can be altered for the highest accuracy.

The results of the 3D surface fitted curves for coefficient and exponent value

are illustrated in the Figure 3.6a and 3.6b respectively. The resulting cor-

relations for α and β in terms of θ and Re are shown in Equations (3.11)

and (3.12). These fitted functions are combined to the Equation (3.10) to

compute the convective coefficient in developing flow for tapered rectangular

channel.

α(θ, Re) = 0.3317− 0.02029θ − 0.0001991Re

− 0.0002337θ2 + 0.000133θRe+ 1.513 ∗ 10-6Re2
(3.11)

β(θ, Re) = −0.435− 0.009296θ + 8.235 ∗ 10-5Re

− 0.0001101θ2 + 6.282 ∗ 10-5θRe− 3.586 ∗ 10-7Re2
(3.12)

For qualitative and quantitative analysis between the models, mean error

values on the local Nusselt number for simulated set of channels are compared

in Figure 3.7. Each model is compared with respect to FVM. Average error

percentage of Shah-London and Sparrow-Starr fully developed correlations

are 62 % and 72 % respectively and the Shah-London developing flow model

tremendously dropped down to 14 %. Our fitted model further improved up

to 4 % error. Deviation is bigger on channels with a larger tapered angle, but
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(a) Coefficient curves.

(b) Exponent curves.

Figure 3.6: 3D surface fitted parameters of developing flow Nusselt number
models for converging tapered channel on various tapering angles and
Reynolds numbers.
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the difference is 1-3.5 %.

Furthermore, the Sparrow-Starr model is based on a tapered cylindrical

model, which incorporates the effect of the slanted channel wall. However,

this model is inapplicable for uniform channels with 0◦ angle. Rightmost

bars from Figure 3.7a and 3.7c show uniform channels with the same inlet

and outlet widths. Both Shah-London and Sparrow-Starr fully developed

flow models were comparable between tapered channels, but the error rose

significantly on the uniform channel and exhibited 97 % error from the FVM.

On the other hand, our model is reliably accurate throughout all channel wall

angles.

Referring to Figure 3.5, the discrepancy of analytical models to FVM is

larger near the entrance region of the channel. The observation indicates

that the fully developed assumption will lead to more unreliable result for

channels which are significantly shorter than entry length. Channel geom-

etry design with piecewise optimization will dissect the channel into small

sections and apply the heat transfer model to each channel sections. In this

design optimization, every channel section will carry large error, eventually

accumulate throughout the entire channel and exacerbate the effect. More-

over, channel dimensions can alter between the sections and cause the flow

to fluctuate. As a result, fully developed flow will never be reached in the

extreme case.

Pressure Drop

Cooling efficiency in microchannel comes at a price which can be mainly

quantified by the pressure drop. Given microchannel design and the flow

rate, pressure drop is determined. Darcy-Weisbach analytical pressure model

for general channel in laminar flow is shown in Equation (3.13), where fD

is Darcy friction factor, four times the Fanning friction factor f from Equa-

tion (3.9), ρ is the density of the fluid, and umean is the mean flow velocity.

Although it is a commonly used model in rectangular channels, there are

discrepancies with numerical results on tapered channel design. Correlations

for friction factor used in pressure formula for rectangular channels are de-

rived in numerous works [66], [67]; however, the pressure model for tapered

channel is not heavily studied.
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(a) Tapered channel with inlet=100 µm.

(b) Tapered channel with inlet=200 µm.

(c) Tapered channel with inlet=400 µm.

Figure 3.7: Nusselt number error comparisons on various models:
Shah-London (fully developed flow), Sparrow-Starr (fully developed flow),
Shah-London (developing flow) and our fitted developing flow model.
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4Pdw = fDL
ρu2mean

2Dh

(3.13)

Similar to the Nusselt number correlation parameter fitting, the pressure

model is obtained from numerical results as Equation (3.14), and fitted curves

are demonstrated in Figure 3.8. We have 3D surface fitted using the non-

linear least squares method based on the Levenberg-Marquardt algorithm.

Accuracy of surface fitting was maintained a minimum of 95 %. The pres-

sure fitted model is valid for the range where the angle does not exceed

to fully close the channel outlet. For example, given channel inlet width

win = 200 µm and length L = 500 µm, the maximum angle to preserve the

open-ended channel is 11.3◦.

4P (θ, Re) =
795.335 + 38.9285θ − 11.8544Re+ 0.0685Re2

1− 0.0278θ − 0.0185Re+ 0.0001Re2
(3.14)

As the tapering angle reaches the maximum angle, pressure drop will be ex-

tremely high, almost infinite. Beyond this angle, outlet width will fall below

0. Valid pressure drop cannot be computed at this angle and becomes singu-

larity point in our fitted model. Fitted pressure curve demonstrated 1.58 %

error to the FVM numerical result while Darcy-Weisbach model showed

46.92 % error, on average, on the same set of channels in Figure 3.8.

3.5 Conclusion

We have proposed an accurate closed-form model for tapered channel based

on the developing flow model. Tapered channel designs will fluctuate the

coolant flow, extend the developing flow region and possibly never reach

fully developed state. Nevertheless, widely used correlations for optimiza-

tions were based on the fully developed flow models. Compared to the fully

developed flow based thermo-fluid models, our derived correlations have re-

duced error by 57 % in Nusselt number, and by 45 % in pressure drop for

channels with inlet width 100-400 µm compared to FVM simulation values.

The model can conveniently be extended and applied to other channel sizes

while maintaining the accuracy. As the model captures the relationship of

fitting parameters in terms of the channel geometric dimensions, it can be
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Figure 3.8: Pressure fitted curves of converging tapering channel on various
tapering angles and Reynolds numbers.

applied for the accurate microchannel design optimizations.
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CHAPTER 4

COMPLETE MODELS FOR LINEARLY
TAPERED MICROCHANNELS

4.1 Introduction

In this chapter, we extend previously presented thermo-fluid correlations of

the microchannel with any linearly angled wall for complete representation

of the relationship between the channel parameters and the thermo-fluid per-

formance. Similarly, thermal correlations are based on the developing flow

model for varying channel shapes. In the microchannel, the flow behavior

at the entrance region will be prolonged when microchannel dimensions vary

across the flow direction. Therefore, correlation based on developing flow

model will serve as a solid foundation for finding the optimal microchannel

design. Assuming the channel is symmetrical in the length-wise axis, ar-

bitrary shapes can be considered as a piece-wise linear channel, therefore,

tapered channel was chosen in our model. It provides more flexibility and

accuracy than a rectangular channel with constant width. To verify the ac-

curacy of our models, we have compared with commonly used fully developed

flow-based correlations and reliable numerical simulation.

4.2 Complete Microchannel Models

In this section, we start by introducing the parameters of the tapered mi-

crochannel dimensions, followed by the metric used to determine the thermal

efficiency of liquid cooling heat exchangers. Then, appropriate heat transfer

model for tapered microchannel design and analysis are proposed and further

improved with parameter fitting.
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4.2.1 Microchannel Geometry

Diverging channel is illustrated in Figure 4.1. Given the channel inlet width

win, outlet width wout and length L, the channel angle θ will be expressed

as Equation (4.1). Opposed to tapered channel, channel with uniform cross-

section from inlet to outlet is denoted as uniform channel in the remainder

of the work.

Figure 4.1: Diverging channel with inlet width win, outlet width wout,
length L, and half angle θ (top view).

θ = arctan

(
win − wout

2L

)
(4.1)

4.2.2 Complete Model Derivation

To derive extended closed-form models, we have collected numerical simula-

tion data of diverging shape channels, converging shape channels and uni-

formly straight channel. Then, we have performed parameter fitting from the

base model, surface fitted to create improved correlations following the same

procedure illustrated in Figure 3.4. The derived correlations are defined as

functions of the microchannel design parameters and other fixed thermo-fluid

parameters.

4.2.3 Simulator

To obtain numerical analysis data, we used the commercial CFD solver, AN-

SYS Fluent v.18. The software uses FVM with the support of the SIMPLE.
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We applied rectilinear mesh with less than 0.1 maximum skewness, 0.1-0.5

million nodes depending on the channel size, 5 µm mesh element size and

double-precision simulation setting. The solutions converged within 100 it-

erations.

4.2.4 Parameters

Microchannel dimensions for diverging shape used in the experiment are

shown in Table 4.1. Height and length of the channel are fixed to single

values as they are mainly defined by the manufacturing technology and the

chip footprint. Channel inlet and outlet widths are varied between the min-

imum and maximum range listed. To ensure the converging tapered shape,

channel outlet width is set less than or equal to the channel inlet width

for each geometry. Tapering angle is computed using Equation (4.1). We

used the same thermo-fluid conditions and properties of materials used in

the converging channel simulations. Water at room temperature is used as

coolant and inlet flow velocity is set to 1 m/s. Adding fluid velocity into the

optimization variable can be the future extension of this work.

First, we have compared the models of different flow conditions and anal-

ysis methods. Figure 3.5a compares four models: 1) Shah-London fully de-

veloped model for rectangular channel [59], 2) Sparrow-Starr fully developed

model for tapered cylindrical channel [64], and 3) Shah-London developing

flow model for general channel compared with 4) FVM numerical simulation.

Model comparison was experimented on a single tapered channel with inlet

width of 400 µm, outlet width 200 µm, length 500 µm with inlet flow velocity

Table 4.1: Microchannel Parameters

Definitions Param. Min Max

Height H 100 µm
Length L 0.5 mm
Inlet width win 100 µm 400 µm
Outlet width wout 100 µm 600 µm
Angle θ −84◦ 0◦
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1 m/s and heat flux 100 W/cm2. Regardless of two different geometry ap-

proaches, rectangular versus tapered channel, both fully developed models

showed big gaps between the local Nusselt number values as well as the Nus-

selt number gradients along the channel to the FVM result. On the contrary,

developing flow model for circular and non-circular channels has reasonably

well-matching curve to the FVM result.

4.2.5 Correlations on Diverging Microchannel

The coefficient and the exponent of Nu number on diverging channels are

shown in Equation 4.2 and Equation 4.3. Similar to the converging channel,

these derived functions replace α and β in Equation 3.10 to complete the local

Nu number correlation. Developing flow built by Shah-London has shown

15.4 % error compared to the numerical results and our model has improved

to 3.94 % error in Nusselt number. Pressure drop correlation is derived in

similar fashion.

Error rates on pressure values are 89.69 %, 24.82 % and 26.26 % on the

channels with inlet width 100 µm, 200 µm and 400 µm respectively on Darcy-

Weisbach pressure model. Our correlation has shown 3.04 %, 1.01 % and

0.68 % on the channels with inlet width 100 µm, 200 µm and 400 µm respec-

tively.

α(θ, Re) = 0.2884 + 0.01058θ + 0.0002438Re

− 0.0001506θ2 − 6.474 ∗ 10-5θRe+ 2.148 ∗ 10-7Re2
(4.2)

β(θ, Re) = −0.4656 + 0.00448θ + 0.000395Re

− 7.649 ∗ 10-5θ2 − 2.652 ∗ 10-5θRe− 1.181 ∗ 10-6Re2
(4.3)

4P (θ, Re) =
1412− 10.28θ − 21.21Re+ 0.1125Re2

1 + 0.04096θ − 0.0184Re+ 0.0001029Re2
(4.4)

4.2.6 Correlations on Constant Inlet Velocity

However, microchannel dimensions commonly used in electronics result in

non-negligible entrance length with developing flow before the fluid reaches

fully developed flow. Moreover, fluid in a microchannel with varying shapes
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(a) Coefficient curves

(b) Exponent curves

Figure 4.2: 3D surface fitted parameters of developing flow model for
diverging shape channel on various tapering angles and Reynolds numbers.
(cont.)
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(c) Pressure curves

Figure 4.2: 3D surface fitted parameters of developing flow model for
diverging shape channel on various tapering angles and Reynolds numbers.

along the coolant flow direction will never reach the fully developed state.

For accurate channel width variation modeling, smooth channel wall transi-

tions as well as faster design convergence, we have considered linearly tapered

channel as our base microchannel design. Tapered channel can be mainly

divided into converging and diverging shapes as Figure 4.1. The converg-

ing channel will contribute to thermal performance improvement, especially

temperature gradient reduction by narrowing the outlet where coolant tem-

perature is risen with absorbed heat. The diverging channel will reduce the

pressure drop by relaxing the cross-sectional area of the channel.

Channel optimization based on either the converging or diverging channel

model will limit the resulting channel in monotonic converging or diverging

shape or may lead to inaccurate analysis for channels with other geometries.

Assume a straight channel is divided into multiple sections length-wise and

optimized per-section using the converging channel model. Every segment of

monotonically converging channel will have relatively wide inlet and narrow

outlet. On the segment boundaries, outlet width of the current segment

wout,i is greater than or equal to the inlet width of the following segment

win,i+1, win,i+1 ≤ wout,i. Although each segment conserves converging shape,
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if the inlet of the following segment is wider than the outlet of the current

segment, the converging channel model will introduce error in the analysis.

For a higher degree of design freedom in the optimization, a model for a

generalized channel is required.

Similar to the approach in the converging channel designs, we have fur-

ther fitted the parameters to model the local Nusselt number of any tapered

channel including converging and diverging shapes as in Equations (4.5) and

(4.6). Figure 4.3 depicts the fitted curves of the complete channel. Con-

verging channel is represented with positive tapering angle and diverging

channel is represented with a negative tapering angle. Either the tapered

channel model converges at deg 0, which is the uniformly straight channel

with constant width. The derived pressure model for complete channels is

shown in Equation (4.7).

α(θ, Re) = 0.3365− 0.01238θ − 0.0006135Re

− 0.0001868θ2 + 7.753 ∗ 10-5θRe+ 3.923 ∗ 10-6Re2
(4.5)

β(θ, Re) = −0.4517− 0.005169θ + 0.0001498Re

− 7.265 ∗ 10-5θ2 + 3.227 ∗ 10-5θRe− 1.26 ∗ 10-7Re2
(4.6)

4P (θ, Re) =
1142− 24.21θ − 18.24Re+ 0.1018Re2

1− 0.0281θ − 0.01851Re+ 9.978 ∗ 10-5Re2
(4.7)

4.3 Conclusion

We have presented accurate and complete closed-form models for any tapered

channel based on the developing flow model. Tapered channel designs will

fluctuate the coolant flow, extend the developing flow region and possibly

never reach the fully developed state. Nevertheless, widely used correlations

for optimizations were based on the fully developed flow models. For diverg-

ing microchannels, compared to the Shah-London developing flow model,

our Nu number correlation has 11 % less error. For pressure drop, we have

45 % less error than the Darcy-Weisbach model for channels with inlet width

100-400 µm to FVM simulation values. As the models capture the relation-

ship of fitting parameters in terms of the channel geometric dimensions, they

can be applied for accurate microchannel design optimizations.
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(c) Pressure curves

Figure 4.3: 3D surface fitted parameters of developing flow model for any
tapered channel on various tapering angles and Reynolds numbers.
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CHAPTER 5

LIQUID COOLING MICROCHANNEL
OPTIMIZATION

5.1 Introduction

To attain the feasibility of liquid cooling technique in compact chip packaging,

it is crucial to design low power and highly efficient microchannels. Similar

to other physical designs, microchannels require more power to obtain high

thermal performance, and well-balanced tradeoff is necessary.

The majority of research works on channel design optimization are based

on runtime expensive numerical simulations, oversimplified thermo-fluidic

models or correlations with incorrect assumptions. Numerical models are

typically unsuitable for optimization considering intensive computing. Ap-

proximate models or correlations with improper assumptions pose a funda-

mental limitation to accurately derive the relationships between the channel

parameters and the thermal performance. Applying a fully developed flow

model on a short channel that presents developing flow will cause large dis-

crepancy. In microchannel optimization, inaccuracy on the base channel

model will significantly affect the optimality and quality of the resulting de-

sign.

If empirical data is unavailable, numerical methods are typically adopted to

perform accurate analysis of complex thermo-fluid physics of the microchan-

nel. However, numerical method limit the design optimization domain due

to compute-intensiveness. On the other hand, the majority of the existing

channel correlations for fast analysis are based on fully developed flow, which

does not apply for the cases with varying channel shapes.

In this chapter, we optimized the microchannel with balanced thermal per-

formance and coolant pumping power based on our correlations presented in

Chapter 3 and validated with numerical simulations [38]. Our model con-

trols channel inlet width and tapering angle to maximize the thermal perfor-
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mance subject to cooling energy and manufacturing constraints. The results

demonstrate significantly improved estimation of overall thermal resistance

and provide reliable optimized microchannel design.

5.2 Related Works

Microchannel design optimization using channel width modulation has been

introduced by Sabry et al. [57]. Microchannel width is varied for each section

while maintaining constant width for each section, resulting in piece-wise

rectangular microchannel. Another microchannel optimization on grid-like

network design has been studied Chen et al. [60]. These works, like other

similar optimizations, are based on a rectangular channel in a fully developed

flow model, which does not accommodate the flow fluctuation between the

sections and friction across channel wall from abrupt wall changes.

In our work, we perform microchannel optimization on developing flow

models derived in Chapter 4. One example of optimized microchannels based

on given thermal map of the chip is illustrated in Figure 5.1. The channel

shapes can vary depending on the location on the chip, the amount of heat

generated by the neighboring components and the performance of neighbor-

ing microchannels. We run the same experiment with fully developed models

and compare the resulting designs. Then, we use the commercial numerical

solver to check which design performs better with given objectives to verify

the importance of applying the appropriate analysis model.

5.3 Constant Inlet Volumetric Flow Rate

Previous correlations are based on constant coolant inlet velocity. The mod-

els are beneficial for optimizing a single channel as an entire piece. However,

when microchannel is divided into multiple sections in length-wise direction,

we can no longer apply the same model for accurate analysis. The fluid ve-

locity condition for the inlet that is controlled by the pump will be different

from the remaining sections if the width changes, resulting in varying mean

velocity. Consider the two-section microchannels illustrated in Figure 5.2.

As the channel widths wi are varied along the axial direction, the coolant
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Figure 5.1: An example of arbitrary microchannel design on given thermal
map of the chip.

velocity will change accordingly based on equation u = V̇ /A = V̇ /(wiH).

It leads to different Reynolds numbers and pressure drop values. On the

other hand, due to the mass conservation law, volumetric flow rate will be

conserved throughout the channel from inlet to outlet. Figure 5.3 shows

how the velocity and cross-sectional area change but the volumetric flow rate

remains constant in diverging-converging channel in Figure 5.2b.

(a) Converging-diverging channel (b) Diverging-converging channel

Figure 5.2: Examples of two-section channels.

To be more specific, when the channel inlet widths are increased, Re has

increased on constant velocity, but decreased on constant volumetric flow

rate assumption. Therefore, for length-wise channel optimization, we derived
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Figure 5.3: Velocity, cross-sectional area and volumetric flow rate profiles
on diverging-converging channel.

the correlations based on fixed volumetric flow rate. We applied the same

approach as before, varied inlet velocity based on cross-sectional area of the

inlet between the designs. All linearly tapering channels, i.e. converging,

diverging and straight channels, are considered in the models.

Using the thermo-fluid properties listed in Table 5.1, we have fitted param-

eters using least squares method with average error of 95 %. For the complete

Nu number correlation of any tapering channel on constant volumetric flow,

we have achieved 4.22 % error while original developing flor model shows

18.07 %.

α(θ, Re) = 0.1446− 0.001179θ − 0.001138Re

− 6.603 ∗ 10-5θ2 − 2.271 ∗ 10-5θRe+ 2.829 ∗ 10-5Re2
(5.1)

β(θ, Re) = −0.4681− 0.001514θ + 0.0008248Re

− 9.804 ∗ 10-5θ2 − 3.37 ∗ 10-6θRe+ 1.137 ∗ 10-5Re2
(5.2)

4P (θ, Re) =
0.1566 + 10.14θ + 9.175Re− 0.079Re2

1− 0.01082θ − 0.02022Re+ 0.0001079Re2
(5.3)
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Table 5.1: Thermal and Fluid Properties

Definitions Param. Values

Silicon thermal conductivity ksi 130 W/m-K
Water thermal conductivity at 300 K kwater 0.613 W/m-K
Water kinematic viscosity ν 1.004× 10−6 m2/s
Coolant volumetric flow rate Q 1× 10−8 m3/s
Coolant inlet temperature Tinlet 300 K
Prandtl number for water at 300 K Pr 5.83
Reynolds number Re 39-99

5.4 Microchannel Optimization

An optimized channel can result in not only monotonically converging, straight

or diverging shape but also wavy or any other random geometry. Based on

both converging and diverging tapered channel models on constant volumet-

ric flow velocity, we optimized the microchannel to minimize the thermal

resistance with channel width and pressure constraints. Any other assump-

tions and boundary conditions fixed on our problem are listed below.

Assumptions

• Uniform heat flux, Q”, on channel walls (from the power source of the

circuit)

• Laminar coolant flow, Re < 2300

• Volumetric flow rate, V̇ , is set to 1× 10−8 m3/s at inlet

• Constant coolant temperature through inlet, Tinlet

• Pressure is set to 0 at the outlet, Poutlet

• Single-phase incompressible coolant in liquid state

• Gravity and radiation heat transfer is neglected

• Viscosity dissipation is negligible

• Steady-state on symmetric model

• Continuity, momentum, energy equations are solved subject to no-slip

boundary condition
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5.4.1 Optimization Problem

Given a specified channel length and heap map of the device, our goal is to

maximize the thermal performance with the cooling power and manufactur-

ing constraints as in Equation (5.4). Two design variables, channel width

and tapering angle, are varied with very fine granularity, hence considered as

continuous variable. Regarding a straight channel from one chip boundary

to another, the footprint defined by the device will determine the channel

length. Depending on each section length, the number of sections will vary

with the chip size. Within a given chip, the section granularity can also be

controlled depending on the designer, but it also should consider the man-

ufacturability of the channel and should be defined by the resolution of the

fabrication technology of interest. In our experiment, we have fixed the sec-

tion length to 500 µm that has been used to derive the correlations on more

smooth angle variations and has better aspect ratio with the maximum and

minimum widths. In addition, we fixed the channel height as it is typically

determined from the etching process.

Constant heat flux instead of constant temperature on the channel wall is

used in the analysis to closely mimic the behavior of the electronics. Assum-

ing static operation mode in the circuit, heat generated by each component

will be constant, equivalent to fixed value current source in electric circuit

representation. Microchannel wall temperature depends on the relative cool-

ing performance of the channel compared to the device layer and thermal

resistance will vary in the optimization process. Optimization parameters

used in this experiment are listed in Table 5.2.

f(w) = min(Rth,conv) = min(
1

hAwet
)

s.t. 4P ≤ Pth

wmin ≤ wi ≤ wmax

(5.4)

5.4.2 Simulated Annealing

Simulated annealing is a stochastic optimization method based on the phys-

ical process of annealing. It is a robust technique commonly used in the

electronic design automation to find near-optimal solution. We have applied
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Table 5.2: Optimization Parameters

Parameters Values

Number of sections 4, 10, 20, 100
Channel length 2mm, 5mm, 1cm, 5cm
Section length 500 µm
Width granularity 3 µm
Maximum width 400 µm
Minimum width 100 µm
Heat flux 100 W/cm2

Threshold pressure Pmax, 0.9Pmax, 0.8Pmax, 0.7Pmax

this technique in our channel optimization. Microchannel is dissected to N

sections from inlet to outlet with the same section length L/N , where L is

the channel length. At every section interface i including the inlet and outlet,

width value wi is set between given minimum wmin and maximum wmax con-

straints. Between iterations, one of the sections will be randomly selected to

alter the width by a small amount δ to evaluate the new solution. If the new

solution is better than the old solution in terms of the cost, we update the

solution. Otherwise, we accept the new solution with the acceptance proba-

bility. As the algorithm proceeds, we accept worse solution less and less and

converge to the final optimized solution. Pseudocode of the simulated an-

nealing implementation is written in Algorithm 1. It is well known that the

quality of the solution depends heavily on the initial annealing temperature.

The method to find the ideal initial temperature is implemented from this

work [68].

For easier illustration, Figure 5.4 shows the flow of the simulated annealing

optimization technique.
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Algorithm 1: Microchannel Optimization using Simulated Annealing

1 Find an ideal initial annealing temperature;
2 Set an acceptance probability;
3 Initialize current solution;
4 Compute the cost of current solution;
5 while !stop criterion do
6 Find a new solution;
7 Calculate the cost of new solution;
8 if (new cost− current cost) ≤ 0 then
9 current state = new state;

10 else
11 if acceptance probability then
12 Accept solution;
13 current solution = new solution;

14 else
15 Reject solution;

16 Decrease the temperature;

5.5 Experimental Results

5.5.1 Simulator

Similar to Chapter 3, we used commercial CFD solver, ANSYS Fluent v19,

for numerical simulation. We applied rectilinear mesh of 10 µm mesh size with

less than 0.1 maximum skewness for single tapering angle designs, 0.65 for

multi-angle designs and double-precision simulation setting. The solutions

converged within two hundred iterations. For runtime comparison, we ran

our experiments on Intel Xeon processor 8-core at 3.7 GHz with 64 GB

memory.

5.5.2 Optimized Channels

We obtained optimal channel designs on various pressure constraints and

channel lengths. The minimum and maximum widths are set to 100 µm,

400 µm respectively. To explore how the channel shape changes, we per-

formed experiments on simple 2 mm channel with four sections. Pressure

drop constraints were varied from no constraint, 9000 Pa to 3000 Pa at every
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Figure 5.4: Flow chart of simulated annealing method.

1000 Pa granularity and the minimum value 2800 Pa. No pressure drop con-

straint is equivalent to setting the pressured drop higher than the maximum

pressure value, Pmax, which is the pressure value when the channel is uniform

at minimum width. First, we have ran the simulated annealing optimization

based on constant inlet velocity flow models. Regardless of the varying pres-

sure drop constraint, the outcome channel results as in Figure 5.5. In other

words, this channel was providing the highest thermal performance while

minimizing the pressure drop. However, the analysis is counter-intuitive.

The experimental result shows that it is crucial to use a proper models for

thermo-fluid analysis in order to find the optimal channel design.

Then, we repeated the optimization engine based on constant volumetric

flow rate models. Results are shown in Figure 5.6.

It is a very interesting observation how the channel shape changes along
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Figure 5.5: Optimized channel on constant inlet velocity flow models

with the constraints. When a pressure threshold is set to a very large value,

i.e. no pressure constraint, the channel results in straight uniform channel

with minimum width. Thermal performance is maximum with high coolant

velocity, hence the best thermal performance is guaranteed. As the threshold

pressure decreases from the maximum value, the outlet starts to get wider

to relax the pressure. The inlet is kept at narrow width to preserve the ther-

mal performance. Then, under tighter constraint, the inlet also gets widened

but the midsection is preserved to be narrow, resulting in hourglass shape.

Existing analytical studies on microchannel design have suggested that wavy

shape offers the benefit of balanced pressure drop release and enhanced ther-

mal performance. Our result shows a similar tendency, but not necessar-

ily regularly repetitive converging and diverging shape. Finally, under the

tightest pressure constraint, the channel reaches fully maximum width in

rectangular shape. As predicted, increased flow velocity leads to improved

heat transfer performance and slanted wall contributes to flow perturbation,

which leads to enhanced thermal efficiency.

For optimal design comparison, we have run the same optimization al-
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(a) No pressure constraint or Pth = inf (b) Pth = 9000 Pa

(c) Pth = 8000 Pa (d) Pth = 7000 Pa

(e) Pth = 6000 Pa (f) Pth = 5000 Pa

Figure 5.6: Optimized four-section channels with various pressure drop
constraints using derived developing flow models. (Continued on next page.)
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(g) Pth = 4000 Pa (h) Pth = 3000 Pa

(i) Pth = 2800 Pa

Figure 5.6: (Continued) Optimized four-section channels with various
pressure drop constraints using derived developing flow models.

gorithm based on Shah-London fully developed flow Nusselt number model

and Darcy-Weisbach pressure drop model. Obtained channels shown in Fig-

ure 5.7 are different from the ones above with developing flow models. Note

that the threshold pressure values vary by an order of magnitude due to the

flow assumption. Under no pressure constraint, the resulting channel was

a straight shape with maximum width defined. As threshold pressure has

reduced, inlet has been narrowed down, which is the opposite behavior of

the optimization result based on developing flow. Pressure was maintained

below the constraint by keeping the outlet region at maximum width. For

accurate comparison, we further verified the channel performance through
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numerical simulation and the result is captured in Table 5.3.

Table 5.3: Thermal Resistance and Pressure Drop Comparison

# of sec
Pth Rth Actual 4P
[Pa] [K/W] [Pa]

4

∞ 338.34 9227
9000 367.19 9000
8000 376.34 8000
7000 401.21 7000
6000 444.89 6000
5000 457.59 5000
4000 471.74 4000
3000 479.38 3000
2800 480.63 2800

To evaluate the thermal performance of optimized channels, we ran numer-

ical simulations on the resulting four-section channels under various pressure

constraints. Temperature maps of five different microchannels are displayed

in Figure 5.8. Optimization based on developing flow model, Figure 5.8a

shows the thermal map of the channel with no pressure constraint. The

maximum temperature of the straight channel with the minimum width is

Tmax = 346.8 K, the lowest among the channels, i.e. the best thermal per-

formance. It is expected to result in the best performing design when there

is no cost to be sacrificed. Then, the channels are displayed in the order as

the pressure drop constraint becomes tighter. The maximum temperatures

from Figure 5.8b through Figures 5.8e are Tmax = 389.9 K, 410.4 K, 396 K

and 397.3 K respectively. The channel in Figure 5.8c shows the highest max-

imum temperature of all, which displays one drawback of our correlations.

From the converging and diverging channel shape, the temperatures on the

corners and wall boundaries in diverging sections are the most elevated. This

result is due to the dead zone created in the spot with laminar flow, i.e. low

Reynolds number. The model can be extended to capture the existence of

this dead zone, which we have listed as potential future work in Chapter 6.

On the other hand, the channel shapes resulting from fully developed flow

model based optimization are listed in Figure 5.8e, 5.8d. In contrast to the

developing flow based optimization, microchannel design with no pressure
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(a) No pressure constraint

(b) Pth = 100 Pa (c) Pth = 70 Pa

Figure 5.7: Optimized four-section channels with various pressure drop
constraints using fully developed flow models.

constraint has resulted in worse design than the retrained pressure drop.

This numerical result verifies that the optimization based on incorrect model

is counter-intuitive and outputs non-optimal designs.

5.5.3 Runtime Comparison

In Table 5.4, we compare the runtime of single optimization run with sin-

gle FVM run for computing the performance of the channel. We counted

the number of designs computed in the optimization and then multiplied
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(a) Straight channel with minimum width on no Pth

(b) Straight to diverging channel on Pth = 9000 Pa

(c) Converging to diverging channel on Pth = 4000 Pa

(d) Diverging to straight channel on Pth = 3000 Pa on
developing flow model or Pth = 70 on fully developed flow
model

(e) Straight channel with maximum width on Pth = 2800 for
developing flow model or Pth = inf on fully developed model

(f) Temperature bar

Figure 5.8: Temperature map of the four-section optimized channels on
various pressure constraints. All thermal maps are illustrated based on the
same temperature bar displayed in (f).
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with single FVM run to find the projected runtime for numerical method

based optimization. Our correlations based optimization ran slightly above

10 seconds for four-section microchannels and it did not show any variation

between the pressure constraints, i.e. O(1) runtime for given number of sec-

tions or O(N) for N sections. One FVM run of the same channel takes a few

seconds and it results in hundreds of hours for the same amount of design

comparison. Also, by comparing the four-section channel example under

Pth = 9000 Pa and Pth = 4000 Pa, we can observe that depending on the

pressure constraint, the number of nodes/elements in mesh will differ due

to the design size complexity. Therefore, we can conclude that the runtime

can vary depending on the pressure constraint and the resulting channel ge-

ometries, i.e. O(M) for mesh size M . Note that M is largely dependent on

N as well. In this comparison, we have considered the numerical simulation

only for a given design, however, the overall runtime will increase if mesh

generation of the design and communication interface with the commercial

software are included.

Table 5.4: Runtime Comparison of Single Optimization Run on Our Model
and FVM

# sect Pth
1-Op

# iter.
mesh 1-FVM Proj.Run

[sec] size [sec] [hr]

4

∞ 10.458 448414 24079 0.734 91.427
9000 10.771 450002 36839 2.835 354.376
4000 10.484 439654 91553 7.303 891.887
2800 10.111 422239 88847 2.268 266.01

5.6 Conclusion

To the best of our knowledge, this is the first microchannel optimization work

based on developing flow model. Existing work was based on fully developed

flow models, which become inaccurate when the channel shape changes to

non-uniform geometry. We found that, because of the varying cross-sectional

area, the constant velocity model does not maintain accuracy. Based on

mass conservation law, we have derived constant volumetric flow rate based
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correlations to use in multi-sectional optimization. Unlike constant velocity

cases, as the inlet width increases, Reynolds number has decreased in this

relationship.

We have applied simulated annealing technique in our optimization. Simu-

lated annealing is a well-known robust optimization method very commonly

used in the electronic design automation field and provides close to opti-

mal solution. For comparison, we have performed the optimization on 1) our

closed-form developing flow, constant velocity correlations, 2) our closed-form

developing flow, constant volumetric flow rate correlations, and 3) Shah-

London fully developed flow correlation with Darcy-Weisbach pressure drop

correlation. Then, we compared it with the FVM result to verify the accu-

racy. Results show that the optimization channel geometries are completely

different from the base flow model as the pressure drop constraint changes.

Temperature map from FVM shows that the thermal performance is better

with relaxed pressure drop constraint in developing flow case; however, it

presents the opposite behavior on fully developed flow assumption, which

is counter-intuitive. Finally, we compared the runtime of the closed-form

correlations based optimization with numerical simulation. It takes a few

seconds to compute four-section channel design in multi-core parallel com-

putation; however, considering the number of designs analyzed during the

optimization, it will take more than a few days, or even a month, on complex

geometry.
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CHAPTER 6

CONCLUSION AND FUTURE WORK

6.1 Significance of Work

Thermal issues constitute a critical barrier to the development of 3D IC

packaging technology. To overcome the exacerbated thermal challenges, we

have studied two different thermal designs, set up the analytical models,

optimized the design parameters and compared the performance through

numerical simulation.

In Chapter 2, we presented a new design of TTSV with fin-like geometries

to enhance on-chip cooling in 3D ICs. Fin-like geometries reduce the number

of TTSVs needed for similar cooling performance, which relaxes the fabri-

cation and routing constraints on the design. The distance of the hotspot

from the fin was found to play a crucial role in the combined equivalent ther-

mal resistance. The usage of the fin is recommended if the hotspot can be

reached from the via in less than 10 µm. Otherwise, additional complexity

in manufacturing processes and stricter routing constraints due to the extra

fins will outweigh the small efficiency gains. New structures and designs of

TTSVs to reduce the thermal management issues in 3D ICs were found to

be a reasonable area to explore further.

In Chapter 3, we proposed an accurate closed-form model for a liquid

cooling tapered microchannel based on the developing flow model. Tapered

channel designs will fluctuate the coolant flow, extend the developing flow re-

gion and possibly never reach the fully developed state. Nevertheless, widely

used correlations were based on fully developed flow models. Compared to

the fully developed flow-based thermo-fluid models, our derived correlations

have reduced error by 57 % in Nusselt number and by 45 % in pressure drop

for channels with an inlet width 100-400 µm compared to FVM simulation

values.

67



Our thermal closed-form analytics models capture the relationship of the

design parameters in terms of the geometric dimensions. The models can

be applied for the accurate design optimizations on various environmental

conditions.

6.2 Potential Future Work

6.2.1 4D or Above Microchannel Correlations

While we have greatly improved the accuracy by implementing a developing

flow model, there still exist various physics we did not consider, such as non-

uniform incoming velocity profile and the vortex between section interfaces

with varying tapering angles as shown in Figure 6.1. On the contrary, flow

with low Reynolds number will create dead zone in a channel shaped like that

in Figure 6.2. The dead zones will not contribute to thermal efficiency, and in

fact it will waste the space. In the case of channel with longer section lengths,

the channel will provide a high heat transfer rate while increasing the pressure

drop. From the simulation result, the overall pressure drop was higher by one

order of magnitude for a 2 mm channel with varying sections from 400 µm

at the inlet to 100 µm at the outlet in funnel fashion. One can create base

models with two section pairs with a combination of converging, diverging

and straight to create convex, concave, or arbitrary shapes to incorporate an

effect on the changing interfaces. Then, the correlation can be added as a

weighted value with the coefficient being the number of specific transitions

in the channel design.

Figure 6.1: Creation of vortex on curved channel corner with high Reynolds
number [69].
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Figure 6.2: Creation of dead zone on curved channel corner on low
Reynolds number.

6.2.2 Microchannel Network

Depending on the chips with multiple hotspots, uniform channels throughout

all locations of the chip may be very inefficient. Some locations may require

more effective heat transfer whereas some locations may not. Microchannels

placed on non-hotspots can potentially trade off the heat transfer efficiency

and reduce the pressure drop to save cooling power. Moreover, straight

microchannels have been facing challenges with large thermal gradient which

affects the circuit performance.

With regard to the necessary design factors, we can apply our models

into more complicated channel geometry optimizations. One of the high-

performance cooling designs is a microchannel network in a full grid, both

horizontal and vertical connections. The distance between the neighboring

intersecting points will be the pitch, and can also be defined as segment

length. Optimization algorithm can iteratively traverse every horizontal and

vertical segment and alter the design to meet the specific needs of that loca-

tion. A design example is shown in Figure 6.3. A grid with uniform width

microchannel is shown in Figure 6.3a. Inlets are fixed to the left and top

boundaries in this example. In future work, one can plan to fix the location

of inlets and outlets and exclude them from the optimization parameters.

Previous work has studied the arrangement of inlets and outlets [70] but this
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is beyond our focus on optimizing the channel shape. Figure 6.3b shows an

example of how each section can result in altered shape. There are three

main geometries: 1) straight, 2) tapered converging and 3) tapered diverg-

ing. Furthermore, the tapering angle can be precisely controlled for each

converging and diverging channel to maximize the objective while meeting

the constraints.

(a) Microchannel network grid

(b) Example of optimized microchannel network

Figure 6.3: Microchannel network with uniform width and tapered wall
comparison.

70



REFERENCES

[1] “Moore’s law.” [Online]. Available: https://en.wikipedia.org/wiki/
Moore%27s law

[2] G. Q. Zhang, M. Graef, and F. van Roosmalen, “The paradigm of
‘more than Moore’,” in International Conference on Electronic Pack-
aging Technology, Aug. 2005, pp. 17–24.

[3] C. H. Yu, “The 3rd dimension—more life for Moore’s law,” in Inter-
national Microsystems, Packaging, Assembly Conference Taiwan, Oct.
2006, pp. 1–6.

[4] J. U. Knickerbocker, P. S. Andry, B. Dang, R. R. Horton, C. S. Patel,
R. Jlastre, K. Sakuma, E. S. Sprogis, C. K. Tsang, B. C. Webb, and
S. L. Wright, “3d silicon integration,” in Electronic Components and
Technology Conference, May 2008, pp. 538–543.

[5] K. Banerjee, S. J. Souri, P. Kapur, and K. C. Saraswat, “3-D ICs: A
novel chip design for improving deep-submicrometer interconnect per-
formance and systems-on-chip integration,” Proceedings of the IEEE,
vol. 89, no. 5, pp. 602–633, May 2001.

[6] J. Bautista, “Tera-scale computing and interconnect challenges 3d
stacking considerations,” in IEEE Hot Chips 20 Symposium, Aug. 2008,
pp. 644–645.

[7] “Micron and Intel unveil new 3D NAND flash memory,” Mar.
2015. [Online]. Available: https://newsroom.intel.com/news-releases/
micron-and-intel-unveil-new-3d-nand-flash-memory/

[8] M. Tyson, “3D XPoint memory chip samples ‘just around the corner’,”
Jan. 2016. [Online]. Available: http://hexus.net/tech/news/industry/
89780-3d-xpoint-memory-chip-samples-just-around-corner/

[9] “International technology roadmap for semiconductors,” 2002. [Online].
Available: http://www.itrs2.net/

[10] R. Mahajan, C.-P. Chiu, and G. Chrysler, “Cooling a microprocessor
chip,” in Proceedings of the IEEE, vol. 94, no. 8, Aug. 2006, pp. 1476–
1486.

71



[11] D. Tuckerman and R. Pease, “High-performance heat sinking for VLSI,”
IEEE Electron Device Letters, vol. EDL-2, no. 5, pp. 126–129, May 1981.

[12] S.-W. Lee and J.-L. Gaudiot, “Throttling-based resource management
in high performance multithreaded architectures,” IEEE Transactions
on Computers, vol. 55, no. 9, pp. 1142–1152, Aug. 2006.

[13] K. Stavrou and P. Trancoso, “Thermal-aware scheduling: A solution
for future chip multiprocessors thermal problems,” in Proceedings of the
9th EUROMICRO on Digital System Design: Architecture, Methods and
Tools, Sep. 2006, pp. 123–126.

[14] H. F. Sheikh, I. Ahmad, Z. Wang, and S. Ranka, “An overview and clas-
sification of thermal-aware scheduling techniques for multi-core process-
ing systems,” Sustainable Computing: Informatics and Systems, vol. 2,
no. 3, pp. 151–169, Sep. 2012.

[15] T.-H. Chien and Rong-Guey, “A thermal-aware scheduling for multicore
architectures,” Journal of Systems Architecture, vol. 62, pp. 54–62, Jan.
2016.

[16] D. Brooks and M. Martonosi, “Dynamic thermal management for high
performance microprocessors,” in Proceedings of the International Sym-
posium on High-Performance Computer Architecture, IEEE Computer
Society, Jan. 2001, pp. 171–182.

[17] J. Cong and Y. Zhang, “Thermal-aware physical design flow for 3-D
ICs,” in Proceedings of the International VLSI Multilevel Interconnec-
tion Conference, Sep. 2006, pp. 73–80.

[18] J. Cong, G. Luo, J. Wei, and Y. Zhang, “Thermal-aware 3D IC place-
ment via transformation,” in Proceedings of Asia South Pacific Design
Automation Conference, Jan. 2007, pp. 780–785.

[19] J. H. Lau and T. G. Yue, “Thermal management of 3D IC integration
with TSV (through silicon via),” in Electronic Components and Tech-
nology Conference, May 2009, pp. 635–640.

[20] T. Zhang, Y. Zhan, and S. S. Sapatnekar, “Thermal-aware routing in
3D ICs,” in Proceedings of Asia South Pacific Design Automation Con-
ference, Jan. 2006, pp. 309–314.

[21] B. Goplen and S. Sapatnekar, “Thermal via placement in 3D ICs,” in
Proceedings of the International Symposium on Physical Design, Apr.
2005, pp. 167–174.

72



[22] B. Goplen and S. S. Sapatnekar, “Placement of thermal vias in 3-D ICs
using various thermal objectives,” IEEE Transactions on Computer-
Aided Design of Integrated Circuits and Systems, vol. 24, no. 4, pp.
692–709, Apr. 2006.

[23] K. P. Ganeshpure, I. Polian, S. Kundu, and B. Becker, “Reducing tem-
perature variability by routing heat pipes,” in ACM Great Lakes Sym-
posium on VLSI, May 2009, pp. 63–68.

[24] J. Cong, J. Wei, and Y. Zhang, “A thermal-driven floorplanning al-
gorithm for 3-D ICs,” in Proceedings of the IEEE/ACM International
Conference on Computer-Aided Design, Nov. 2004, pp. 306–310.

[25] E. Wong, J. R. Minz, and S. K. Lim, “Multi-objective module placement
for 3-d system-on-package,” IEEE Transactions on Very Large Scale
Integration Systems, vol. 14, no. 5, pp. 553–557, May 2006.

[26] W.-Y. Lee, I. H.-R. Jiang, and T.-W. Mei, “Generic integer linear pro-
gramming formulation for 3D IC partitioning,” Journal of Information
Science and Engineering, vol. 28, no. 6, pp. 1129–1144, Nov. 2012.

[27] Z. Li, X. Hong, Q. Zhou, S. Zeng, J. Bian, H. Yang, V. Pitchumani,
and C.-K. Cheng, “Integrating dynamic thermal via planning with 3d
floorplanning algorithm,” in Proceedings of the International Symposium
on Physical Design, Apr. 2006, pp. 178–185.

[28] J. Cong and Y. Zhang, “Thermal driven multilevel routing for 3-D ICs,”
in Proceedings of Asia South Pacific Design Automation Conference,
June 2005, pp. 121–126.

[29] L. K. Hwang, K. L. Lin, and M. D. F. Wong, “Thermal via structural
design in three-dimensional integrated circuits,” in International Sym-
posium on Quality Electronic Design, Mar. 2012, pp. 103–108.

[30] J. F. Tullius, R. Vajtai, and Y. Bayazitoglu, “A review of cooling in
microchannels,” Heat Transfer Engineering, vol. 32, no. 7-8, pp. 527–
541, Nov. 2011.

[31] “Liquid cooling is coming to chips and boards,” Mar. 2008. [Online].
Available: http://www.powerelectronics.com/thermal-management/
liquid-cooling-coming-chips-and-boards

[32] D. Atienza, “Thermal-aware design of 3D ICs with inter-tier liquid cool-
ing,” in Electronic Devices Meeting, Dec. 2010, p. 17.2.1.

[33] A. Sridhar, M. M. Sabry, and D. Atienza, “System-level thermal-aware
design of 3d microprocessors with inter-tier liquid cooling,” in Interna-
tional Workshop on Thermal Investigations of ICs and Systems, Sep.
2011, pp. 1–9.

73



[34] R. W. Tjerkstra, M. de Boer, E. Berenschot, J. Gardeniers, A. van der
Berg, and M. Elwenspoek, “Etching technology for microchannels,” in
Proceedings of the 1997 10th Annual International Workshop on Micro
Electro Mechanical Systems, MEMS, Jan. 1997, pp. 147–152.

[35] E. G. Colgan, B. Furman, M. Gaynes, W. S. Graham, N. C. LaBianca,
J. H. Magerlein, R. J. Polastre, M. B. Rothwell, R. J. Bezama, R. Choud-
hary, K. C. Marston, H. Toy, J. Wakil, J. A. Zitz, and R. R. Schmidt, “A
practical implementation of silicon microchannel coolers for high power
chips,” IEEE Transactions on Components and Packaging Technologies,
vol. 30, no. 2, pp. 218–225, June 2007.

[36] F. Zanini, M. M. Sabry, D. Atienza, and G. D. Micheli, “Hierarchical
thermal management policy for high-performance 3d systems with liquid
cooling,” IEEE Journal on Emerging and Selected Topics in Circuits and
Systems, vol. 1, no. 2, pp. 88–101, June 2011.

[37] L. K. Hwang, B. Kwon, and M. D. F. Wong, “Accurate models for opti-
mizing tapered microchannel heat sink in 3D ICs,” in IEEE Computer
Society Symposium on Very-Large-Scale Integration, July 2018, pp. 58–
63.

[38] L. K. Hwang, B. Kwon, and M. D. F. Wong, “Optimization of liquid
cooling microchannel in 3D IC using complete converging and diverg-
ing channel models,” in IEEE Intersociety Conference on Thermal and
Thermomechanical Phenomena in Electronic Systems, to be published.

[39] N. Magen, A. Kolodny, U. Weiser, and N. Shamir, “Interconnect-power
dissipation in a microprocessor,” in Proceedings of the International
Workshop on System Level Interconnect Prediction, Feb. 2004, pp. 7–13.

[40] Y. Chen, E. Kursun, D. Motschman, C. Johnson, and Y. Xie, “Analysis
and mitigation of lateral thermal blockage effect of through-silicon-via in
3D IC designs,” in International Symposium on Low Power Electronics
and Design, Aug. 2011, pp. 397–402.

[41] J. Cong and Y. Zhang, “Thermal via planning for 3-D ICs,” in Proceed-
ings of the IEEE/ACM International Conference on Computer-Aided
Design, Nov. 2005, pp. 745–752.

[42] S. Im, N. Srivastava, K. Banerjee, and K. E. Goodson, “Scaling anal-
ysis of multilevel interconnect temperatures for high-performance ICs,”
IEEE Transactions on Electron Devices, vol. 52, no. 12, pp. 2710–2719,
Dec. 2005.

[43] F. P. Incropera, D. P. DeWitt, T. L. Bergman, and A. S. Lavine, Funda-
mentals of Heat and Mass Transfer, 6th ed. John Wiley & Sons(Asia),
2007.

74



[44] H. Xu, V. F. Pavlidis, and G. D. Micheli, “Analytical heat transfer
model for thermal through-silicon vias,” in Date Automation and Test
in Europe, Mar. 2011, pp. 1–6.

[45] C.-W. Chen, J.-J. Lee, and H.-S. Kuo, “Optimum thermal design of
microchannel heat sinks by the simulated annealing method,” Interna-
tional Communications in Heat and Mass Transfer, vol. 35, no. 8, pp.
980–984, May 2008.

[46] T. Kishimoto and T. Ohsaki, “VLSI packaging technique using liquid-
cooled channels,” IEEE Transaction on Components, Hybrids, and Man-
ufacturing Technology, vol. CHMT-9, no. 4, pp. 328–335, Dec. 1986.

[47] T. E. Sarvey, Y. Zhang, L. Zheng, P. Thadesar, R. Gutala, C. Che-
ung, A. Rahman, and M. S. Bakir, “Embedded cooling technologies
for densely integrated electronic systems,” in Proceedings of the IEEE
Custom Integrated Circuits Conference, Sep. 2015, pp. 1–8.

[48] T. L. Hoopman, Microchanneled Structures in Microstructures, Sensors
and Actuators. American Society of Mechanical Engineers, Dynamic
System and Control, 1990, vol. 19.

[49] X. L. Peng and G. P. Peterson, “The effect of thermo-fluid and geometric
parameters on convection of liquid through rectangular microchannels,”
International Journal of Heat and Mass Transfer, vol. 38, no. 4, pp.
755–758, Mar. 1995.

[50] J. Harley, H. Bau, J. N. Zemel, and V. Dominko, “Fluid flow in micron
and sub-micron size channels,” in Proceedings of IEEE Micro Electro
Mechanical Systems, Feb. 1989, pp. 25–28.

[51] W. Qu, G. M. Mala, and D. Li, “Heat transfer for water flow in trape-
zoidal silicon microchannels,” International Journal of Heat and Mass
Transfer, vol. 43, no. 21, pp. 3925–3936, Nov. 2000.

[52] M. M. Rahman, “Measurements of heat transfer in microchannel
heatsink,” International Communications in Heat and Mass Transfer,
vol. 27, no. 4, pp. 495–506, May 2000.

[53] P.-S. Lee, S. V. Garimella, and D. Liu, “Investigation of heat transfer
in rectangular microchannels,” International Journal of Heat and Mass
Transfer, vol. 48, no. 9, pp. 1688–1704, Apr. 2005.

[54] K. Foli, T. Okabe, M. Olhofer, Y. Jin, and B. Sendhoff, “Optimiza-
tion of the micro heat exchanger: CFD, analytical approach and multi-
objective evolutionary algorithms,” International Journal of Heat and
Mass Transfer, vol. 49, no. 5-6, pp. 1090–1099, Mar. 2006.

75



[55] H.-S. Kuo, J.-J. Lee, and C.-W. Chen, “Optimal thermal performance
of microchannel heatsink by adjusting channel width and height,” In-
ternational Communications in Heat and Mass Transfer, vol. 35, no. 5,
pp. 577–582, May 2008.

[56] M. M. Sabry, A. Sridhar, and D. Atienza, “Thermal balancing of liquid-
cooled 3D-MPSoCs using channel modulation,” in Date Automation and
Test in Europe, Mar. 2012, pp. 599–604.

[57] M. M. Sabry, A. Sridhar, J. Meng, A. K. Coskun, and D. Atienza,
“Greencool: An energy-efficient liquid cooling design technique for 3-
D MPSoCs via channel width modulation,” IEEE Transactions on
Computer-Aided Design of Integrated Circuits and Systems, vol. 32,
no. 4, pp. 524–537, Apr. 2013.

[58] T.-C. Hung and W.-M. Yan, “Effects of tapered-channel design on ther-
mal performance of microchannel heat sink,” International Communi-
cations in Heat and Mass Transfer, vol. 39, no. 9, pp. 1342–1347, Nov.
2012.

[59] R. K. Shah and A. L. London, Advances in Heat Transfer: Laminar
Flow Forced Convection in Ducts. New York: Academic Press, 1978.

[60] G. Chen, J. Kuang, Z. Zeng, H. Zhang, E. F. Y. Young, and B. Yu,
“Minimizing thermal gradient and pumping power in 3D IC liquid cool-
ing network design,” in Proceedings of Design Automation Conference,
June 2017.

[61] R. K. Shah and A. L. London, Fundamentals of Heat Exchanger Design.
New Jersey: John Wiley and Sons, 2003.

[62] A. K. Coskun, D. Atienza, T. S. Rosing, T. Brunschwiler, and B. Michel,
“Energy-efficient variable-flow liquid cooling in 3d stacked architec-
tures,” in Date Automation and Test in Europe, Mar. 2010, pp. 111–116.

[63] R. Singhal and M. Z. Ansari, “Flow and pressure drop characteristics of
equal section divergent-convergent microchannels,” Procedia Technology,
vol. 23, pp. 447–453, May 2016.

[64] E. M. Sparrow and J. B. Starr, “Heat transfer to laminar flow in tapered
passages,” ASME Journal of Applied Mechanics, vol. 32, no. 3, pp. 684–
689, Sep. 1965.

[65] J. Fernández-Seara, F. J. Uh́ıa, J. Sieres, and A. Campo, “A general
review of the Wilson plot method and its modifications to determine
convection coefficients in heat exchange devices,” Applied Thermal En-
gineering, vol. 27, no. 17-18, pp. 2745–2757, Dec. 2007.

76



[66] I. Papautsky, B. K. Gale, S. Mohanty, T. A. Ameel, and A. B. Frazier,
“Effects of rectangular microchannel aspect ratio on laminar friction
constant,” in Proceedings of SPIE - The International Society for Optical
Engineering, Sep. 1999, pp. 147–158.

[67] N. Kashaninejad, W. K. Chan, and N.-T. Nguyen, “Analytical and nu-
merical investigations of the effects of microchannel aspect ratio on ve-
locity profile and friction factor,” in Proceedings of the International
Conference on Computational Methods, Nov. 2012.

[68] W. Ben-Ameur, “Computing the initial temperature of simulated an-
nealing,” Computational Optimization and Applications, vol. 29, no. 3,
pp. 369–385, Dec. 2004.

[69] T. Nishimura, Y. Ohori, and Y. Kawamura, “Flow characteristics in a
channel with symmetric wavy wall for steady flow,” Journal of Chemical
Engineering of Japan, vol. 17, no. 5, pp. 466–471, Oct. 1984.

[70] R. Chein and J. Chen, “Numerical study of the inlet/outlet arrangement
effect on microchannel heat sink performance,” International Journal of
Thermal Sciences, vol. 48, no. 8, pp. 1627–1638, Aug. 2009.

77


