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Abstract

Nonaqueous electrolyte solutions have been widely investigated for a variety of applications due to their out-

standing properties such as high conductivity and excellent stability. However, establishment of predictive

models for nonaqueous electrolytes remains challenging. Molecular packing and clustering effects in com-

plex liquid systems such as redox-active electrolyte solutions are still poorly understood especially at high

concentrations. Here, neutron scattering is used to probe the dynamics at molecular level in nonaqueous

organic electrolytes over a wide temperature range. Two model solution systems were chosen: one contain-

ing highly symmetric electrolyte molecules prone to crystallization and one containing a de-symmetrized

liquid electrolyte preferring disordered states. In the latter case, complete supercooling (preservation of a

disordered state below the melting point without crystallization) was observed to very low temperatures at

high concentrations. However, upon heating, localized cold crystallization occurs, leading to a burst nucle-

ation of microcrystalline solids within liquid-like components. Our findings indicate the clustering in these

materials and point out limits in solvation and molecular crowding in concentrated nonaqueous electrolyte

fluids. Although molecular dynamics (MD) simulation is promising method to predict numerous properties of

nonaqueous electrolytes, quantitative predictions depend critically on the prescribed force fields. We show

that several quantum-mechanically refined force fields for the lithium bis(trifluoromethanesulfonyl)imide

(LiTFSI) - acetonitrile electrolyte yield structures agreeing well with the experimental neutron pair distri-

bution function (PDF), yet produce dramatically different dynamics disagreeing with NMR measurements.

Such glaring discrepancies indicate that inadequate representation of long-range interactions leads to exces-

sive frustration in the free energy landscape. Better agreement is achieved by proportionally scaling down

the atomic charges of the ions. This simplification enabled the simulation of concentration dependences

of ionic diffusion for 0.2-2 M LiTFSI solutions without sacrificing fit quality of the PDFs. We argue that

not only structures but also dynamics constitute important checkpoints towards to computationally design

functional electrolytes.

ii



Acknowledgments

This project would not have been possible without the support of many people. Many thanks to my adviser,

Professor Yang Zhang, who read my numerous revisions and gave many useful suggestions. Thanks to

many collaborators, Lily A. Robertson, Eli Shkrob, Lu Zhang, and Prof. Jeffery S. Moore, who provide

experimental supports, interpretations of experimental data, and numerous revisions of the paper related to

this project. Also thanks to my second thesis reader, Prof. Tomasz Kozlowski, who offered guidance and

supports. Thanks to my labmates, Zhikun Cai, and Nathan Walter, providing me with generous help to

complete this project. And finally, thanks to my husband, parents, and numerous friends, who always offer

support and love.

The research was financially supported by the Joint Center for Energy Storage Research (JCESR), an

Energy Innovation Hub funded by the U.S. Department of Energy, Office of Science, Basic Energy Sciences.

The neutron scattering work is supported by the U.S. Department of Energy, Office of Science, Office of

Basic Energy Sciences, Materials Sciences and Engineering Division, under Award Number DE-SC0014084.

A portion of this research used the NOMAD instrument at the Spallation Neutron Source, a DOE Office of

Science User Facility operated by the Oak Ridge National Laboratory. Access to HFBS was provided by the

Center for High Resolution Neutron Scattering, a partnership between the National Institute of Standards

and Technology and the National Science Foundation under Agreement No. DMR-1508249. Identification

of a commercial product does not imply recommendation or endorsement by the NIST, nor does it imply

that the product is necessarily the best for the stated purpose.

iii



Table of Contents

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Nonaqueous Electrolytes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Redox Flow Batteries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Chapter 2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Experimental Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.1 Neutron Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Quasi-elastic Neutron Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.3 Neutron PDF Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.4 NMR Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Molecular Dynamics Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Force Field Development: Quantum Chemistry Calculations . . . . . . . . . . . . . . . 13
2.2.2 MD Simulation Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Protocols for Calculating PDF, Structure Factor, and MSD from MD Simulation . . . 17

Chapter 3 Neutron Scattering Measurements of Two Nonaqueous Electrolyte Solutions 19
3.1 Elastic Neutron Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Quasi-Elastic Neutron Scattering (QENS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Chapter 4 MD Simulations of LiTFSI Dissolved in Acetonitrile . . . . . . . . . . . . . . 27
4.1 Structural Properties Informed by MD Simulations and NPDF . . . . . . . . . . . . . . . . . 27
4.2 Dramatic Dynamics revealed by Diffusion Coefficient, and Electrical Conductivity . . . . . . 30
4.3 Concentration Dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.4 The Explanation of the Same Structure but Different Dynamics: Energy Landscape . . . . . 34

Chapter 5 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

iv



List of Tables

2.1 Samples measured for neutron scattering experiment . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Comparison of the partial atomic charge extracted by CHelpG for TFSI− among MP2, B3LYP,

original OPLS-AA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Comparison of the partial atomic charge extracted by CHelpG for Acetonitrile among MP2,

B3LYP, original OPLS-AA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Simulation box configuration at different concentration . . . . . . . . . . . . . . . . . . . . . . 16

4.1 Computed weights for different pairs in neutron PDF (1.5 M LiTFSI in CD3CN) . . . . . . . 29
4.2 Computed electrical conductivity from MD using different force fields . . . . . . . . . . . . . 31

v



List of Figures

1.1 Schematic of a rechargeable lithium battery. The anode is a graphitic carbon, whereas the
cathode is an oxide. The electrolyte electrodes are separated by a nonaqueous electrolyte that
transfers Li ions between the electrodes. (Adapted from Ref. 3 ) . . . . . . . . . . . . . . . . 2

1.2 Schematic representation of redox flow battery. (Adapted from Ref. 8) . . . . . . . . . . . . 3
1.3 General RFB design and family of catholyte (DBMMB) and anolyte (BzNSN) electrolytes

studied and corresponding redox potentials in CH3CN vs. Ag/Ag+ (0.1 M electrolyte, 1 M
LiTFSI). (Adpted from Ref. 19) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1 Geometry for neutron scattering experiment. (Adapted from Ref. 25) . . . . . . . . . . . . . 7
2.2 Deuterated and protiated ROMs (DBMMB, DMB, BzNSN) and other electrolyte components

used in neutron scattering experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Illustration of QENS in energy transfer domain. . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Electron deinsity surface of TFSI with electrostatic potential color map for B3LYP/6-31G(d). 14
2.5 Electron deinsity surface of TFSI with electrostatic potential color map for MP2/aug-cc-pVDZ. 15
2.6 Snapshot of simulation box (1.5 M LiTFSI dissolved in C3CN). Li+ (pink), H (white), O

(red), S (yellow), C (light blue), N (heavy blue). . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.1 Expanded elastic fixed window scans fitted to the mean square displacement (MSD) of the
BzNSN (purple circles) and DMB (green squares) at 0.5, 1 and 1.5 M (panels a to c). All
samples contain 1 M LiTFSI in CD3CN. The curve from the control solution is given by the
yellow asterisks in all three graphs. Cooling or heating direction is indicated by the arrow,
and the heating curve is emphasized by a darker shade. . . . . . . . . . . . . . . . . . . . . . 20

3.2 Overlaid DSC trace and elastic neutron scattering (ENS) spectra for 1.0 M LiTFSI. The large
DSC exotherm on heating correlates with the observed transition in the fixed window scan
and corresponds with melting of acetonitrile at 228 K. . . . . . . . . . . . . . . . . . . . . . . 21

3.3 Expanded elastic fixed window scans fitted to the MSD DBMMB (blue circles) electrolytes
containing 0.5 M, 1 M, and 1.5 M ROMs in CD3CN. The inset in panel b represents the cold
crystallization event. The control curve is represented yellow asterisks in all graphs. Cooling
or heating direction is indicated by the arrow, and the heating curve is emphasized by a darker
shade. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.4 QENS spectra of a 1 M DBMMB solution at 250 K. The solution is cycled as in the fixed-
window scan with isothermal holds at 250 K for the measurement on cooling or heating. The
overall fit (the orange line) is the sum of the elastic (ENS, green dotted line) and inelastic
(QENS, dark purple dashed line) contributions. For cooling β = 0.65, while for heating β =
0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.5 Molecular diffusion in the DBMMB electrolytes on cooling, assuming β = 0.65. . . . . . . . . 25
3.6 a) The supercooled solution of 1 M DBMMB at 250 K shows a parabolic Q dependence while

only weak dependence of 1/τ on Q is observed at 250 K after heating, suggesting mixed
solid-like microcrystalline and liquid-like domains; b) cartoon denoting these regimes in the
fixed-window scan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.1 Structure factor from Neutron and MD simulation with different force field. . . . . . . . . . . 28

vi



4.2 (a,c) Neutron PDF compared with g(r) calculated using different force fields at short (< 5
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Chapter 1

Introduction

1.1 Nonaqueous Electrolytes

As the charge-transport medium, electrolytes are ubiquitous in all electrochemical devices such as super-

capacitors, solar cells and batteries [1, 2]. An example of Li-ion battery is schematically depicted in Figure

1.1 (derived from [3]). The majority of the electrolytes are electrolyte solutes consisting of salts dissolved

in solvent and are in a liquid state at the service-temperature. Ideally, the electrolyte should not to un-

dergo chemical changes during the operation of the device. From an oversimplified view, the electrolytes

could be considered as the inert component in the electrical devices, which means that it must encompass

good stability. While the potential of the battery are usually quantified by the redox potential in volts,

the stability of an electrolyte can be quantified by the range in volts between its oxidative and reductive

decomposition limits, which is know as the “electrochemical window”. The redox potential must fall within

this electrochemical window to enable a rechargeable battery operation.

Regarding the solvent types, either water or organic molecules, electrolytes can be classified to be aqueous

and nonaqueous. Nonaqueous solvents show a better electrochemical stability and a wider potential window

than aqueous solvents such as water. This can lead to batteries with higher energy densities because redox

couples with an elevated voltage can be used. In addition, low vapor pressure, high thermal stability, good

dissolution properties, wide liquid-phase ranges, and high electrochemical potential, have made lithium-salt-

doped nonaqueous electrolytes the most promising charge-transport media [4, 5].

Electrochemical stability is only one of the requirements that electrolytes should meet. General list of

requirements include: good ionic conductivity, wide electrochemical window, inert to other components, and

robust against various abuses. In accordance with the basic requirements for electrolytes, an ideal electrolyte

solvent should meet the following minimal criteria: ability of dissolving salts to sufficient concentration, low

viscosity, and inert to all the other components. Considering these requirements, the nonaqueous compounds

that qualify as electrolyte solvents must be able to dissolve sufficient amounts of salt. Only those with polar

groups such as carbonyl (C=O), nitrile (C≡N), sulfonyl (S=O), and ether-linkage (O) merit consideration.
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An ideal electrolyte solute for ambient rechargeable electrical devices should satisfy these requirements:

high solubility and mobility in the media, stability against oxidative decomposition, invert to electrolyte

solvents and other components such as separator and substrate. For lithium-ion battery, the available choice

of lithium salts for electrolyte application is rather limited when considering nonaqueous solvents. Most

of the lithium salts that satisfy the minimum solubility standard are based on complex anions such as

hexafluorophosphate (PF6), perchlorate (ClO4), bis(trifluoromethylsulfonyl)imid (TFSI).

Figure 1.1: Schematic of a rechargeable lithium battery. The anode is a graphitic carbon, whereas the

cathode is an oxide. The electrolyte electrodes are separated by a nonaqueous electrolyte that transfers Li

ions between the electrodes. (Adapted from Ref. 3 )

Although the electrochemical stability of the electrolyte is of significant importance to the rechargeable

system, it is often challenged by the strong oxidizing and reducing nature of active materials in the system

such as cathode and anode in a battery. This challenge becomes more serious with the increasing of energy

density in new batteries since they require a more oxidizing cathode and reducing anode. In addition,
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electrolytes in batteries must cater to the needs of both electrodes; hence, new battery chemistries have

incurred new electrolyte compositions. Significant attention has been paid to new applications requiring

optimized electrolytes such as next generation batteries [1, 2]. Among next generation batteries, nonaqueous

redox flow battery is one of the most promising candidates[6, 7] and is also the focus of this project. Thus,

we introduce redox flow battery in the following section.

1.2 Redox Flow Batteries

Natural energy sources, such as wind and solar energy, are plentiful, but their intermittency complicates

their integration into the electrical grid. Redox flow batteries (RFBs) have the potential to match the supply

and demand in time and to make these energy sources competitive with more traditional power sources. A

schematic representation taken from Wang et al. [8] is presented in Figure 1.2, which is a type of rechargeable

device capable of providing reversible conversion between electrical and chemical energy.

Figure 1.2: Schematic representation of redox flow battery. (Adapted from Ref. 8)

The main components of the redox flow battery are the electrochemical cell and two electrolyte tanks.

There are two electrodes and a separator (ion-selective membrane) in the regenerative fuel cell. Pumps are

used to drive electrolyte solution to circulate between these components. The redox-active cathode and

anode materials are dissolved in the electrolyte, which is called as catholyte and anolyte, respectively. The

separator is permeable to the supporting electrolyte (a conducting salt), but impermeable to the redox-

active material. This setup enables the power and capacity of the battery to be scaled independently from
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each other. The energy conversion between electrical energy and chemical potential occurs instantly at the

electrodes once the liquid electrolytes are flowing through the cell. The energy is stored in external electrolyte

tanks with flexible size in accordance with the requirements of specific system, while the traditional battery

often store energy in the fixed electrode materials, which makes a significant difference in energy capacity.

Furthermore, RFBs could be free of a lot of issues due to its unique working mechanism. Firstly, the role

of electrode is simplified, only providing active surface for the redox reaction to take place, which hinders

the physical and chemical changes on the electrodes according to Wang et al. [8]. And since the working

environment is liquid and the reaction material is placed separately, RFBs are safer when compared to

conventional batteries. In addition, the configuration of RFBs is simpler and cheaper due to the simplified

structure. With these special advantages, the RFBs becomes a leading approach for the stationary energy

storage [6]. Li et al. [9] also summarize some advantages of RFBs, which include high energy efficiency,

short response time, low self-discharge, long life-time, and independent tunable power and storage capacity.

Currently, there are many types of redox flow batteries including aqueous-based, nonaqueous-based,

metal-based, organic-based, and organic-metal combined according to Winsberg et al. [6]. Nonaqueous

redox flow batteries (NRFBs) are particularly promising in this regard due to the increased electrochemical

stability windows of organic electrolytes compared to aqueous electrolytes [10, 11]. However, to make NRFBs

economically competitive, many requirements need to be met. These requirements include active material,

salt, and solvent costs, electrochemical stability, solubility, energy density, and area specific resistance [12].

Cost-analysis of NRFBs sets stringent goals for all of these parameters [13]. To reach these goals, better

fundamental understanding of the complex interactions in RFBs electrolytes in all states of charge is needed

to quantify their limitations and to engineer new electrolytes.

In the flow cells, charge exchange and charge storage are spatially separated (Figure 1.3), which makes

these batteries supremely scalable. The stored capacity not only depends on the storage tank volume but also

on the concentration and energy density of catholyte (oxidized species) and anolyte (reduced species) in the

charged fluid. Organic molecules have great potential as redox active materials in the NRFBs as they can be

tailored to meet many of the required properties [14, 15]. 1,4-Dialkoxybenzene (e.g., 1,4-dimethoxybenzene,

DMB) and 2,1,3-benzothiadiazole (BzNSN) derivatives are two popular catholyte and anolyte families for

NRFBs, respectively. A catholyte molecule stores positive charge when oxidized to become a stable radical

cation, whereas an anolyte molecule stores negative charge by becoming reduced to a stable radical anion.

The DMB and BzNSN families have been chosen both for their high (low) redox potentials, respectively,

and the outstanding stability of their radical ions in liquid electrolytes. A DMB derivative, 2,5-di-tert-

butyl-1-methoxy-4-[2-methoxyethoxy]benzene (DBMMB), is a recently established catholyte for NRFBs and
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hybrid NRFBs [16, 17, 18], while BzNSN anolyte is known for its low redox potential, high solubility,

and low molecular weight. Recent BzNSN−DBMMB prototypes exhibited stable and efficient cycling at

concentrations up to 0.5 M [19, 20].

Cathode side: 0.78 Vvs. Ag/Ag+ 
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Figure 1.3: General RFB design and family of catholyte (DBMMB) and anolyte (BzNSN) electrolytes studied

and corresponding redox potentials in CH3CN vs. Ag/Ag+ (0.1 M electrolyte, 1 M LiTFSI). (Adpted from

Ref. 19)

To obtain energy density targets dictated by the costs analyses, still higher concentrations (1-5 M) of

redox-active molecules (ROMs) are required, while most of todays organic electrolytes cannot operate at

concentrations > 0.1 M [5]. While the DBMMBBzNSN system performed well below 0.5 M, cycling at 1 M

was poor and characterized by increased viscosity and reversal of cell polarization [19]. As such complications

are common, it is important to understand which properties of concentrated, multicomponent electrolytes

lead to the transport limitations impeding their success in the NRFBs. Here, neutron scattering is used

to probe the nanosecond-scale dynamics of complex electrolytes at different temperatures. In the following

chapter, a general introduction for neutron scattering technique is provided.
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Chapter 2

Materials and Methods

2.1 Experimental Measurements

2.1.1 Neutron Scattering

The structures and dynamics of nonaqueous electrolytes have been studied by many experimental techniques

including NMR, X-ray and neutron diffraction, and Raman spectroscopy[21, 22, 23, 24]. Neutron scattering

is a powerful technique to probe structures over a length-scale ranging from Å to nanometer and dynamics

of materials at atomic scale over a timescale ranging from sub-picosecond to tens of nanoseconds owing to

comparable wavelength with interatomic spacings and kinetic energy with the atoms. Figure 2.1 shows a

schematic geometry set up of neutron scattering experiment. Incident neutrons interact with matter and

get scattered with energy and moment exchange. The physical information of the matter can be deduced

by measuring the distribution of scattered neutrons as a function of energy and momentum transfer. The

interaction strength is proportional to the number of neutrons scattered into a certain solid angle and can

be described by double differential cross-section d2σ
dΩdE or differential cross-section dσ

dΩ . In fact, the direct

measurable quantity of neutron scattering is the double differential cross-section or differential cross-section,

which contains the coherent and incoherent contribution:

d2σ

dΩdE
=
σcoh
4π

kf
ki
NS(k, w) +

σinc
4π

kf
ki
NSs(k, w) (2.1)

where dΩ is the solid angle of scattering, dE is the energy exchange, N is the total atom numbers in

the matter, ki and kf are the wavevectors of the incident neutron and the scattered neutron, σ is the

microscopic cross-section related to element intrinsic characteristics, k = kf−ki is the change of wavevectors,

w represents the energy exchange, and S(k, w), Ss(k, w) are the coherent and incoherent dynamic structure

factor respretively. The physical meaning of dynamic structure factor is easier to interpret in time domain

by Fourier transform. The coherent and incoherent dynamic structure factor is the Fourier transform of the

coherent and incoherent intermediate scattering function [25]):
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S(k, w) =
1

2π~

∫
F (k, t) exp(−iwt)dt

Ss(k, w) =
1

2π~

∫
Fs(k, t) exp(−iwt)dt

(2.2)

where coherent intermediate and incoherent intermediate function are:

F (k, t) =
1

N

∑
j,j′

〈exp(−ik ·Rj′(0)) exp(−ik ·Rj(t))〉

Fs(k, t) =
1

N

∑
j

〈exp(−ik ·Rj(0)) exp(−ik ·Rj(t))〉
(2.3)

where Rj(t) is the jth particle position in the matter at time t, and 〈〉 is the ensemble average. Notice that:

exp(−ik ·R(t)) =

∫
δ{R−R(t)}dR

ρ(R, t) =
∑
j

δ{R−R(t)}

ρ(R, t) =
∑
j

δ{R−R(t)} = ρk(t)

(2.4)

Figure 2.1: Geometry for neutron scattering experiment. (Adapted from Ref. 25)

where ρk(t) is the Fourier transform of atom number density. Then F (k, t) could be written as:

F (k, t) =
1

N
〈ρk(0)ρk(t)〉 (2.5)
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From equation 2.5, F (k, t) is time dependent density correlations. It depends on the correlation between

the same atom at different times, and on the correlation between different atoms at different times, which

gives interference effects and describes the collective motions in materials. While Fs(k, t) only relies on the

correlation between the positions of the same atom at different times. Therefore, incoherent scattering is

related with self motions.

As shown in equation 2.1, cross section, σcoh, σinc, determines the strengths of coherent and incoherent

contributions. Thus neutron scattering is very sensitive to materials element composition. The incoherent

cross section of hydrogen (∼80 b) is much larger than its coherent cross section (∼1.8 b) and other elements

(∼5 b for deuterium, carbon, oxygen). Therefore, for a hydrogen-rich system, neutron scattering mainly mea-

sures the self dynamics, which is the technique we use to probe the dynamics of our nonaqueous electrolyte.

To get the dynamical information of a specific component, we need to hide the contributions from other

components. Deuteriation is a common used method as the cross section of deuterium is much smaller than

hydrogen. In this study, selectively deuterated ROMs allow highlighting the chemical species of interest (Fig-

ure 2.2). DMB is used as a model catholyte ROM in our study since deuterated DBMMB is cost-prohibitive

to synthesize. Thus, DMB-d10 was obtained by methylation of hydroquinone with methyliodide-d3 fol-

lowed by proton exchange using trifluoroacetic anhydride (TFAA) in D2O. BzNSN was synthesized in a

reaction of 1,2-diaminobenzene with SOCl2 [26]. BzNSN-d4 was synthesized using the same method after

platinum/carbon HD exchange of 1,2-diaminobenzene in D2O [27]. DBMMB was synthesized according to

literature procedure [17].

Figure 2.2: Deuterated and protiated ROMs (DBMMB, DMB, BzNSN) and other electrolyte components

used in neutron scattering experiment.

In this thesis, the specific neutron scattering technique we used to probe dynamics is quasielastic neutron
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scattering (QENS). A schematic representation of QENS in energy exchange domain is provided in Figure

2.3. Quasielastic means that the energy exchange is small, usually in µeV magnitude. Therefore, QENS

could probe the diffusion process at atomistic scales and time (ps to ns) simultaneously, including rotational

and translational motion. Another feature of QENS is that either incoherent or coherent scattering can be

dominate by selective deuteration. For hydrogenated system having large incoherent scattering cross section,

the self-diffusion process can be examined. On the other hand, collective dynamics information could be

obtained for derterated system where coherent scattering is dominant.

(broadened by 
instrument resolution)

Slowest Time is set by the width 
of the instrument resolution

Fastest Time is set by the 
dynamic range of the instrument 
(wmax)

Figure 2.3: Illustration of QENS in energy transfer domain.

2.1.2 Quasi-elastic Neutron Scattering

The QENS measurements were performed at the NIST Center for Neutron Research (NCNR). The high flux

backscattering (HFBS) instrument was used in both fixed-window and dynamic-window modes. The incident

neutron wavelength was 6.271 Å, which is equivalent to an energy of 2.08 meV. Thin-layer chromatography

was performed using on F-254 precoated silica gel plates and visualized using 254 nm light. Chromatography

was performed using 60 Å silica gel from Silicycle, Inc. Differential scanning calorimetry (DSC) measurement

was performed using a TA Instruments Q20 differential scanning calorimeter. Fixed window scans were

acquired between 4 K and 298 K as the temperature first decreased and then increased at a constant rate of

0.9 K/min. In this mode, the instrument records only elastic scattering (with the Doppler drive stopped).
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In the dynamic mode (with the Dopper drive on), 1 M DBMMB sample was studied. The Si(111) crystal

monochromator was operated at 24 Hz, providing a dynamic range of 17 eV, an energy resolution of 1 eV

at the elastic peak and a Q range of 0.25 to 1.75 Å−1. Quasi-elastic spectra were obtained at 250 K, once

after cooling and once after heating at 0.9 K/min as in the fixed-window scan.

All starting materials were dried using the Schlenk line on ice for 5 min followed by argon backfill

three times (DMB and BzNSN easily sublime) and transferred to the glovebox in an argon-sealed vial.

Representative sample preparation: An oven-dried 5-mL volumetric flask and 20-mL I-CHEM vial were

added to an argon-filled glovebox. DMB (0.345 g, 2.5 mmol), BzNSN-d4 (0.351 g, 2.5 mmol) and LiTFSI

(1.434 g, 5.0 mmol) were added to the volumetric flask and dissolved in CD3CN-d3 to give a solution

containing the electrolytes in 0.5 M, 1.0 M, and 1.5 M concentrations, respectively. The complete list of

samples measured at fixed window scan is given in Table 2.1, and only 1.0 M DBMMB was measured at

dynamic mode due to time limitation.

Table 2.1: Samples measured for neutron scattering experiment

Sample name Hydrogenated Deuterated

0.5 M BzNSN 0.5 M BzNSN 0.5 M DMBd10

1.0 M BzNSN 1.0 M BzNSN 1.0 M DMBd10

1.5 M BzNSN 1.5 M BzNSN 1.5 M DMBd10

0.5 M DMB 0.5 M DMB 0.5 M BzNSN-d4

1.0 M DMB 1.0 M DMB 1.0 M BzNSN-d4

1.5 M DMB 1.5 M DMB 1.5M BzNSN-d4

0.5 M DBMMB 0.5 M DBMMB 0.5 M BzNSN-d4

1.0 M DBMMB 1.0 M DBMMB 1.0 M BzNSN-d4

1.5 M DBMMB 1.5 M DBMMB 1.5M BzNSN-d4

Control 1.0 M LiTFSI

Liquid samples (3 mL) were transferred to cylindrical HFBS sample cans (1 mm thickness) in a helium-

filled glovebox. Helium was used to exclude moisture and enhance heat conductivity. Sample cans were

cleaned thoroughly with ethanol prior to preparation. Indium wire was used to effectively seal the can. For

a detailed picture of the sample cans, see https://www.ncnr.nist.gov/instruments/hfbs/samp-enviro.html.

The sample was removed from the glovebox and attached to the sample stick, which was lowered into the

HFBS chamber, and the chamber was evacuated and backfilled with helium three times. The HFBS control

setup was set to a fixed window scan (i.e., no Doppler drive), which allows detection of elastically scattered
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neutrons only. The fixed window scan was performed at 0.9 K min−1 from 4 K to 298 K with an accuracy

better than 0.1 K with the cooling scan performed first and the heating scan second.

2.1.3 Neutron PDF Measurements

In addition to dynamical information, neutron scattering could also be used to investigate structural prop-

erties. By integrating over energy exchange (w) of equation 2.1, we get:

dσ

dΩ
= σcohNS(k) + constant (2.6)

where the constant comes from incoherent scattering due to isotropic contribution and S(k) is called the

structure factor:

S(k) =
1

N

〈∑
i,j

exp(−ik · (Ri −Rj)

〉

= 1 +

∫
(g(R)− ρ̃) exp(−ik ·R)

(2.7)

where g(R) is known as pair distribution function, which gives the probability that there is an atom, i, at

distance R from the origin of a coordinate system, given that there is also a different atom at the origin of

the coordinate system at the same instant in time:

g(R) =
∑
i 6=0

〈δ(R−Ri + R0)〉 (2.8)

From g(R), the average distance of the nearest neighbors, second nearest neighbors, the coordination num-

ber can be directly determined. In this thesis, we performed neutron paid distribution function (NPDF)

measurement to get structural information.

Neutron PDF measurements were performed at the nanoscale-ordered materials diffractometer (NO-

MAD) beamline of the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory (ORNL)[28].

The maximum Q is 25 Å−1 and the Lorch function are applied to the data. To reduce incoherent scattering

from hydrogen, deuterated acetonitrile was used. The samples were prepared in a Braun argon-filled glove-

box and sealed in 1 mm diameter quartz capillaries. 0.5 h acquision time was necessary to obtain a high

resolution PDF data at room temperature.
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2.1.4 NMR Measurements

To estimate diffusion coefficients for the component ions Li+ and TFSI−, at room temperature, pulsed-field

gradient stimulated spin-echo NMR (PGSE NMR) [29, 30] with longitudinal eddy current delay, bipolar

gradients, and convection compensation was used. A DOSY/diffusion module on a Bruker Avance III HD

spectrometer operating at 300 MHz was used for data collection and processing. For consistency, LiTFSI was

also dissolved in deuterated acetonitrile. Lithium-7 resonance from the Li+ ions and fluorine-19 resonance

from the TFSI− anions was used to obtain the coefficients for translational diffusion in the gradient of the

magnetic field.

2.2 Molecular Dynamics Simulation

Complementary to experiments, molecular dynamics (MD) simulations have been used to predict structural,

thermodynamic, and transportation properties of electrolyte solutions. Realization of the power of MD

simulations in predicting properties and assisting in interpreting experimental data has attracted tremendous

interest [31, 32, 33]. Central to the accurate prediction of computed properties from MD simulation is the

prescribed force field. High quality of prescribed force fields are critical to the reliability of such computations.

Currently, there are two kinds of force fields that are used in MD simulations. Non-polarizable force

fields include intramolecular contributions of bond stretching, angle bending, and dihedral angle torsional

motion, and intermolecular contributions given by the Lennard-Jones and Coulomb interactions, which takes

the standard form:

Vnonpolarizable =
∑

bonds

kb(r − r0)2 +
∑

angles

kθ(θ − θ0)2 +
∑

dihedrals

Vn[1 + cos(nφ− δ)]

+
∑
i

∑
j>i

{
4ε

[(
σ

rij

)12

−
(
σ

rij

)6
]

+
1

4π

qiqj
rij

} (2.9)

where rij is the distance between atom i and j, which carry partial charges qi and qj , respectively. Polarizable

force fields also include electron polarization of the constituent molecules and ions as additional components.

Vpolarizable = Vnonpolarizable −
1

2

∑
i

µi ·E0
i (2.10)

where µi = αiE
tot
i is induced dipole of atom i, αi is the isotropic atomic polarizability, Etoti is the total

electrostatic filed at atom i due to fixed charges qi and induced dipoles µi, E
0
i is the electric field contributed

by fixed charges only.
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Among non-polarizable force fields, the Optimized Potentials for Liquid Simulations-All Atom (OPLS-

AA) [34] force field is one of the most widely used [24, 35]. However, the parameterization of this force

field has been benchmarked only against select thermodynamic and structural properties [34] with little or

no consideration for dynamic properties. Several studies have shown that non-polarizable force fields tend

to yield unrealistically slow dynamics [36, 37, 38]. This situation is partially remedied using polarizable

force fields. Many well-tested polarizable force fields exist for aqueous systems, however, the development

and testing of such force fields for nonaqueous systems lags far behind. A polarizable force field, Atomistic

Polarizable Potential for Liquids, Electrolytes, and Polymers (APPLE&P), was developed by Borodin et

al. [31] who reported better agreement of predicted dynamic properties (including ion diffusivity, relaxation

time, and electrical conductivity) with experiments [39]. Despite these advances, there are still significant

discrepancies between the dynamic predictions of MD models and experiments.

Here, we show that a simple modification of the non-polarizable force field can simultaneously achieve

robust representation of electrolyte structure and ionic diffusivity in a nonaqueous electrolyte. To this

end, several non-polarizable force fields were constructed, and MD simulations using these force fields were

compared with the neutron pair distribution function (NPDF) and ion diffusivity measurements for ace-

tonitrile (CH3CN) containing 0.2 to 2 M lithium bis(trifluoromethanesulfonyl)imide (LiTFSI). Due to its

relative simplicity and practical significance, this electrolyte/solvent pair has become the supporting elec-

trolyte in the redox flow battery and test bed for addressing challenges in nonaqueous force field development

[22, 32, 40, 19].

2.2.1 Force Field Development: Quantum Chemistry Calculations

Molecular Dynamic simulations were performed based on OPLS-AA force field. Firstly, quantum chemistry

calculations were performed to optimize the partial charge and geometry since it is also known that the OPLS-

AA force field is aiming at a transferable model to simulate any liquid by building the molecular structure

with corresponding atom types without considering the specific molecular structure and interaction. The

quantum chemistry methods we chose here contain Mller-Plesset second order perturbation theory (MP2)

with aug-cc-pVDZ basis set and B3LYP with 6-31/G(d) basis set. These two methods and basis set are

chosen according to a pioneering work by Martin [41], which reported these two methods gave more accurate

predictions on the partial charge. The calculation were performed on both clusters and isolated molecules by

using Gaussian09 package [42]. Charges from electrostatic potentials using a grid based method (CHelpG)

[43] method is used to extract the partial charges. Atoms belonging to the same type have partial charge

constrained to the average charge of this type. The basis set superposition error (BSSE) is only considered
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for clusters since some literature reported BSSE correction is negligible for isolated molecules [44]. The

difference between isolated ions and ions in cluster is not obvious, so we use the partial charge computed

by isolated ions in this work. Figure 2.4 is the electrostatic potential surface for TFSI− anions. The

potential surface is almost identical for these two methods, but the partial charge is slightly different after

implementing CHelpG method.

Figure 2.4: Electron deinsity surface of TFSI with electrostatic potential color map for B3LYP/6-31G(d).
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Figure 2.5: Electron deinsity surface of TFSI with electrostatic potential color map for MP2/aug-cc-pVDZ.

Table 2.2: Comparison of the partial atomic charge extracted by CHelpG for TFSI− among MP2, B3LYP,

original OPLS-AA.

Atom type B3LYP MP2 OPLS-AA

C 0.353 0.553 -0.184

N -0.645 -0.676 -0.146

O -0.505 -0.59 -0.646

F -0.137 -0.21 -0.015

S 0.891 1.095 1.094

Table 2.3: Comparison of the partial atomic charge extracted by CHelpG for Acetonitrile among MP2,

B3LYP, original OPLS-AA

Atom type B3LYP MP2 OPLS-AA

C1 -0.256 -0.122 -0.08

C2 0.375 0.352 0.46

N1 -0.461 -0.494 -0.56

H1 0.114 0.088 0.66
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2.2.2 MD Simulation Procedures

The MD simulations were performed with the Gromacs(5.1.4) package[45, 46, 47, 48]. There are 1000

MeCN and 100 LiTFSI for 1.5 M in a cubic box, where periodic boundary conditions are enforced in three

dimensions. The density ρ of the electrolyte was estimated from a quadratic fit to experimental values and

fixed during MD simulation.

ρ(g/cm3) = 0.8779 + 0.1758c− 0.0044c2 (2.11)

where c is the molarity of LiTFSI. The configuraton of the simulation box at 0.2 M to 2 M is shown in Table

2.4.

Table 2.4: Simulation box configuration at different concentration

Concentration (M) Density (g/cm3) # Solvent # Salt Simulation box length (nm)

0.2 0.8789 4500 50 7.378

0.3 0.8963 3000 50 6.475

0.4 0.9136 2250 50 5.908

0.5 0.9308 3600 100 6.939

1.0 1.0154 1600 100 5.454

1.5 1.0978 1000 100 4.792

2.0 1.1780 1200 200 5.377

Initial configurations were obtained with the Packmol package [49]. Further energy minimization is

applied to remove the unreasonable contacts resulting from the initial random configuration in the system

using the steepest decent method. The maximum step size and the tolerance are set to 0.01 nm and 10 kJ

nm−1 mol−1. Particle-Mesh Ewald (PME) method was used to deal with long-range Coulomb interactions.

For the Lennard-Jones interactions, the cut-off distance and neighbor searching distance are 1 nm. Further,

the configuration went through a equilibrating process of 4 ns at 300 K in NVT ensemble using the V-rescale

thermostat with a coupling constant of 1 fs. Production runs were 10.0 ns long. The relevant quantities are

calculated by averaging over a large subset of the trajectories.
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Figure 2.6: Snapshot of simulation box (1.5 M LiTFSI dissolved in C3CN). Li+ (pink), H (white), O (red),

S (yellow), C (light blue), N (heavy blue).

2.2.3 Protocols for Calculating PDF, Structure Factor, and MSD from MD

Simulation

To compare MD simulation predictions with NPDF and NMR, we calculated related quantities using the

package developed in our group [50]. The following are the computational details.

In isotropic medium, the radial PDF g(r) depends only on the relative interatomic distance r = |r|. To

compare with NPDF measurement, here we consider the scattering length and can be computed from MD

simulation as follows:

g(r) =
1

4πr2drρN〈b〉2

〈∑
l 6=l′

blbl′δ(r− |rl − rl′ |)

〉
(2.12)

where bl is the coherent neutron scattering length for nucleus l, rl is the radius vector to this nucleus, r

is the radius vector between a pair of nuclei, 〈b〉 is the mean coherent neutron scattering length, ρ is the

average number density, and the brackets in this equation mean averaging over the macroscopic ensemble of

N nuclei. The structure factor S(k) depends on the modulus k of the scattering vector k as:

S(k) =
1

N〈b〉2

〈
N∑
l 6=l′

blbl′ exp{−ik · [rl − rl′ ]}

〉
(2.13)

17



The mean squared displacement 〈r2(t)〉 (MSD) for ions is defined as:

〈r2(t)〉 =
1

N

〈
N∑
l=1

(rl(t)− rl(0))2

〉
(2.14)

where the summation is taken over all atoms in a given ion, and the averaging is taken over all like ions in

the ensemble at two points in time. The diffusion coefficient is estimated from the slope of MSD vs. time

according to:

lim
t→∞

r2(t) = 6Dt (2.15)
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Chapter 3

Neutron Scattering Measurements of
Two Nonaqueous Electrolyte
Solutions
Herein, we probe the dynamics of complex ROM fluids containing a catholyte (oxidized species) and an

anolyte (reduced species) and supporting electrolyte, LiTFSI, as an indirect but sensitive indicator of the

molecular structure. Specifically, we examined two model systems based on DMB and DBMMB. Due to the

large incoherent neutron scattering cross-section of H1 relative to H2 and other atoms in the sample, only

one ROM component was protonated while other components were deuterated to mask their presence. In

this way, neutron scattering can probe phase transition and self-diffusion at molecular level.

3.1 Elastic Neutron Scattering

The elastic scattering is dominated by the incoherent scattering for protiated ROMs, and the scattering

intensity is proportional to the effective Debye-Waller factor. The normalized elastic incoherent scattering

intensity can be described as a function of Q2 (Q = |k|) [51, 16, 52]:

ĨT (Q,E = 0) =
IT (Q,E = 0)

IT0
(Q,E = 0)

= exp

[
(−〈x2(t))〉Q2 +

1

2
α2(t)〈x2(t)〉2Q4 + ...

]
(3.1)

where 〈x2(t)〉 = 〈r2(t)〉
6 is the mean squared displacement (MSD) and 〈α2(t)〉 = 3〈x4(t)〉

5〈x2(t)〉2 − 1 is a dimen-

sionless non-Gaussian parameter, which provides a major adjustment to the Gaussian estimation of the

self-intermediate scattering function [16]. The scattering intensity I(T0) at the base temperature T0 = 0 K

was approximated by the value obtained at 4 K when almost all the relaxation degrees of freedom are frozen.

Since the instrument has a finite energy resolution, the measured intensity is averaged over the instrument

resolution window, which is roughly a few nanoseconds given the 1 µeV energy resolution. Therefore, the

MSD is also averaged over the instrument resolution window, containing the summation of all degrees of

freedom (translational, rotational, vibrational, etc.).
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Figure 3.1: Expanded elastic fixed window scans fitted to the mean square displacement (MSD) of the

BzNSN (purple circles) and DMB (green squares) at 0.5, 1 and 1.5 M (panels a to c). All samples contain

1 M LiTFSI in CD3CN. The curve from the control solution is given by the yellow asterisks in all three

graphs. Cooling or heating direction is indicated by the arrow, and the heating curve is emphasized by a

darker shade.

Figure 3.1 shows the extracted MSD at different temperatures during the scan. The control electrolyte

containing no ROMs exhibits abrupt changes of ∼6 Å2 on cooling and heating with a hysteresis of 15 K.

These features are attributed to CD3CN crystallization, as suggested by differential scanning calorimetry

measurements (shown in Figure 3.2). The observed hysteresis may due to strong association of the solvent

with Li+ ions, which causes the freezing point depression in addition to normal supercooling [22] (as suggested

by other studies on LiTFSI/CH3CN solutions). The solutions of BzNSN (with masked DMB-d10, purple

circles) or DMB (with masked BzNSN-d4, green squares) also exhibit an abrupt change that at 0.5 M

coincides in temperature with CD3CN crystallization (Figure 3.1a) but changes at 1 M and 1.5 M (Figure

3.1b and 3.1c, respectively), so that there is a separation ∼40 K between the two transitions at 1.5 M ROM.

At this concentration, the crystallization of ROMs from solution occurs around 250 K, and the corresponding
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melting events of DMB and BzNSN on warming have hysteresis of sim25 K each. Furthermore, the melting

events, especially at high concentrations, were found to span a wide temperature.

Cooling

Heating

x

Figure 3.2: Overlaid DSC trace and elastic neutron scattering (ENS) spectra for 1.0 M LiTFSI. The large

DSC exotherm on heating correlates with the observed transition in the fixed window scan and corresponds

with melting of acetonitrile at 228 K.

The tendency of these aromatic molecules to crystallize is expected from their tendency to form π − π

stacks. DMB and BzNSN also easily sublimate. Even sitting in a vial over minutes at room temperature

on the lab bench, crystallites can be observed forming at the top of the vial over minutes. Simple DMB

homologs are known to form macroscopic crystals in which the molecules arrange in parallel planes with

the arene rings alternating between these planes. The oxygen atoms in the DMBs stabilize one of the

benzene resonance forms based on a deformation of the benzenoid ring. BzNSN derivatives also readily form

crystals in which these molecules are arranged by π−π stacking and through intermolecular coordination of

their N and S atoms [53, 54]. These relatively strong interactions reduce the entropic costs associated with

crystallization [55].

In contrast to DMB, by design DBMMB has structural features intended to reduce its ability to crystallize,

so neat compound is liquid at 295 K. Specifically, this catholyte ROM has two bulky tert-butyl groups that

prevent π − π stacking and a methoxyethoxy group that gives this molecule nonzero dipole moment and

21



depresses the melting point. The unsubstituted oxidized DMB is chemically unstable, as the radical cation

rapidly attacks the parent molecule by addition to the arene ring [56]. To preclude this reaction, the arene

ring is protected using the tert-butyl groups, which reduce molecular solubility and increase hydrophobicity

[57, 58]. Introduction of the methoxyethoxy group improves this solubility and the coordination of Li+ ions

in the electrolyte [17].
x

x x

0.5 M

1.0 M 1.5 M

DBMMB
heating

cooling

a)

b) c)

Figure 3.3: Expanded elastic fixed window scans fitted to the MSD DBMMB (blue circles) electrolytes

containing 0.5 M, 1 M, and 1.5 M ROMs in CD3CN. The inset in panel b represents the cold crystallization

event. The control curve is represented yellow asterisks in all graphs. Cooling or heating direction is indicated

by the arrow, and the heating curve is emphasized by a darker shade.

Figure 3.3 shows the expanded MSD plots for DBMMB (with masked BzNSN-d4) as a function of the

sample temperature. These data are markedly different from the results shown in Figure 3.1. The 0.5 M

DBMMB solution (Figure 3.3a) showed only small MSD transitions overlapping with the CD3CN crystal-

lization of the control solution. At higher concentrations, the electrolytes and solvent did not crystallize

at all, instead forming supercooled solutions (Figure 3.3b and 3.3c, cooling curves); only little melting was

observed on subsequent heating of these solutions. Additionally, there is evidence for a cold crystallization,
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as indicated by a slight dip in MSD shown in the inset in Figure 3.1b. For the 1.5 M DBMMB electrolyte

(Figure 3.3c), multiple small-amplitude melting events are observed on heating that cannot be attributed to

a specific component. For all concentrations, phase transitions on heating occur over a broad temperature

range. To obtain more insight into these transformations, quasi-elastic neutron scattering (QENS) was used.

3.2 Quasi-Elastic Neutron Scattering (QENS)

The QENS amplitude is the sum of the elastic and quasi-elastic scattering contributions given by the Fourier

transform of the self-intermediate scattering function. Thus, the QENS intensity can be fitted by:

IT (Q,E) = N · [f(Q)δ(E) + (1− f(Q))F(Fs(Q, t))]⊗R(Q,E) (3.2)

where N is the normalization factor, Fs(Q, t) is the self-intermediate scattering function, R(Q,E) is the

Q-dependent energy resolution function, and ⊗ is the convolution operator. While the latter includes the

translational and rotational components, the rotational dynamics (∼picoseconds typically) are much faster

than translational dynamics (∼nanoseconds typically) at measured temperature (250 K) and thus cannot be

observed within the dynamic window of our measurement. Therefore, Fs(Q, t) acquires the simple stretched

exponential form given by:

Fs(Q, t) = exp

(
−
(

t

τ(Q,T )

)β(Q,T )
)

(3.3)

where τ is the relaxation time, and β(Q,T ) is the stretching exponent. For simple liquid, the Q-dependence

of the relaxation time could be fitted with the jump diffusion model:

1

τ(Q,T )
=

D(T )Q2

1 +D(T )Q2τ0
(3.4)

where D is the diffusion coefficient and τ0 is the residence time between random jumps of molecules [59, 60,

61]. The resulting curves are shown in Figure 3.4.

Figure 3.4 shows the fitted QENS spectra at three Q values for 1 M DBMMB. All spectra are at 250

K but are measured either after cooling or heating to 250 K as in the fixed-window scan (i.e., the system

is in a supercooled or post-cold crystallization state). In the spectra obtained after cooling to 250 K, the

elastic scattering component of the fit is weak. As Q decreases, the line becomes broadened, indicating faster

dynamics. Conversely, the spectra obtained at 250 K after heating have narrower peaks and there is little
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HeatingCooling

Figure 3.4: QENS spectra of a 1 M DBMMB solution at 250 K. The solution is cycled as in the fixed-

window scan with isothermal holds at 250 K for the measurement on cooling or heating. The overall fit (the

orange line) is the sum of the elastic (ENS, green dotted line) and inelastic (QENS, dark purple dashed line)

contributions. For cooling β = 0.65, while for heating β = 0.5.

change with decreasing Q. Here, both elastic and inelastic scattering components are clearly present. These

data reveal that the probed molecules move more slowly in the heating curve compared to the cooling curve.

In the plots of the relaxation rate (1/τ) vs. Q2 (Figure 3.5), after cooling to 250 K, the rate increases

nearly linearly with Q2, where the jump diffusion model applies, and the corresponding diffusion coefficient

is 10.7±1.1 Å2/ns (see Figure 3.5). After heating to 250 K, this rate becomes independent from Q for Q>1

Å(Figure 3.6).
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Figure 3.5: Molecular diffusion in the DBMMB electrolytes on cooling, assuming β = 0.65.

These results agree with our interpretation of the fixed-window scan of 1 M DBMMB. At 250 K, the

Q-dependence after the cooling cycle is typical for a supercooled liquid (strong Q dependence), while heating

to the same temperature results in mixed dynamics (weak Q dependence). This latter result suggests that

the sample contains both liquid-like and solid-like microdomains, the latter resulting from burst nucleation

after the cold crystallization prompted by heating. In other words, the two regions in Figure 3.6b have

markedly different dynamics depending on whether the electrolyte is cooled or heated.

In the finding for high energy density electrolytes, using poorly packing, sterically frustrated ROMs like

DBMMB is becoming increasingly popular for achieving high ROM solubility. For example, Shimizu et

al. synthesized polyethylene oxide decorated quinone ROMs that were liquid at room temperature [62].

Takechi et al. used a methoxy-substituted stable TEMPO radical that formed eutectic mixtures with

LiTFSI [63]. Cong et al. used a suitably modified ferrocene derivative [64]. Others have proposed using

ionic liquids [65, 66], deep eutectic mixtures [67] and membrane-free cells containing immiscible solutions

[68, 69] as possible approaches to increasing ROM concentration. One of the inherent dangers of operating

flow cells in such high concentration regimes is that perturbation of solution properties by Ohmic heating

and/or composition changes due to charging of ROMs can lead to phase separation that interferes with

electrochemical cycling and flowing of energized fluids. The experiments described above demonstrate how

small temperature changes near the phase transition temperature can cause burst crystallization from a

metastable homogeneous solution. Our study shows that neutron scattering can become a sensitive diagnostic

for the onset of such undesired conditions before they result in the electrochemically detectable loss of

functionality.
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Figure 3.6: a) The supercooled solution of 1 M DBMMB at 250 K shows a parabolic Q dependence while only

weak dependence of 1/τ on Q is observed at 250 K after heating, suggesting mixed solid-like microcrystalline

and liquid-like domains; b) cartoon denoting these regimes in the fixed-window scan.

26



Chapter 4

MD Simulations of LiTFSI Dissolved
in Acetonitrile

As suggested in introduction and method sections, we hope to use MD simulation to predict properties of

nonaqueous electrolyte solutions. Starting from a relative simple but significant model system: LiTFSI in

acetonitrile, we optimized the force field and compared results using different force field. Neutron PDF and

NMR were used to benchmark the force field.

4.1 Structural Properties Informed by MD Simulations and

NPDF

As a first step in testing of the force fields, g(r) and S(k) functions were calculated. While g(r) is most

sensitive to the local solvent structure, S(k) emphasizes structural correlations over longer distances. Figure

4.1a compares the computed S(k) with the NPDF data for a 1.5 M LiTFSI solution. The difference between

the calculated traces is minor, indicating that all four force fields yield nearly identical solvent structures. At

large k, shorter-range correlations contribute more to the oscillations seen in the traces. These perturbations

include the length scales associated with the lithium ions. Due to their small ionic radii, these Li+ cations

interact strongly with the solvent molecules and TFSI− anions at short distances. The TFSI− anions screen

electrostatic repulsion between the Li+ ions, changing the Li+−N (CH3CN) and Li+−O (TFSI−) correlations

seen in Figure 4.1a. The strong peak at 2 Å−1 is mainly due to cation-cation, anion-anion, and solvent-

solvent correlations. In Figure 4.1b, we show g(r) for interatomic distance r between 2 Å and 5 Å. When

compared to our NPDF measurement, the MD simulations capture the main features, including the peaks

at 1.1, 1.5, 1.8, and 2.05 Å, although their relative intensities are not well reproduced. The latter is due to

the finite resolution of the instrument, spurious peaks introduced by numerical Fourier transform, and rigid

structures for molecules and ions in the MD simulation.
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Figure 4.1: Structure factor from Neutron and MD simulation with different force field.

To separate contributions from different electrolyte components, g(r) can be decomposed into partial pair

distribution function:

g(r) =

∑
i,j NiNjbibjgi,j(r)

(
∑
iNibi)

2
(4.1)

where gi,j(r) is the partial PDF for a pair of species i and j, and bi is the mean coherent neutron scattering

length for Ni atoms in species i. Normalized coefficients in this equation give the relative weights for

contributions from different pairs of electrolyte components (see Table 4.1).
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Table 4.1: Computed weights for different pairs in neutron PDF (1.5 M LiTFSI in CD3CN)

Components Coefficients

MeCN-MeCN 0.699

TFSI−-TFSI− 0.028

MeCN-TFSI− 0.28

Li+-TFSI− -0.006

Li+-MeCN -0.0012

Li+-Li+ 0.000014

(a)

(b)

1.3
 Å

1.5
 Å

2.7 Å
2.7 Å

2.7 Å

2.5
 Å

1.1 Å

1.2 Å

1.
5 

Å 2.1 Å

(c)

(d)

Figure 4.2: (a,c) Neutron PDF compared with g(r) calculated using different force fields at short (< 5 Å)

and long distances (< 20 Å), respectively. (b,d) Experimental and calculated PDFs for different components

obtained using MP2 force field.

Figure 4.1c shows a decomposition of the total PDF into such contributions for the MP2 force field.

Since at 1.5 M LiTFSI the molar fraction of the salt is relatively low (∼ 9.1%). The main contribution to

the total NPDF is from the solvent (∼ 70%). At short range, the C-C, C-H, and C-N bonds in the solvent

are the main contribution. The peaks at 2.1 Å, 2.7 Å, and 3.2 Å are attributed to the first nearest neighbor

correlations in the solvent molecules. Although the contribution of TFSI−-TFSI− pairs is only 3%, it is

observed due to the strong F-F peak at 2.2 Å and the C-N, S-F, C-O peaks at 2.7 Å. The contributions from

Li+TFSI− and Li+CD3CN pairs are too small to observe (Table 4.1).
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Figure 4.1d shows two representative solvation environments around the Li+ ions. The main difference

between them is in the coordination number of the Li+ ion that interacts with one or two oxygens in TFSI−

anions and several CN groups in the solvent molecules. Long range (> 5 Å) and short range (< 2 Å) data

are shown in Figure 4.2. Once again, the differences among the four trial force fields are minor.

4.2 Dramatic Dynamics revealed by Diffusion Coefficient, and

Electrical Conductivity

To quantify ionic diffusion in this electrolyte, mean squared displacements (MSDs) 〈r2〉(t) for Li+ and TFSI−

ions were calculated using 100 ns MD trajectories. In the asymptotic regime (>10 ps), the MSD increases

linearly with the time interval t as 6Dt, where D is the diffusion coefficient. In Figures 4.3a and 4.3b, we

compare the calculated MSD using our force fields and the NMR estimates (straight black lines in both

panels) for 1.5 M LiTFSI. The first three force fields in Figures 4.3a and 4.3b yield ionic diffusivities that

are around 10 times lower than our NMR estimates, signaling the problem discussed in the introduction.

Li+ TFSI-

NMR NMR

(b)(a)

Figure 4.3: Mean squared displacement 〈r2〉(t) for (a) Li+ and (b) TFSI− ions calculated from our MD

simulations for four different force fields (1.5 M LiTFSI/CD3CN). The NMR measurement corresponds to

the black straight line. The color-coding is the same as in Figures 4.1a and 4.1b.

Similar discrepancies have been reported for non-polarizable force fields used in MD simulation of ionic

liquids [37][38]. Decreasing net charge on the ions [36][70] was suggested as a possible remedy. Inspired by

these studies, we sought to establish whether the simplification works for traditional electrolytes. The major

difference between these two systems is that ionic concentration is always high in the ionic liquids, and it

is not given that decreasing charge applies over a wider range of ionic concentrations in a molecular solvent
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(i.e., lower ionic conductivity). To implement this approach, the absolute ion charges were decreased to 0.8

a.u., and the atomic charges in TFSI− were scaled down accordingly. As seen in Figure 4.3, this relatively

small modification considerably increases ionic diffusivity (so that MD estimates become consistent with our

NMR measurements), while the simulated NPDF function does not change significantly (Figure 4.1).

In addition, we also calculated electrical conductivity using Green-Kubo relation by integrating electrical

current correlation function [71, 72]:

J(t) =

N∑
i=1

qivi

σ =
1

V kBT

∫ ∞
0

〈J(t) · J(0)〉dt

(4.2)

where qi is the molecular charge, vi is the center of mass velocity, N is the total molecular number, J is

the electrical current, and V is the volume of simulation box. The electrical current correlation function is

shown in Fig 4.4 and the corresponding electrical conductivity is shown in Table 4.2 for different force fields.

Figure 4.4: Electrical current correlation function, OPLS-AA (green dot dashed), B3LYP/6-31G(d) (pink

solid), MP2/aug-cc-pVDZ (blue dashed), modified MP2/aug-cc-pVDZ (orange dotted).

Table 4.2: Computed electrical conductivity from MD using different force fields

FF OPLS-AA B3LYP MP2 Modified MP2

σ (S/cm) 0.0063 0.0088 0.0046 0.022
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From Table 4.2, the first three force fields predict electrical conductivity much smaller than reduced charge

force field (modified MP2). The experimental measurement gives electrical conductivity as σexp = 0.032

(S/cm), which agrees well with modified MP2 calculation and confirms that different force fields predict

different dynamics.

4.3 Concentration Dependence

To verify whether the scale-charge method works over a wider concentration range, we performed MD

simulations at different concentrations of LiTFSI (0.2 M to 2 M). The comparison of calculated g(r) and

S(k) with NPDFs at 0.5 and 1.0 M is given in Figures 4.5 and 4.6, respectively, while the corresponding

diffusion coefficient is shown in Figure 4.6. The differences between the NPDFs computed using the four

trial force fields were small, and they all agreed well with the experimental NPDFs. However, only the force

field with reduced charges reproduced the experimental concentration dependencies of ionic diffusivity for

[LiTFSI] > 0.5 M, while the other force fields completely failed at these concentrations.

(a) (b)
1.0 M0.5 M

Figure 4.5: (a,b) Structure factors obtained from the NPDF experiment and MD simulations with different

force fields for (a) 0.5 M LiTFSI and (b) 1.0 M LiTFSI solutions.
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(a) (b)

1.0 M

0.5 M

(c) (d)

Figure 4.6: (a,c) Neutron PDF compared with g(r) calculated using different force fields at short (< 5 Å)

and long distances (< 20 Å), respectively. (b,d) Experimental and calculated PDFs for different components

obtained using MP2 force field.

Li+ TFSI–

(a) (b)

Figure 4.7: (a,b) Comparison of diffusion coefficients D for Li+ and TFSI− ions in 0.2-2 M LiTFSI solutions

in CD3CN obtained in our NMR measurements (open circles) and MD simulations with different force fields.

The color-coding is the same as in Figures 4.1 and 4.2.
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4.4 The Explanation of the Same Structure but Different

Dynamics: Energy Landscape

This method is rationalized using the free energy landscape shown in Figure 4.8. In this vast landscape,

the valleys (local minima) are separated by ridges that frustrate thermally activated transitions between the

minima. The degree of this frustration is determined by the balance of short-range and long-range forces

in the system, which becomes a unique property for each force field. While almost identical local minima

are given by all four force fields (i.e., the corresponding PDFs are similar), the barriers separating these

minima are quite different in these models, resulting in different dynamic outcomes, with the reduced-charge

force field giving the least frustration. Correcting the long-range interactions would require elaborate and

computationally expensive force fields; the simplification circumvents this difficulty by reducing inter-valley

barriers without changing the minima themselves. Our results suggest that the simplification works equally

well for ionic liquids and sufficiently concentrated electrolytes that are based on molecular liquids, implying

its broad generality.
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Figure 4.8: Schematic representations of energy landscape showing how different force fields predict similar

minima but different barriers between minima.

In conclusion, refined force fields were used to compare MD simulations with neutron pair distribution

functions (PDFs) and ionic diffusivity measurements in nonaqueous electrolytes. While all of the computed

and experimental PDFs compare well, the computed diffusion coefficients for ions showed large deviations

from our experimental estimates. By weakening the electrostatic interactions between these ions in the

force field parameterization, we were able to obtain more realistic estimates for ionic diffusivities in 0.2-2 M

LiTFSI−CD3CN solutions without sacrificing the quality of the PDF simulation. Historically, the develop-

ment of force fields for nonaqueous electrolytes focused mainly on solvation environments and short-range
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properties (e.g., coordination numbers for ions). However, we caution that the resulting models can, and

probably will, be inadequate to reproduce the dynamic properties of these electrolytes. As these properties

are equally important for practical applications of these electrolytes, closer scrutiny and reassessment of force

fields are required before in silico design of electrolyte systems can become predictive. Our study suggests

that a surprisingly simple adjustment of these force fields (proportional scaling down of charges in the ions)

can be used to reproduce the observed dynamic behaviors of ions in electrolytes over a wide concentration

range with no effect on the computed PDF.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

Nonaqueous electrolytes are important for many applications, especially for next generation batteries. De-

spite numerous existing studies, there are still many challenges in designing functional candidates due to

strict requirement for those applications. To build a predictive model for nonaqueous electrolytes applied in

nonaqueous redox flow battery, we applied neutron scattering measurements and MD simulations on several

model systems. Specifically:

Neutron scattering has been used to probe the dynamics and phase behavior in complex functional flu-

ids: concentrated electrolytes containing energy dense redox-active molecules. The electrolytes containing a

catholyte molecule, DBMMB, showed the formation of surprisingly stable supercooled solutions and spon-

taneous crystallization on heating at 250 K. Our analyses indicate that slightly above this temperature the

solution undergoes a spinodial decomposition into a mixture of solid-like and liquid-like domains, which

causes slower translational diffusion of the catholyte molecule. Given that in the high concentration regimes

such structural changes can readily occur due to charging and/or Ohmic heating of the electrolyte, we sur-

mise that the ability of neutron scattering to detect the early onset of heterogeneity can be highly useful for

the development of robust electrolyte systems for NRFBs.

Utilizing MD simulations, with quantum-mechanically refined force field, accompanied by neutron PDF

and NMR measurements, we presented a detailed study of the structure and dynamics of a model nonaqueous

electrolyte solution at molecular level. The structures characterized by the PDF of the system are consistent

with the neutron PDF measurement for all force fields, which were usually considered as evidences of the

validity of the simulations. However, the diffusion coefficients obtained from MD simulation exhibit dramatic

differences among force fields even if the structures agree well with the experiments. Therefore, we conclude

that matching the structure properties alone is not enough to benchmark a force field; dynamics must be

also taken into consideration in the development of the force field of nonaqueous electrolyte solutions. These

results suggest more rigorous scrutiny of the force fields used in the MD simulations is necessary for the
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design and optimization of new electrolytes.

5.2 Future Work

We have not built a predictive model for nonaqueous electrolytes. In the future, we could do the following

work to finish building the model:

• Study the concentration dependence of microheterogeneity by performing QENS on different concen-

trations of DBMMB-based nonaqueous electrolytes

In this thesis, we demonstrated that the microheterogeneity exists in crowded redox-active electrolytes.

Due to time limitation, we only performed QENS measurement for 1 M DBMMB solutions. A direct follow-up

will be whether microhetergeneity is present at lower concentration and what is the cross-over concentration?

For redox flow battery, energy density is closely related with concentration. It will be interesting to see the

concentration effect on the phase behavior and microscopic properties of nonaqueous electrolytes. On the

other hand, it will help to optimize the concentration to avoid such adverse behavior.

• Perform in− situ neutron scattering measurements to obtain real-time information during the cycling

of NRFBs

At this stage, all the neutron scattering we have performed were just the static mixture of supporting

electrolyte, anolyte, and catholyte, which is highly simplified compared to a real battery system. In reality,

there will be electrical current applied to the battery during the cycling. The high chemical activity of NRFBs

makes the battery very sensitive to the operating conditions and results in a significant materials interaction,

which requires a systematic investigation of the battery under real operation conditions. In addition, neutron

scattering is a non-destructive technique, making neutron scattering appropriate for in−situ measurements.

• Apply developed force field to solutions, including DBMMB-based and DMB-based nonaqueous elec-

trolytes

In the MD simulation part of this thesis, we found that structure alone is not enough for benchmarking

a force field, dynamical properties matters, too. By scaling the charge based on the quantum-chemically

parameterized force field, both structures and dynamics agree well with experimental measurements. To this

end, we could perform similar quantum chemistry calculations for DBMMB, DMB, and BzNSN to develop

accurate force field. Then using developed force field, we can perform MD simulations on the solutions to

explore the structural and dynamical characteristics of these nonaqueous electrolytes.
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