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ABSTRACT

Materials discovery is important for pushing new and existing technologies forward. In this

thesis, a systematic approach to materials discovery is presented that highlights the com-

bined use of in situ reduction reactions and X-ray diffraction to quickly explore compositional

space. Reduction reactions provide a synthesis route that has been shown to gently traverse a

compositional space. Traditional synthesis at high temperatures tends to only favor the for-

mation of thermodynamically stable compounds, however, with a more controlled synthesis

route, kinetically stable and metastable compounds may be easier to discover.

By coupling reduction reactions with in situ X-ray diffraction, intermediate and metastable

phases can be observed. Once a phase is observed using in situ X-ray diffraction, attempts

can be made to stabilize the phase ex situ in order to solve the structure and understand the

material’s properties. In this thesis, an in situ cell is described that can be used to perform

these in situ reduction reactions using a laboratory X-ray diffractometer. Since the technique

can now be performed on a laboratory scale, rapid phase exploration can be performed.

This combined approach will be discussed with regard to two different materials systems,

K-Sn-O and Fe-S. In the K-Sn-O system, in situ and ex situ studies are performed in order to

search for new p-type transparent conducting oxides. In the Fe-S system, in situ reduction is

used to solve a highly debated question of whether or not pyrite FeS2 is a non-stoichiometric

compound and to quantify the possible extent of non-stoichiometry.
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CHAPTER 1

MATERIALS DISCOVERY

New materials with enhanced properties are needed to advance technologies. With new goals

to create better batteries, thermoelectrics, and superconductors, materials science has made

a large effort to rapidly expand the set of known compounds. This search for unknown

materials is often performed by trial-and-error, but as the compositional space moves into

ternary, quaternary, and higher order systems, a more systematic approach is needed. This

study outlines one approach to discovering new materials using reduction reactions and in

situ X-ray diffraction.

1.1 System Selection

In order to have a directed search for new materials, care must be taken in selecting the

material systems to explore. In this study, three main criteria were taken into consideration

when choosing a system to study: the application of interest, the extent of previous studies

performed, and the likely number of minima in the system’s energy landscape.

It is beneficial to start a search for new materials with a desired property or application

in mind. By choosing a property or application, a large portion of compositional space can

often be ignored. For example, this study focuses on the discovery of new materials for p-

type transparent conducting oxide (TCO) applications. By only choosing oxide compounds,

the total number of potential ternary systems is reduced from 106 to 104 systems.

While several n-type TCO materials have been discovered and are used commercially, p-

type TCOs have lagged behind. This is because, in metal oxides, the valence band maximum
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consists of localized O 2p orbitals that create large effective masses for carriers and make

doping difficult.[1] In order to increase the mobility of carriers, their effective mass must

be decreased. One way to change the valence band bonding character and decrease the

effective mass of carriers is by including elements with filled d or s orbitals. Materials with

these bonding states near the O 2p level have been shown to create hybridized orbitals

that improve p-type TCO behavior.[2, 3] This was first shown in CuAlO2, leading to the

investigation of many Cu-based p-type TCOs.[4] By understanding the necessary design

parameters for a specific property or application, the vast potential compositional space can

be restricted. In the case of p-type TCOs, the search can be limited to oxides that contain a

cation with filled d or s orbitals that will hybridize with the O 2p orbital. This hybridization

has been shown in compounds containing Cu+, Sn2+, Pb2+ and Bi3+.[5, 3, 6, 7, 8]

Understudied systems are preferred to those that have been more extensively searched.

In systems that have been explored with a range of synthetic techniques, there is less likely

to be an undiscovered phase. In understudied systems, however, relatively little space has

been searched and a more extensive study could yield a number of unknown compounds.

For example, binary Sn-O phases have been extensively studied and characterized for TCO

applications, but many ternary A-Sn-O systems have not been studied as heavily. For A-

Sn-O systems, where A is an alkali element, very few studies have been performed. In

the K-Sn-O system, for example, only studies using KNO3 and SnO2 have been explored

previously.[9] Having only been the focus of a few studies, there is an opportunity to discover

new compounds via a variety of synthesis conditions.

Lastly, it is important to consider the density of a system’s energy landscape. The en-

ergy landscape can be described as a surface associated with all possible atom configurations

where all energy minima are associated with a possible phase. These phases could be thermo-

dynamically or kinetically stable and are all realizable.[10] In order to identify these possible

phases, a thorough search of the energy landscape must be performed. It has been shown

that crowded phase diagrams are more likely to yield new phases due to the complex energy
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landscape.[11]

Alkali-Sn-O systems are relatively underexplored and show promise for TCO applications.

This study will focus on the exploration of the K-Sn-O system to discover new phases for

TCO applications.

1.2 Reduction Reactions

Reduction reactions can be used to explore dense phase spaces since the reduction potential

can be adjusted by changing the type of reducing agent and reaction temperatures. Reduc-

tion can provide a means of investigating phase space gently in order to find new phases that

may exist in dense energy landscapes.

Reduction reactions can be performed on known, stable structures to carefully investigate

the surrounding phase space. Topotactic transitions are known to occur upon reduction of

a parent compound in which the resulting phase has a 3D similarity to the initial phase

structure. This type of reduction occurs as the anions are gently removed from the lattice,

leaving the cation lattice intact. Topotactic reduction reactions are an important synthetic

route to discover new phases. New anion-deficient structures have been discovered that

possess a wide range of magnetic and electronic behaviors that are different than their parent

compounds.[12, 13]

In this study, reduction reactions are a crucial synthesis route to form new materials in

the K-Sn-O system. This is because potential precursors such as KO2, K2O, and K2CO3 are

all hygroscopic and difficult to weigh properly. Reduction reactions provide a means to look

for new compounds by starting with stable compounds with known synthesis conditions and

gently probe for phases with a lower oxidation state. This reduction of Sn4+ is especially

important since Sn2+ have filled s states, which are an important design criteria for new

p-type TCOs, as discussed previously.

Reduction reactions can also be utilized as a means to study the stoichiometry ranges of
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compounds and the formation of defects, specifically vacancies, within the lattice. Changes

in stoichiometry are important to understand and quantify as many material properties are

related to the overall stoichiometry of the material. This is especially true in systems such

as semiconductors and magnetic materials, where relatively small compositional changes can

have a large impact on properties.[14, 15, 16]

For example, pioneering measurements on the topotactic reduction of Y2Ti2O7−x by Hay-

ward were used to show the relationship between non-stoichiometry and magnetic properties

when samples were slightly reduced.[17] Also, studies performed on anatase TiO2−δ show

that the sample’s conductivity is heavily dependent on the oxygen composition.[18]

In this study, reduction reactions provide a route to investigate the extent of non-stoichiometry

of iron sulfides. The long debated question of whether or not FeS2 has a region of non-

stoichiometry can be directly studied using in situ reduction reactions which will be discussed

in Chapter 5.

1.3 Characterizing New Materials

Structure solutions of unknown compounds using powder diffraction is challenging. To assist

in determining the structure of a new compound, complementary techniques must be used.

Material characteristics such as stoichiometry and the presence of functional groups help

assist in the structure solution as they provide chemical constraints. Many characterization

techniques can be utilized alongside diffraction to understand a new material. A few of the

techniques that were essential to this study are explained in this section.

1.3.1 X-ray Spectroscopy

Scanning electron microscopy (SEM) with energy dispersive X-ray spectroscopy (EDS) de-

tects the secondary X-rays emitted due to X-ray fluorescence. In the case of SEM-EDS,

incident electrons eject the electrons from the material. The ejected electrons are then re-
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placed by electrons from higher energy levels. The transition results in the emission of a

photon whose energy is equal to the energy difference between the two states of the electron.

These discrete energy levels are different for each atom and, therefore, the photon energies

can be used to determine the elemental composition of the material. [19]

SEM-EDS is useful for samples in which impurity phases are present because measurements

can be performed on individual particles to determine their elemental composition. The

comparison of the composition of an unknown compound with that of a known material

with a fixed composition gives higher confidence in the measured composition. However,

non-conductive materials must be coated with a conductive layer to prevent the sample

from charging in the electron beam. The elements in the coating will be present in the EDS

spectra and the samples cannot be used for further study.

1.3.2 C,H,N Analysis

Commonly used for small molecule analysis, C,H,N analysis can assist in detecting lighter

elements that could form functional groups in synthesized materials. In C,H,N analysis, the

sample is placed in a capsule inside a heating furnace. Once placed in the heating furnace,

the sample is combusted in pure oxygen at temperatures reaching over 1800◦C.

After the total combustion of all inorganic and organic compounds, the gaseous products

pass through a variety of reagents in order to produce CO2, H2O, and N2 and to remove

other products such as S. These gases pass through a series of three thermal conductivity

detectors with a pair of thermal conductivity cells. The first cell acts as a water trap where

the signal is proportional to the amount of water present. The second cell acts as a CO2

trap to measure the presence of carbon. The last cell is measured against a helium reference

to measure the amount of N2 present.[20]

C,H,N analysis is necessary to understand the possible functional groups on discovered

compounds. This is of particular interest if the system is prone to form hydroxides and

hydrated phases. C,H,N analysis is a fast way to determine whether or not the material
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formed is an oxide. This technique is also useful to detect the possible presence of unreacted

carbonate precursors that are difficult to observe using laboratory X-ray diffraction in small

quantities.

1.3.3 FTIR Spectroscopy

Fourier transform infared (FTIR) spectroscopy is performed by passing infared (IR) radiation

through a sample creating a spectra that is specific to the sample. Infared light is absorbed

when an electric dipole moment changes during the movement of a group of atoms. This

movement corresponds to a bending or stretching of the bonds. Since certain functional

groups have known vibrational modes, they can be identified within the FTIR spectra. For

example, O-H stretching creates a broadband that is observed between 3200-3700 cm−1.[21]

In this study, the FTIR spectra is used to determine whether compounds are hydroxides,

hydrates, or oxides.

1.4 Crystal Structure Analysis

The structure of the material is very important to determine as this can help to explain and

understand the material’s overall properties. There are several main ways of determining

the structure of a material from powder diffraction data. In structure solution, the main

problem is in finding the structure that resides with a minimum global energy that follows

chemical bonding criteria. Many structures may be possible with a minimum local energy,

but do not accurately explain the true crystal structure of the sample.

1.4.1 Simulated Annealing

Simulated annealing is a computational technique that can be used to solve crystal structures

of compounds by optimizing an atomistic model using high quality diffraction data and

chemical constraints. This technique is based on the process of annealing solids in which

6



the material is heated and allow to cool slowly until it achieves the most stable lattice

configuration.[22]

Simulated annealing allows ”hill-climbing” moves that allows the system to escape local

minima in order to find the global minimum.[23] When choosing a structure, structures that

improve the fit are always accepted, however a fraction of the solutions that do not improve

the fit are accepted in order to escape local minima. The acceptance rate of new solutions is

selected based on the Metropolis acceptance criterion. The acceptance probability is shown

in equation 1.1, where f(w) is the energy of the current solution and f(w′) is the energy of

the next solution being tested.[23]

P (Accept w′as next solution) =

 exp[−(f(w′)− f(w))/tk] if f(w′)− f(w) > 0

1 if f(w′)− f(w) ≤ 0
(1.1)

tk > 0 for all k and lim
k→+∞

tk = 0 (1.2)

Simulated annealing mimics physical annealing by having a higher probability of changing

configuration in the initial steps and while ”cooling” the probability of switching is decreased

as the system should settle into the lowest energy state. This ”temperature” term is shown

in equation 1.2.

One major downside to simulated annealing is that it is a time-intensive technique. When

defining a temperature profile, a significant amount of time must be spent at high tempera-

tures to allow for the structure to move out of local minima. However, at high temperatures

a significant amount of time can be spent in improbable structures because of the higher

switching probability.
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1.4.2 Rietveld Refinement

Once the structure of a material is known, the Rietveld refinement method can be used to

refine the structural parameters for a given sample and diffraction pattern. The Rietveld

refinement method is a least-squares refinement that compares a calculated diffraction model

to the observed diffraction pattern.[24] Physical properties of the material are used to con-

struct the calculated pattern and are refined in order to minimize the Equation 1.3, where y

is the intensity of the observed or calculated pattern at a given point and w is a statistical

weighting factor. A common weight factor is shown in Equation 1.4, where a larger weight

is given to peaks with a lower intensity.

M =
N∑
i=1

wi[y(obs)i − y(calc)i]
2 (1.3)

wi =
1

y(obs)i
(1.4)

Many different equations are used to calculate the goodness of fit or R-factor for Rietveld

refinement analyses.[25, 26] In this study, the weighted profile R factor, shown in Equation

1.5, is reported to determine the accuracy of the calculated fit.

Rwp = [

∑
iwi[y(obs)i − y(calc)i]

2∑
iwiy(obs)2

i

]
1
2 (1.5)

Rietveld refinements provide important quantitative structural information such as unit

cell parameters, atomic positions, and site occupancies that can be used to understand the

material’s structure and resulting properties.
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CHAPTER 2

STRUCTURE SOLUTION AND PROPERTIES OF
K2Sn3O7

2.1 Introduction

Tin-containing oxides form the basis of many electronic device technologies, including the

quintessential n-type transparent conducting oxides (TCOs) In2O3 and SnO2 [27]. SnO2

has been investigated as a TCO [28] and Li-ion battery anode,[29, 30] along with other

compounds derived from octahedral SnO6 units, including spinel-type Zn2SnO4 [31, 32] and

mixed hollandites such as K2(MSn6)O16 and K2(MSn7)O16 where M = Mg, Fe, Mn, or

Ga.[33].

Binary oxides with filled d states and wide band gaps such as SnO2 and Ga2O3 are potential

candidates for p-type TCOs, but their performance is limited by low hole mobility, which

resides in the O p states at the Fermi energy.

In contrast to SnO2, oxides of Sn2+ with a 5p2 electron configuration such as SnO have

Sn s and pz mixed with O p-orbital character near the valence band maximum, with more

dispersed bands that may indicate higher mobility in the absence of unfavorable defects.[34, 7]

Subsequent doping leading to an effective p-type TCO remains elusive, but has been proposed

for SnO [8] and systems with additional ions, such as K2Sn2O3 [35].

In order to investigate new oxides that can host Sn in either valence state, understudied

Reproduced in part with permission from R. D. McAuliffe, C. A. Miller, X. Zhang, B. S. Hulbert, A. Huq,
C. dela Cruz, A. Schleife, and D. P. Shoemaker, Structural, electronic and optical properties of K2Sn3O7

with an offset hollandite structure. Inorg. Chem. 56 (5) 2914-2918 (2017), c©2017 American Chemical
Society
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ternary phase spaces are of interest. Detailed investigations of phase equilibria in the systems

A–Sn–O, where A is an alkali, are rare. This may be because many of the precursors

(alkali oxides and carbonates) are hygroscopic. K2CO3 noticeably absorbs water when being

weighed in air, as does K2O. The products of these reactions, however, can be quite stable.

In 2002, a report by Iwasaki et al. presented the new compound Na4Sn3O8 from the reaction

of Na2CO3 and SnO2 at 1300◦C.[36]

The K–Sn–O system contains five phases with known crystal structures. There are two

Sn4+ compounds K2SnO3 and K4SnO4,[37, 38] as well as the Sn2+ compounds K2SnO2,

K2Sn2O3, and K4SnO3.[39, 40, 41, 42] A compositional map with known K-Sn-O phases is

shown in Figure 2.1 Tournoux performed the only systematic phase equilibria study on this

system [9]. His elemental analysis of a K2SnO3 decomposition product revealed an estimated

stoichiometry K2Sn3O7, but the structure was never solved. Here, a single-step synthesis for

this compound, its crystal structure, and optical characterization are presented. K2Sn3O7

has a unique structure type among oxides, reminiscent of an offset hollandite with bowtie-

shaped channels, which is shared only with the recently-discovered compound Cs2U3Se7.[43]

2.2 Methods

Powdered K2CO3 and SnO2 were ground by hand in an agate mortar and pestle with molar

ratios of 4:1, 3:1, and 2:1 K:Sn. Each mixture was pressed into 12 mm-diameter pellets and

fired in air, inside beds of sacrificial powder in uncovered alumina crucibles. The samples

were fired at 900◦C for nine hours with heating and cooling rates of 10◦C/min.

Powder diffraction was performed using a Bruker D8 diffractometer with Mo-Kα radiation

and a capillary mount, with samples mixed with SiO2 to reduce absorption. Neutron powder

diffraction was performed on the POWGEN instrument at the Spallation Neutron Source on

air-exposed samples.

The structure was initially solved using the FOX software,[44] fitting to X-ray diffrac-
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Figure 2.1: Compositional map of the K-Sn-O system

tion (XRD) data. Rietveld refinements to X-ray and neutron data were performed using

GSAS.[45] Structures were plotted using VESTA [46].

Scanning electron microscopy (SEM) was performed using a JEOL 6060LV with energy dis-

persive X-ray spectroscopy (EDS). Optical spectroscopy was performed in diffuse reflectance

geometry with a Cary 5000 UV-VIS-NIR spectrometer.

2.3 Results and Discussion

K2Sn3O7 forms as a quantitative product of the decomposition of K2CO3 and SnO2. It is

surprising that such a common reagent combination, in air, forms a compound that is un-

solved and unique among oxides. Excess carbonate is left unreacted or vaporized, depending

on the duration of the reaction. Using a K:Sn ratio less than 2:3 in the reagents leads to

the presence of excess SnO2. In that case, K2Sn3O7 seems to be the only ternary product of

these reactants in air. Reactions conducted below 830◦C are incompletely reacted, and the

compound is stable in air up to the maximum temperature attempted, 1000◦C.
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Figure 2.2: Rietveld refinements to laboratory X-ray data (top) and two banks of
time-of-flight neutron powder diffraction for K2Sn3O7. The large X-ray scattering factor for
Sn necessitates neutron diffraction measurements to reliably refine the oxygen displacement
parameters. The peak profile is shown in gray for a second phase K2CO3·1.5H2O that was
not present in the XRD data. Reproduced with permission from reference [47], c©2017
American Chemical Society
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Figure 2.3: 2× 1× 2 view of K2Sn3O7, with the unit cell shown, as refined from neutron
powder diffraction with K in purple, O in red, and Sn shown in gray octahedra. The short
b axis implies that the structure forms one-dimensional channels of K+ ions into the page.
Reproduced with permission from reference [47], c©2017 American Chemical Society

Rietveld refinements are shown in Fig. 2.2 for XRD data and two banks of time-of-flight

neutron diffraction data from POWGEN. The XRD data appears phase-pure, while a small

amount (9 wt%) of K2CO3·1.5H2O is evident in the neutron diffraction data. The invisibility

of the carbonate to XRD may arise from the much stronger scattering power of Sn in XRD

data. For the same reason, neutron diffraction was required to refine the positions and atomic

displacement parameters of the 7 oxygen positions in the cell. No carbonate impurities were

seen in EDS or backscattered SEM imaging of the samples used for UV-vis analysis.

The structure of K2Sn3O7 is shown in Fig. 2.3 and parameters are given in Table 2.1.

The structure forms with a very short orthorhombic b axis of 3.12 Å, which corresponds
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Table 2.1: K2Sn3O7 structure as refined from POWGEN neutron diffraction data. Space
group Pnma, a=16.8640(4) Å, b=3.12250(8) Å, c=12.8523(5) Å. Uiso units are 10−2 Å2.
Reproduced with permission from reference [47], c©2017 American Chemical Society

Atom x y z Uiso

Sn1 0.0120(3) 0.25 0.1086(4) 0.83(8)
Sn2 0.2916(3) 0.25 0.7084(4) 0.9(1)
Sn3 0.3730(3) 0.25 0.1649(4) 1.2(1)
K1 0.3073(7) 0.25 0.447(1) 6.3(4)
K2 0.4346(5) 0.25 0.8967(9) 4.5(4)
O1 0.0934(3) 0.25 0.5737(4) 1.6(1)
O2 0.1725(4) 0.25 0.7584(4) 1.2(1)
O3 0.1767(4) 0.25 0.3008(4) 1.8(1)
O4 0.2517(4) 0.25 0.1144(4) 1.1(1)
O5 0.4007(3) 0.25 0.6318(4) 1.1(1)
O6 0.4802(3) 0.25 0.2463(4) 2.1(1)
O7 0.5503(4) 0.25 0.5530(4) 0.7(1)

to a single O–O distance and portends the one-dimensional, channel-type structure that

is typical of hollandites, among other compounds. To date, tin has been shown to form

only substituted hollandites of the type K2MSn7O16 (monoclinic C2/c) and K2MSn7O16

(tetragonal I4/m), where M=Mg, Fe, Mn, and Ga [48, 33]. Both of these form channels

bound by 2 × 2 arrangements of SnO6 octahedra enclosing a single row of alkali ions. In

K2Sn3O7 the channels are significantly more open, creating a four-cation alkali channel with

a zigzag shape that is apparent in the structure in Fig. 2.3.

SEM investigation of crushed K2Sn3O7 pellets revealed porous agglomerates visible in Fig.

2.4, with some large agglomerates remaining such as the piece in Fig. 2.4(b). EDS analysis

gave K:Sn ratios around 2:3, which were used with the unit cell obtained by FOX to solve for

the number of Sn ions on the cell. Closer inspection of these agglomerates reveals them to

consist of needle-shaped grains, which are around one micron in width and tens of microns in

length. Electron backscatter imaging in Fig. 2.4(c) does not reveal any substantially higher-

or lower-Z-density regions that would indicate impurities.

The band gap of K2Sn3O7 is difficult to characterize using UV-Vis spectroscopy since it

is wide enough to approach the edge of the detector. However, the downturn in reflectivity

around 3 eV is apparent, with nearly full absorption occurring around 4 eV in Fig. 2.5. As

14



Figure 2.4: Scanning electron micrographs in secondary electron imaging (a-c) reveal a
mixture of fine and agglomerated powder comprised of micron-scale fused rods.
Backscattered electron imaging (d) of the area in (c) indicates that the non-rod-shaped
particles on the agglomerate surface are the same composition. Reproduced with
permission from reference [47], c©2017 American Chemical Society

a comparison, rutile-type SnO2 (cassiterite) has a known band gap around 3.6 eV [49].

2.4 Conclusion

The structure of K2Sn3O7 was solved from powder diffraction and refined its structure to

X-ray and neutron scattering data. This material is isostructural with only one compound,

Cs2U3Se7, and is the first oxide with this structure type. It forms in air from common

reagents, and has 1-dimensional channels that are reminiscent of a hollandite structure that
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Figure 2.5: UV-Vis spectroscopy of powdered K2Sn3O7 shows a large band gap,
approximately 3 eV. Reproduced with permission from reference [47], c©2017 American
Chemical Society
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has been partially opened. The mobility of K+ ions, their propensity to undergo cation

exchange, and the redox behavior of K2Sn3O7 remain to be investigated.
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CHAPTER 3

STRUCTURE SOLUTION AND PROPERTIES OF
K2Sn4O9

3.1 Introduction

In order to optimize the synthesis of K2Sn3O7 and eliminate the K2CO3·1.5H2O observed

in neutron diffraction, the potassium precursor was switched from K2CO3 to KO2. In some

reactions, a new phase was observed, but was difficult to replicate. This phase seemed to

form when K2Sn3O7 is stored in air for several months.

When testing the water stability of K2Sn3O7, the phase was observed once again. By

optimizing the amount of time the powder was in water and drying conditions, the phase

was isolated. The phase matches a description of a K2Sn4O9 phase observed by Tournoux,

but no structure or compositional study was performed.[9] Here, a study of the isolated

K2Sn4O9 phase is presented.

3.2 Methods

K2Sn3O7 was synthesized using KO2 and SnO2 in a molar ratio of 2:3 K:Sn. KO2 and SnO2

were ground by hand in an agate mortar and pestle in a N2 filled glove bag. The mixture

was fired in an uncovered alumina crucible at 900◦C for 9 hours in a N2 atmosphere. The

mixture was heated in a box furnace with heating and cooling rates of 10◦C/min.

K2Sn4O9 was synthesized by placing K2Sn3O7 in 50mL of DI water. The DI water was

placed on a hot plate set to 200◦C for 1 hour and was magnetically stirred at a 300 rpm

throughout. The powder was separated from the solution using a centrifuge and was dried

18



in air.

Powder diffraction was performed using a Bruker D8 diffractometer with Mo-Kα radiation

and a Rigaku Miniflex diffractometer with Cu-Kα radiation. Rietveld refinements to X-ray

data were performed using Topas 5.

Scanning electron microscopy (SEM) was performed using a JEOL 6060LV with energy dis-

persive X-ray spectroscopy (EDS). Optical spectroscopy was performed in diffuse reflectance

geometry with a Cary 5000 UV-VIS-NIR spectrometer. C,H,N analysis was performed using

an Exeter Analytical CE 440.

3.3 Results and Discussion

When K2Sn3O7 is placed in water, a new phase is observed. This phase is produced slowly

at room temperature, but its formation rate is increased when the water is heated to a

steady boil. A systematic study was performed to optimize the amount of time for which

the sample was in the water and drying conditions. The most phase-pure and crystalline

sample was obtained by placing the K2Sn3O7 in boiling water for 1 hour, centrifuging to

obtain the solid product, and letting the sample air dry. Since the product is formed readily

in water without heating, the phase formed is likely either a hydrated form of K2Sn3O7 or a

phase where K ions have leached out of the large channel structure that are present in the

K2Sn3O7 structure.

X-ray diffraction of the new product, shown in Figure 3.1, cannot be fit by any other

potassium tin oxide, hydrate, or hydroxide and is distinct from the starting K2Sn3O7 pre-

cursor. The diffraction experiment was performed using a Cu-Kα source in order to separate

the closely packed peaks within the pattern. With less peak overlap, a more accurate peak

indexing could be performed. The peaks were indexed to the P21212 space group, where

a=15.0135(8) Å, b=15.4272(7) Å, and c=3.1022(2) Å. A Le Bail fit to the diffraction pat-

tern is shown in Figure 3.1. This structure is similar to K2Sn3O7. Both structures are
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Table 3.1: C,H,N analysis results for new phase, noted here as sample RM634C, and other
known potassium stannate compounds.

Sample Theory (wt%) Run 1 (wt%) Run 2 (wt%)
K2Sn(OH)6 2.02 2.05 2.15
K2SnO3 0 0.54 0.50
K2Sn3O7 0 0.38 0.35
RM634C ? 0.62 0.61

orthorhombic with one short axis of just over 3 Å.

SEM investigation of the new phase, shown in Figure 3.2, reveals that the particles formed

are comprised of micron-sized rods. The microstructure of the new phase is very similar to

that of the starting material K2Sn3O7, shown in Chapter 2. EDS analysis was performed

by comparing the spectra from this new compound to that of K2Sn3O7 and K2Sn(OH)6.

Since these known compounds have a well defined stoichiometry, the K:Sn ratio of the new

compound can be determined with a higher degree of confidence. EDS was also performed on

impure samples that still contained K2Sn3O7İn these samples two distinct sets of EDS spectra

were observed. This shows that the new compound created is not a hydrated K2Sn3O7

compound or a polymorph of K2Sn3O7 as there are two distinct K:Sn ratios present. The

composition of this new compound was measured have a K:Sn ratio around 1:2 which is

consistent with a possible K2Sn4O9 stoichiometry.

Since the new phase forms readily in water, it is important to characterize the hydrogen

content within the new phase to determine if it is an oxide or if the bulk contains hydrogen.

C,H,N analysis on the new phases shows an elevated weight percent of hydrogen. However,

when compared to other known oxides as standards, the weight percent is similar. The C,H,N

results shown in Table 3.1 are not enough to confirm the presence of hydrogen within the bulk

of the material as a surface hydroxide could also be present. Further studies, particularly

neutron diffraction studies, must be done to determine whether or not the hydrogen is present

within the bulk structure of the material.

UV-Vis spectroscopy was performed on the compound to determine how the band gap

differs between the starting K2Sn3O7 phase and the new compound that was formed. There
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Figure 3.1: Rietveld refinements to starting K2Sn3O7 precursor (top) and Le Bail fit to a
possible K2Sn4O9 unit cell (bottom). Le Bail fit is shown in grey since excess SnO2 is
present in K2Sn4O9 sample.
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Figure 3.2: Scanning electron micrographs in secondary electron imaging show that (a)
particles are formed that are (b) comprised of micron-sized rods.

is a wide transition in both materials. However, the K2Sn4O9 compound shows a sharper

decrease in reflectivity, whereas K2Sn3O7 has a gradual decrease in reflectivity over a large

energy range before its downward turn at 3.5 eV.

3.4 Conclusion

A new structure was created upon placing K2Sn3O7 in water. Since the new compound is

formed readily in water without heating, the structure is likely to be related to the starting

K2Sn3O7 structure. The cell has been indexed to the P21212 space group with a unit cell of

a=15.0135(8) Å, b=15.4272(7) Å, and c=3.1022(2) Å. The structure was too complex to be

solved using laboratory X-ray diffraction alone. UV-Vis spectroscopy shows a wide band gap

of approximately 3 eV with a sharper transition than that of the initial K2Sn3O7 structure.
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Figure 3.3: UV-Vis spectroscopy of powdered K2Sn4O9 and K2Sn3O7 both show a large
band gap, approximately of 3 eV. K2Sn4O9 has a more abrupt change in reflectivity as
compared to K2Sn3O7
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CHAPTER 4

DEVELOPMENT AND CHARACTERIZATION OF
IN SITU FLOW CELL

4.1 Introduction

In situ synthesis utilizes a time-resolved characterization technique to monitor the formation

of compounds throughout the reaction process. This technique not only gives information

about the phases that are formed and their synthesis conditions, but it also provides informa-

tion about reaction kinetics. In situ synthesis is a valuable method to discover new phases,

as transient or metastable phases can be observed. The synthesis conditions for these new

phases can then be extracted and used to isolate the new phases ex situ.

In situ heating reactions have been used to understand reaction kinetics and discover

new compounds by heating samples of a fixed composition and analyzing the reaction as it

proceeds.[50, 51, 52] In situ heating can be combined with additional synthesis techniques

to access a larger region of phase space. This combination of techniques is highlighted by

the Iversen group with the combination of in situ XRD with solvothermal and high pressure

techniques to observe the formation of nanoparticles.[53, 54]

In situ reduction reactions are used to study systems in which specific oxidation states

are metastable. In the case of vanadium oxides, in situ reduction reactions allowed for the

observation of metastable phases at pure or mixed valences.[55] Metastable phases were

stabilized and metal-insulator transitions were determined. In situ synthesis in a reducing

atmosphere allows for the controlled synthesis of metastable compounds and can be used to

probe a complex phase space.

By creating an in situ cell for studying non-ambient sample environments, phase space
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can be probed more efficiently. The cell that is discussed in this section can accommodate

a wide range of gas atmospheres for reactions up to 1000◦C. This cell is also used with a

laboratory diffractometer in order to provide a rapid method for exploring compositional

space without requiring synchrotron X-ray diffraction.

4.2 In situ cell design

In order to perform reduction reactions at elevated temperatures in an X-ray diffractometer,

an in situ cell is needed that can heat a sample while flowing gas in a transmission geometry.

While reduction reactions have been studied in reflection geometry, it is often not feasible.[56]

Many flow cells designed for X-ray diffraction in a reflection geometry are made by placing

a weakly scattering dome over the sample and heating a platinum strip under the sample.

In this type of design, hydrogen reacts with the cell at elevated temperatures. The tempera-

ture and gas concentrations experienced by the sample are not well defined in this reflection

geometry.[57]

For these reasons, the cell that was developed for the studies presented in this thesis

was modeled after an in situ cell design made by Chupas and collaborators that is used at

several national laboratories.[58] The cell was modified to be used in a Bruker D8 Advance

diffractometer using a Mo X-ray tube and is shown in Figure 4.1.

4.2.1 X-ray flow cell

The flow cell was machined out of 316 stainless steel which was chosen for its corrosion

resistance and low chemical reactivity. The design is comprised of two blocks that are

separated by two 1
4
” diameter rods. These rods can be secured using set screws and provide

flexibility in the capillary length used.

The first block, on the gas inlet side, is mounted to the goniometer by two screws. This

block consists of a 3x3 grid of 1
4
” holes, where the top center hole extends halfway through
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Figure 4.1: Schematic of the in situ flow cell showing (a) the overall design of the cell (b) a
photo of the fully assembled cell connected to the goniometer (c) the electrical connections
of that control the cell heating and (d) the gas flow setup.

the block and the rest are through holes. Another hole extends from the top of the block

to the top center hole in the grid. A 1
8
” Swagelok was welded into the top of the block

to connect to the gas line and a 1/16” Swagelok was welded into the front of the block to

connect to the sample capillary.

The second block, on the gas outlet side, consists of a 4x2 grid of 1
4
” holes. A T-shaped

1
16

” Swagelok with an elongated branch is used so that the assembly can be held in one of the

1
4
” holes with a set screw. The three branches of the Swagelok assembly go to the capillary,

thermocouple inlet, and gas outlet. A schematic and photo of the fully assembled flow cell

are shown in Figure 4.1 (a) and (b) respectively.

4.2.2 Temperature control

The sample is heated using two resistive coils. The coils are made of Kanthal wire which

has a working temperature up to 1050◦C. The Kanthal wire is wrapped around a ceramic
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rod and the ends run through a hole bored into two other ceramic rods. To achieve uniform

heating, the coils should have the same number of turns on the top and bottom, and their

spacings should be as uniform as possible. The heating coils are mounted on modified 1
4
”

diameter rods that are secured into the block using set screws. The modified rods clamp the

ceramic rods to hold them in place without cracking them.

The coils will heat when current is passed through them. The coils are connected in parallel

to reduce the total resistance of the system. The reduction in resistance was needed in order

to keep the total power supplied at high temperatures within the possible power output

of the power supply. At a temperature of 800◦C, approximately 175W are supplied by the

temperature controller which is 20% of the maximum power of the power supply. The applied

voltage is regulated by a temperature controller that is connected to the thermocouple placed

within the sample. The temperature controller uses a PID system that adjusts the voltage

applied based on the actual sample temperature from the thermocouple. The signal from

the temperature controller, which ranges from 0-5 V, is then amplified through the 30V/30A

power supply.

Care must be taken to place the thermocouple within the sample and in the heating zone.

If the thermocouple is outside of the heating zone, it will read a temperature that is lower

than the actual sample temperature. This will cause the temperature controller to send

more current to the sample so that the thermocouple reads the desired temperature and will

cause overheating of the sample. Alternatively, if the thermocouple is placed too far into

the sample, X-rays will diffract off of the thermocouple leading to extra peaks within the

diffraction pattern. An internal standard can be placed within the sample to monitor the

actual temperature of the sample. This setup is shown in Figure 4.1 (c).

4.2.3 Gas flow control

In this cell, gas flows from a cylinder through a 1
8
” gas line to the capillary and from the

capillary through a bubbler with a scrubbing solution and out through the exhaust. The
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type of gas lines and scrubbing solution must be selected based on their compatibility with

the gases and reactions that are being studied. For example, if anhydrous ammonia is used,

the gas lines would be stainless steel with dilute sulfuric acid as a scrubbing solution.

For the studies outlined in this document, two gas cylinders, Ar and 5% H2/Ar, are placed

outside of the diffractometer. Copper gas lines are taken from each cylinder into a manual

switch. The switch combines the two copper lines and runs through the diffractometer to

the gas inlet on the flow cell. The outlet of the flow cell is connected to another stainless

steel pipe that connects to a bubbler filled with mineral oil and goes out to exhaust. This

setup is shown in Figure 4.1 (d).

4.3 In situ reduction of Mn3O4

The gas flow system was first tested on the reduction of Mn3O4 because it is easily reduced

in hydrogen. The sample was placed in a quartz capillary and X-ray diffraction patterns

were collected continuously with each scan lasting 5.5 minutes. An example of a refined

X-ray diffraction pattern is shown in Figure X. The sample was heated in Ar to 400◦C. Once

at 400◦C, the gas was switched from Ar to 5% H2/Ar to reduce the sample isothermally.

Immediately after the gases were switched, MnO peaks were observed. After 80 minutes,

the sample was completely reduced from Mn3O4 to MnO. The gas was then switched back

to Ar on cooling to room temperature. The refined weight percents of Mn3O4 and MnO

throughout the reaction can be seen in Figure 4.3. Now that the reduction of Mn3O4 was

successfully observed, further reduction studies could be performed.
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Figure 4.2: Rietveld refinements of three X-ray diffraction patterns from the reduction of
Mn3O4 to MnO. They show (a) the initial pure Mn3O4 phase, (b) the partially reduced
state with both Mn3O4 and MnO phases, and (c) the final MnO phases

29



0

20

40

60

80

100

w
t%

 M
n 3O

4

0 50 100 150 200
time (mins)

0

100

200

300

400

S
et

 T
em

pe
ra

tu
re

 (
°C

)

0

20

40

60

80

100

w
t%

 M
nO

Ar 5% H2/Ar Ar

Figure 4.3: Rietveld refinement results of Mn3O4 reduction showing the change in wt% of
Mn3O4 throughout reaction (top) and the set temperature profile (bottom)

30



CHAPTER 5

HIGH-RESOLUTION AND IN SITU REDUCTION
OF FeS2

5.1 Introduction

Iron pyrite, FeS2, is a potential photovoltaic absorbing material that exhibits several promis-

ing properties, such as high quantum efficiency,[60, 61] high absorption coefficient,[62] and

a band gap of 0.95 eV.[63, 62, 64, 60, 65] Pyrite is also earth-abundant and non-toxic

making it a cost-effective alternative, especially in contrast to In-, Ga-, and Cd-containing

compounds.[60, 66] Despite these advantages, high dark currents due to low open-circuit volt-

ages limit device efficiencies and have prevented the demonstration of a viable pyrite-based

solar cell.[62, 61]

Three reasons can be invoked to explain the limited efficiency of pyrite: phase equilibria,

surface effects, and intrinsic defects. These issues are not mutually exclusive. The first

problem of phase equilibria is the most straightforward to probe. Any presence of magnetic,

metallic pyrrhotite Fe1−δS precludes uniform semiconducting behavior.[67, 68, 69] Synthesis

or annealing with sulfur overpressure seems to eliminate pyrrhotite and any amorphous

sulfur-deficient phases.[70, 69, 71, 72]

The second problem of surface effects has been investigated computationally.[73, 74, 75]

Several investigations into the formation of defects along the lowest energy surface, the (100)

plane, have shown that the formation energy of sulfur vacancies decreases when moved from

Reproduced from reference [59] with permission of the International Union of Crystallography
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the bulk to the surface. This can create surface states within the band gap, lowering the band

gap from 0.95 to 0.34 eV.[76] Studies have also found that samples annealed in a sulfur-rich

environment, which could prevent the formation of sulfur-deficient phases, can also form a

metallic sulfur-rich surface layer that decreases the open circuit voltage, limiting the material

for photovoltaic applications.[77]

The third problem, that of intrinsic defects, has also received recent computational treat-

ment. Density functional theory studies have reached a consensus that intrinsic defects in

pyrite, such as sulfur vacancies, VS, have relatively high formation energies, on the order of

2-3.5 eV.[78, 72, 79, 76, 80] The concentration of sulfur vacancies at synthesis temperatures

should be below 1014 cm−3, with the caveats noted by Hu that oxides often display many

vacancies with supposed high formation enthalpies and that the charge states of defects

in pyrite are not established.[78] So, it is perhaps not surprising that the reported defect

concentrations would vary from 1020 to < 1010 cm−3.[81, 82]

Here high-resolution and in situ X-ray diffraction (XRD) is used to monitor the lattice

parameter of FeS2 and the formation of secondary phases in order to rule out pervasive bulk

defects in FeS2. However, this characterization requires careful analysis and standardization.

Pyrite has the cubic Pa3 structure, shown in Figure 5.1, and can be described as an NaCl

analog with Fe2+ cations and S2−
2 anions.[83] Over 50 compounds adopt the MX2 pyrite

structure.[84, 85] Many are considered to be line compounds, such as CoS2 and CuS2.[86]

While there are examples of non-stoichiometric structures, notably NiS2−δ, these structures

are thought to have variable metal concentrations with stable anion concentrations.[87]

The synthetic techniques that have historically produced pyrite must be considered when

investigating its intrinsic stoichiometry range. These techniques include chemical vapor

transport (CVT),[62, 61, 88, 64, 81, 89, 71] metalorganic chemical vapor deposition (MOCVD),

[90, 91] sulfurization of iron and iron oxides,[92, 93, 94, 95, 96, 97, 98, 68, 99] solvother-

mal synthesis,[100, 101, 102, 103] flux growth, [104] electrodeposition,[105] and solid-state

methods.[106] Crucially, some of these studies into pyrite stoichiometry, such as those per-
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Figure 5.1: Crystal structure of pyrite FeS2 showing Fe2+ cations on an fcc sublattice and
S2−

2 dimers. Reproduced from reference [59] with permission of the International Union of
Crystallography

formed by Nakamura, Birkholz, and Reijnen, include carrier gases or additives that can

incorporate into the pyrite lattice and convolute studies of its intrinsic behavior.[81, 91, 105]

The solid-state methods used here avoid inclusion of foreign elements.

Several different Fe-S phase diagrams are used that depict different thermodynamic behav-

iors versus temperature. Some show FeS2 as a line compound,[106] while others show FeS2

with a stoichiometry range of FeS2−δ, where δ ranges from 0.05 to 0.25.[89] In this study, in

situ XRD is utilized to map the extent of non-stoichiometry in FeS2. By performing in situ

XRD experiments in a reducing atmosphere, the stoichiometry range of FeS2 can be fully

investigated.

5.2 Methods

Iron sulfide powders were synthesized from elemental Fe (Alfa, 99%) and S (Alfa, 99.5%).

Iron powder purity was verified to be greater than 99.8% by X-ray fluorescence (XRF) with

a Shimadzu EDX-700 energy-dispersive X-ray fluorescence spectrometer. Sulfur powder was

33



purified three times prior to use through a sublimation process. Sublimation was performed

by placing sulfur into a sealed and evacuated quartz ampoule with a 120◦ bend in the middle.

The side of the tube with sulfur was placed in the hot zone of a tube furnace which was tilted

at a 30◦ angle and preheated to 400◦C. The other end of the tube remained outside of the

furnace to create a cold zone for the sulfur to condense. The black, hydrocarbon-containing

impurities remained in the hot end of the tube for the first two runs.

Pyrite samples were synthesized by mixing Fe and S powders together in nominal compo-

sitions of FeSx, where 1.90 ≤ x ≤ 2.25. The powders were mixed under argon using an

agate mortar and pestle, then loaded into 15 mm diameter quartz tubes, and sealed under

vacuum. The tubes were heated for 24 hours at 600◦C with heating and cooling rates of

10◦C/min.

High-resolution ex situ synchrotron powder XRD was performed on vacuum-sealed samples

at the 11-BM beamline at the Advanced Photon Source (APS) using 30 keV X-rays (λ =

0.414621 or 0.414167 Å, calibrated by Si in two separate batches of runs).

High-temperature in situ powder XRD was performed using a Bruker D8 Advance diffrac-

tometer using a Mo-Kα source. The samples that were used in the high temperature diffrac-

tion experiments were synthesized with nominal excess-sulfur stoichiometry FeS2.25 and were

mixed with 30 wt% MgO powder (Strem Chemicals, 99.5%) to monitor the sample temper-

ature. The heating and cooling rates were 5◦C/min.

In situ reduction experiments were performed in a resistively-heated capillary flow cell

where the mounted samples were placed in an open-ended 1 mm diameter fused silica

capillary.[58] The flow cell system was purged with Ar gas for one hour prior to heating.

Argon was passed over the sample during heating and cooling. Upon equilibration at 400◦C,

5% H2/Ar flow was initiated at approximately 60 sccm. In situ heating experiments were

performed using samples sealed inside of a 0.7 mm diameter fused silica capillary that was

placed inside an unsealed 1 mm capillary. A scan time of 1244 seconds (∼20 minutes) was

used for each in situ XRD pattern. Rietveld refinements were performed using TOPAS 5.
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Crystal structures were visualized using VESTA.[107]

5.3 Results and Discussion

5.3.1 High-resolution diffraction of the claimed stoichiometry range

Samples were prepared with nominal stoichiometries from FeS1.9 to FeS2.25. If the stoichiom-

etry were to vary across the range of sulfur content, as in TiS2, the lattice constants should

change linearly with respect to anion occupancy due to Vergard’s law in the single phase

regime.[108, 109] These large concentrations of vacancies, as claimed by Birkholz, should be

observable, especially in high-resolution data, as demonstrated by Lussier’s study on oxygen

content in YPrO3−δ.[81, 110] On the other hand, no deviations in lattice parameter or rela-

tive peak intensities would be observed for a line compound—rather, the appearance of new

secondary phases would signal crossing from the FeS2 + S to the FeS2 + Fe1−δS two-phase

region.

High-resolution, ex situ XRD was used to determine the structure of pyrite on the S-poor

and S-rich sides of its stability range. As seen in Figure 5.2, due to the extremely high

signal-to-noise ratio in synchrotron XRD data, secondary phases are able to be observed at

all nominal stoichiometries. A transition from sulfur-poor to sulfur-rich secondary phases is

observed between the nominal stoichiometries of FeS2.1 (Fe7S8-containing) and FeS2.15 (S8-

containing). The presence of marcasite, an FeS2 polymorph, can be ruled out in all samples

since its no additional peaks corresponding to the phase are observed. [111, 112]

While this transition occurs at a nominal sulfur-to-iron ratio larger than 2, some sulfur

vapor pressure is inevitable at the processing temperature of 600◦C and deposits on the walls

of the ampoule upon cooling. This deposition of sulfur necessitates a slight excess of sulfur

for bulk synthesis to obtain a sample with FeS2 stoichiometry.

The refined FeS2 lattice parameter (a), and 8a sulfur position, (u, u, u), obtained using

Rietveld refinement are shown in Table 5.1. For each nominal stoichiometry, the sulfur
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Figure 5.2: Rietveld refinement of 11-BM data for samples that span the pyrite Fe:S ratio.
The most phase pure sample was synthesized at a nominal sulfur content of 2.1, which is
higher than the stoichiometric value of 2. Excess sulfur is present in samples with a higher
sulfur content than 2.1 and Fe7S8 is present in samples with a lower S content. Reproduced
from reference [59] with permission of the International Union of Crystallography
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Table 5.1: Structural parameters for FeS2 obtained from Rietveld refinement of
high-resolution X-ray diffraction patterns from 11-BM. S:Fe ratios shown are nominal
values. Reproduced from reference [59] with permission of the International Union of
Crystallography

S:Fe Ratio a (Å) u Rwp

1.9 5.418026(4) 0.38475(3) 11.650
1.92 5.418030(2) 0.384733(19) 8.147
1.94 5.418017(3) 0.38475(2) 9.792
1.96 5.418067(3) 0.38477(2) 9.754
1.98 5.418035(3) 0.38478(3) 9.947
2 5.418053(3) 0.38473(2) 9.488
2.05 5.4179979(19) 0.384781(18) 8.179
2.1 5.4179922(19) 0.384773(18) 8.373
2.15 5.4180053(17) 0.384787(16) 7.823
2.2 5.4180516(18) 0.384756(17) 7.565

occupancy values were able to be refined and FeS2 in each sample was determined to be of

stoichiometric composition within 0.0075%. The sulfur occupancy was also refined allowing

for oxygen alloying on the sulfur site in case of contamination, and no change in occupancy

was observed. The goodness of fit is shown to increase as the nominal stoichiometry decreases

due the fit of sulfur-poor phase, Fe7S8. As the amount of Fe7S8 increases, Rwp value also

increases. Fe7S8 is difficult to fit due to its large number of ordered defect structures and

small wt% within the sample.

The lattice parameter of the pyrite FeS2 phase from the data in this study, as well as other

previously published works, is shown in Figure 5.3. The standard deviation, σ, in the refined

lattice parameters is 2.5×10−5 Å for nominal stoichiometries of FeSx where 1.90 ≤ x ≤ 2.2.

There is no statistically significant change in the pyrite lattice parameter between the S-rich

and S-poor (Fe7S8-containing) samples. Within the limits of ex situ synchrotron diffraction,

pyrite prepared with autogeneous sulfur pressure behaves like a line compound.
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5.3.2 Comparison to previous studies

The most notable studies of the experimental pyrite stoichiometry are those of Birkholz,

Fiechter, and de las Heras[81, 89, 92]. Their findings are summarized in Table 5.2 and those

with lattice parameters are plotted alongside this studies in Figure 5.3. Table 5.2 outlines

the proposed defects and characterization techniques of similar studies as well. The first

section of this table highlights studies that specifically study sulfur vacancies in FeS2, while

the subsequent sections highlight other defects observed in FeS2. Here, the findings of this

study are critically compared with those of the three most relevant studies.

Studies 1 & 2: Birkholz, 1991 and Fiechter, 1992.

In CVT growth studies by Birkholz and Fietcher, crystals of “FeS2−δ” were grown using a

Br2 transport agent. These crystals were crushed and analyzed using powder XRD, induced

coupled plasma atomic emission spectroscopy (ICP-AES), pycnometry, and transmission

electron microscopy. While many cite these studies to show that FeS2−δ has a stoichiometry

range from δ = 0.05 to 0.25,[92, 113, 114] this study is in agreement with those of Yu, Berry,

and Ellmer which state that this stoichiometry range is smaller than previously reported and

the percentage of sulfur vacancies in the lattice is most likely ≤ 1%.[72, 115, 116]

The lattice parameters in these studies were determined using laboratory XRD with whole

pattern refinements, however no standard material was included to quantify or reduce sys-

tematic errors. These lattice parameters for these CVD samples have a total spread of

4×10−4 Å for a S:Fe ratio ranging from 1.75 to 2.05. The S:Fe ratio of these materials was

determined using refinements of laboratory XRD by Birkholz while Fiechter also utilized

ICP-AES and coulometric measurements.

Relying on standardless laboratory XRD data to determine precise lattice parameters

and site occupancy without a standard is unreliable, and doping on sulfur sites by bromine

would convolute with the noise in the measurement. Luck used ICP-AES to show that

cystals grown by Fiechter using CVT methods had Br impurities from the transport agent
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(30-280 µg/g) and P impurities from the sulfur source (170-210 µg/g).[117] Electron spin res-

onance measurements performed by Siebert determined Br will create Br–S bonds in the FeS2

lattice.[118]. Hu calculated that these Br–S bonds act as an n-type dopant in the lattice.[78]

Phosphorus has also been observed occupying the S site in similar compounds.[117] If Br or

P were to occupy the S site, this could explain the decrease in the sulfur content observed

using ICP-AES.

Study 3: de las Heras, 1995.

In this study, iron films on glass substrates were sulfidized at different sulfur pressures

and temperatures. The resulting film were between 430 and 700 nm thick.[92] The lattice

parameter and sulfur occupancy were refined simultaneously to laboratory Cu-Kα XRD data.

The reported occupancy in particular is dubious since the refinement is only fit to nine low-

intensity peaks, when additional degrees of freedom include the sulfur position, u, and at

least two atomic displacement parameters. The stochiometries and their errors were not

confirmed by other methods. Large deviations in reported lattice parameters at the same

claimed S:Fe ratio are additional signs that systemic errors may dominate the stoichiometry

determination.

In the study by de las Heras, samples were synthesized at various temperatures and sulfur

vapor pressures, so it is crucial to determine whether the S content in pyrite is fixed (as it

appears in the ex situ data) or flexible as a function of S partial pressure.

This study.

The high purity of the samples (containing Fe and S only) in this study is supported by ex

situ refinements and purification of S precursors. No evidence of oxide phases or deviations

in S occupancy were present in any of the high-resolution 11-BM diffraction patterns, as

seen in Figure 5.2 and Table 5.1.

High-resolution XRD provides the most precise lattice parameters, and accuracy is ensured
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Figure 5.3: Comparison of pyrite lattice parameters from multiple studies. The graph
shows that the refined 11-BM lattice parameters in this study show a smaller change over
the nominal stoichiometry range as compared to previous studies. Reproduced from
reference [59] with permission of the International Union of Crystallography

by calibration using a Si standard for each set of runs. This study shows no evidence of lattice

parameter deviations larger than σ = 2×10−4 Å and instead points to other defects, such

as the formation of secondary phases, as the primary defect when synthesizing FeS2.

Comparison to similar compounds.

Some pyrite-structure compounds display intrinsic non-stoichiometry (NiS2 and CoSe2), but

they are exceptions to the rule.[87, 119] The ex situ deviations in lattice parameter are

vanishingly small in comparison to those of a flexible pyrite, NiS2−δ, and non-stoichiometric

Fe1−δS (Figure 5.4). NiS2−δ shows a 1.3×10−2 Å difference in lattice parameter over a 10%
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Figure 5.4: Comparison of deviations in lattice parameters of non-stoichiometric NiS2−δ
and Fe1−δS. The graph shows the change in lattice parameter with respect to the lattice
parameter measured at the stoichiometric composition (x=0). The FeS2 data from this
study shows practically no change over the nominal stoichiometry range as compared with
other similar compounds. Reproduced from reference [59] with permission of the
International Union of Crystallography

sulfur range.[87] Fe1−δS shows a 8×10−3 Å difference for a 0.8% decrease in iron content.[120]

Existing claims about pyrite only show a contraction of 4×10−4 Å for a reported 13% decrease

in sulfur content.[81]

The spread in lattice parameter for pyrite NiS2−δ is two orders of magnitude larger than

the changes observed in the ex situ synchrotron work in this study, as well as the previ-

ous studies by Birkholz and Fietcher which claimed to be seeing a comparable change in

stoichiometry.[81, 89] From this vantage point, the intrinsic FeS2 stoichiometry range is very

narrow. If one assumes that the relationship between lattice parameter and stoichiometry

in FeS2 is similar to that of NiS2−δ, then a deviation in lattice parameter of 2×10−4 Å sets

a ceiling on sulfur deficiency around 0.02% (200 ppm).
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Table 5.2: Overview of previously published literature results on the synthesis of FeS2

highlighting the defect model, synthesis method, characterization techniques used, and the
purpose of the paper that presented the work. Reproduced from reference [59] with
permission of the International Union of Crystallography

Proposed Defect Synthesis Characterization Purpose of Study Citation
Non-stoichiometry due to sulfur vacancies

Sulfur vacancies CVT - Br ICP-AES, XRD Stoichiometry of FeS2 [81]
Sulfur vacancies CVT - Br XRD, Density,

TEM
Stoichiometry of FeS2 [89]

Sulfur vacancies Iron sulfidation XRD Thin film
microstructure

[92]

Common defects in CVT growth
Sulfur vacancies,
Br incorporation

CVT - Br ICP-MS, ICP-AES Purity of synthetic
FeS2

crystals

[117]

Br incorporation CVT - Br ESR Effect of transport
agent

[118]

Common defects in thin film growth
Sulfur
interstitials,
iron vacancies

Steel Sulfidation XRD, Raman Nanowire growth [121]

C,H,O
incorporation,
marcasite
impurity

APCVD XRD, Raman,
Auger, SIMS,
RBS, XPS

Thin film growth [115]

Marcasite
impurity

Thermal
Sulfidation

Raman Thin film growth [67]

Fe1−xS impurity Thermal
Sulfidation

WAXRD, Raman,
EDS

Thin film
stoichiometry

[69]
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5.3.3 In situ reduction of FeS2

The ex situ studies above show that pyrite prepared at a specific condition (600◦C, vacuum)

behaves as a line compound. Ex situ work, however, does not address the behavior of defects

at elevated temperatures. Sulfur vacancies that are formed at elevated temperatures may re-

combine with sulfur vapor on cooling, creating an appearance of FeS2 as a line compound. In

situ reduction reactions allow us to probe the temperature dependence of vacancy formation.

In order to determine whether FeS2 could be sulfur-rich at elevated temperatures, in situ

heating experiments in the presence of excess sulfur in a sealed capillary were performed.

If excess sulfur is present in the structure, one would expect an expansion of the FeS2

lattice to accommodate the excess sulfur. This study began with a sample with a nominal

stoichiometry of FeS2.25, which has even more excess crystalline sulfur present than the FeS2.15

sample in Figure 2(a). The sample was heated in a sealed capillary to 400◦C with excess

sulfur present; no change of the FeS2 lattice parameter was observed, as seen in Figure 5.5.

The standard deviation, σ, of the FeS2 lattice parameter is 7.6×10−5 Å for the diffraction

patterns collected at 400◦C.

Next, this study investigated the lower bound on sulfur content within FeS2. If FeS2 is a

line compound with a fixed stoichiometry, there should be no observable change in the pyrite

lattice parameter during isothermal reduction from S-rich to S-poor. If single-phase FeS2

has a significant compositional width due to sulfur vacancies, the lattice parameter should

change upon reduction. This behavior is shown in the oxidation of defect perovskites, such

as SrCoO2.5+δ. [122]

The in situ reduction reaction was performed using a sample with a nominal stoichiometry

of FeS2.25 at 300◦C and 400◦C. The diffraction patterns from a reduction run performed at

400◦C are shown in Figure 5.6. The sample was ramped (under Ar) to 400◦C and held for

four scans (∼ 80 minutes) to ensure equilibration. Reduction by 5% H2/Ar showed that

sulfur-poor Fe7S8 (marked by asterisks) begins to form within the first 40 minutes of H2

flow.
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Figure 5.5: Data from nominal FeS2.25 heated in a sealed capillary to 400◦C showing (a)
refined FeS2 lattice parameter from Rietveld refinements and (b) average temperature of
each measurement. Reproduced from reference [59] with permission of the International
Union of Crystallography

Rietveld refinements of the in situ data reveal lattice parameter trends and Fe7S8 content

shown in Figure 5.7. In this experiment, he formation of sulfur-deficient Fe7S8 was observed

in conjunction with an apparent contraction in the lattice parameter of 1.91×10−3 Å and

2.13×10−3 Å for runs at 300◦C and 400◦C respectively. This contraction is of the same order

of magnitude as previously reported non-stoichiometric compounds shown in Figure 5.4.

During the reaction, the lattice parameter of FeS2 increased and decreased as expected

due to thermal expansion. Upon isothermal reduction, Fe7S8 appears within the first two

scans. As the reduction proceeds, a small lattice parameter change is also observed. While

this lattice parameter change could indicate that intrinsic defects are present in the FeS2

structure, further investigation of the peaks indicates that this shift is most likely due to

inhomogeneous strain in the starting material.

It is critical to include a MgO standard to ensure that thermal expansion or drift of the

sample during heating is not misinterpreted as lattice contraction or expansion of pyrite.

The lattice parameters of the MgO standard were constrained to be constant throughout
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Figure 5.6: Waterfall plot of in situ X-ray diffraction reduction of FeS2 at 400◦C. Lattice
parameters are observed to expand and contract on heating and cooling respectively.
Sulfur-deficient Fe7S8 peaks, denoted by (*), begin to appear after H2 gas starts to flow.
Peaks from the MgO standard, denoted by (M), can be observed throughout the entire
reaction. Reproduced from reference [59] with permission of the International Union of
Crystallography
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the isothermal reduction, while the pyrite lattice parameters were refined in the experiment

in Figure 5.7(a). Even with the MgO lattice parameter allowed to refine (Figure 5.7(c)), the

apparent contraction of the pyrite lattice is obvious.

To verify the lattice parameter refinement at elevated temperatures, the lattice parameter

of FeS2 was locked to the initial refined value at high temperature and compared to the

data at the end of the reduction reaction, still at 400◦C. As shown in Figure 5.8(a), the

non-refined lattice parameter does not accurately fit the FeS2 peaks. It is only when the

FeS2 lattice parameter is refined in Figure 5.8(b) that the peaks are properly modeled.

The deviation in lattice parameter during the reduction was 1.91×10−3 Å for a 11.3%

change in weight percent for FeS2 at 300◦C and 2.13×10−3 Å for a 74.9% change in weight

percent for FeS2 at 400◦C. The initial and final lattice parameters were obtained from the

refinements of long, 1-hour scans taken before and after the reduction process as seen in

Figure 5.9.

Does the apparent lattice contraction in lattice parameters in Figure 5.7(a) mean that

pyrite begins to host sulfur vacancies as it is reduced? In fact, no. A closer look at the final

and initial diffraction patterns in Figure 5.10 shows that the reduced pyrite peaks never move

from the “footprint” of the initial peak. No region of altered stoichiometry is necessarily

created. Surface strain or disorder is a more likely explanation for the expanded state of

pyrite at the beginning of the reaction. Additionally, one would expect FeS2−δ to expand

during reduction as does NiS2−δ, not contract.

5.4 Conclusions

Studies have shown conflicting views on the extent of non-stoichiometry in FeS2. Early stud-

ies on CVT-grown single crystals claimed that pyrite could have a sulfur deficiency upwards

of 12%, while recent computational treatments calculate a maximum vacancy concentration

below 1014 cm−3. [89, 78] The studies on single crystals, however, had problems with sev-
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Figure 5.7: Rietveld refinement results of X-ray diffraction reduction data shown in Figure
5.6 with (a) lattice parameters and weight percent with MgO lattice parameters locked, (b)
temperature profile of the reaction from the thermocouple throughout the reaction process,
and (c) refinement of MgO and FeS2 lattice parameters. Reproduced from reference [59]
with permission of the International Union of Crystallography
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Figure 5.8: Rietveld refinements of the last high temperature pattern in the 400◦C
reduction with the lattice parameter locked to the initial high temperature value (a, c) and
the refined lattice parameter (b, d) for two different high angle peaks. The refinement with
the lattice parameter locked shows an offset between the data and the fit. Reproduced
from reference [59] with permission of the International Union of Crystallography
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Figure 5.9: Rietveld refinements of pyrite X-ray diffraction patterns with added MgO
standard (a) before and (b) after in situ reduction at 400◦C. The lattice parameter of FeS2

contracts by 2.13×10−3 Å from 5.41527(10) Å before the reduction to 5.41314(15) Å after
the reaction is completed. Reproduced from reference [59] with permission of the
International Union of Crystallography
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Figure 5.10: Peaks for initial and final scans from 400◦C reduction. While the peaks show
a slight shift, none of the final peaks separate from their initial peak. This shows that no
new regions with a stoichiometry different from the initial sample are created during
reduction. Reproduced from reference [59] with permission of the International Union of
Crystallography
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eral sources of potential contamination that lead to incorrect interpretations of spectroscopy

results that gave the illusion of large sulfur deficiency values. The results in this study con-

tradict these studies and do not indicate a large compositional width in FeS2, and instead

put an upper boundary on potential vacancies based on the detection limits of XRD tech-

niques. Our results also more closely resemble recent computational efforts and thin film

synthesis work that points to the formation of sulfur-deficient secondary phases with much

lower possible concentrations of sulfur vacancies in FeS2.[78, 69, 70, 72]

Pyrite formed with autogeneous partial pressures of sulfur does not contain enough intrin-

sic vacancies to be resolved in high-resolution diffraction. Calibration of XRD experiments

by using appropriate standards is crucial to determine whether the observed trends arise

from the material or from noise. Our study found that a sensitivity greater than 10−4 Å

would be needed to determine any trends in lattice parameter with relation to defect forma-

tion in ex situ data. At this resolution, FeS2 could have a sulfur vacancy concentration of

up to 0.02% when compared to NiS2−δ.

In situ reduction of FeS2 showed no observable single-phase compositional width present

in FeS2. Instead sulfur-deficient secondary phases were formed almost immediately. While

intrinsic defects could still be present, no region of altered stoichiometry was observed.

A small compositional window could be observed using a less powerful reducing agent or

high-resolution XRD at high-Q values. Other techniques that could be utilized to probe

intrinsic defects concentrations below the detection of XRD are secondary ion mass spec-

troscopy (SIMS) which provides impurity concentrations as a function of depth in the mate-

rial, X-ray photoelectron spectroscopy (XPS) which shows defects based on surface bonding

states, or photoluminescence (PL) which detects low concentrations of defects based on

low-temperature spectral peaks associated with specific material impurities.[123, 115, 124]

This study shows that to synthesize pure FeS2, one of the most important requirements

is pure precursor materials. By using solid-state synthesis, purified precursors, and rigorous

XRD experiments, sources of contamination were eliminated and sources of experimental
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error in measurements were minimized. This allowed for more confidence in stoichiometry

values obtained from XRD. It was also observed that secondary phase formation can be

controlled by synthesizing FeS2 at autogeneous partial pressures of sulfur.
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CHAPTER 6

IN SITU REDUCTION OF K-Sn-O COMPOUNDS

6.1 Introduction

The K-Sn-O phase diagram hosts six ternary phases with known structures. These phases

lie on one of two lines between either KO2 and SnO2 for Sn4+-containing compounds or KO2

and SnO for Sn2+-containing compounds. While several phases have been realized on the

K-rich side of the phase diagram, no Sn2+-containing compounds have been discovered with

a Sn content higher than a 1:1 ratio of K:Sn.

Reducing known compounds provides a synthesis route that could yield more kinetically

stable phases. Since precursors do not need to be reacted at high temperatures, reductions

can be performed at low temperatures that are not traditionally probed. At these temper-

atures, oxygen can be slowly removed from the system allowing for the exploration of the

phase space below the Sn4+ line.

In situ reduction reactions can also be used to explore the phase space in between the

Sn4+ and Sn2+-containing compounds to explore the possibility of discovering a material

with mixed valence tin. While the formation of mixed valence tin oxides is rare and the

compounds are metastable, some mixed valence binary tin oxides have been observed.[125]

Here, in situ reduction reactions are performed in an attempt to discover new Sn2+ or

mixed valence compounds. Reduction reactions are performed on multiple Sn4+ phases to

explore the empty Sn-rich region of the phase diagram.
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6.2 Methods

K2Sn3O7 was synthesized using KO2 and SnO2 in a molar ratio of 2:3 K:Sn. KO2 and SnO2

were ground by hand in an agate mortar and pestle in a N2 filled glove bag. The mixture was

fired in uncovered alumina crucibles at 900◦C for 9 hours in a N2 atmosphere. The mixture

was heated in a box furnace with heating and cooling rates of 10◦C/min.

In situ reduction experiments were performed in a resistively-heated capillary flow cell

where the mounted samples were placed in an open-ended 1 mm diameter fused silica

capillary.[58] The flow cell system was purged with Ar gas for one hour prior to heating.

Argon was passed over the sample during heating and cooling. Upon equilibration at the

max temperature (400 or 500◦C), 5% H2/Ar flow was initiated at approximately 60 sccm.

All samples were mixed with 30 wt% MgO as a temperature standard. The X-ray diffraction

patterns were measured using Mo-Kα radiation with a 2θ range of 5-31 degrees with a scan

time of 920 s.

Rietveld refinements to X-ray data was performed using Topas 5. X-ray diffraction data

was plotted with GSAS-II.[126]

6.3 Results and Discussion

6.3.1 In situ reduction of K2Sn3O7

K2Sn3O7 was placed in a quartz capillary with 30 wt% MgO as a temperature standard. The

capillary was reduced in 5% H2/Ar gas at both 400 and 500◦C. No reaction was observed

upon heating K2Sn3O7 to the max temperature and at both temperatures K2Sn3O7 was

observed to reduce into K2Sn2O3 within the first 15 minutes in the reducing atmosphere.

The samples continued to reduce to K2SnO3 over time and only 9 wt% remained after 6

hours at 500◦C. Upon cooling the capillaries K2Sn3O7 persisted to room temperature and

metallic Sn crystallized. The contour plot showing the peak intensities over time for the
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Figure 6.1: Contour plot of X-ray diffraction data from the in situ reduction of K2Sn3O7 at
500◦C in 5% H2/Ar gas. Upon reduction in 5% H2/Ar gas, K2Sn2O3 appears increases and
K2Sn3O7 is reduced. On cooling Sn is observed to crystallize from a molten state.

reduction at 500◦C. is shown in Figure 6.1. No new phases were observed to form during

the reduction of K2Sn3O7, however, this reaction is the first synthesis method to produce

K2Sn2O3 without the use of K2O.

Since the K2SnO3 almost immediately upon reducing K2Sn3O7, it is possible that the a

transition period with an intermediary phase could have been missed. If any intermediary

phase is present for less than the scan rate, the peaks can be missed since they would only

be present for a short period of the total collection time. This problem can be alleviated by

either slowing the reaction by changing the reaction temperature or reducing agent or the

data could be collected with a 2D detector that would collect the whole diffraction pattern

at once rather than scanning through a range of 2θ values. If peaks are observed in part of

the diffraction pattern, but a whole pattern cannot be collected, using a 2D detector would

be ideal for observing these phases.

In order to slow the reaction in this study, K2Sn3O7 was also heated to 400◦C in a N2

atomosphere to deduce if any intermediate phases were formed during the reduction that

were not observable because of the quick reduction time when using 5% H2/Ar gas. No
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Figure 6.2: Contour plot of X-ray diffraction data from the in situ reduction of K2Sn3O7 at
400◦C in N2. No change occurs and K2Sn3O7 is present throughout the entire reaction.

changes were observed in the K2Sn3O7 sample after 6 hours at 400◦C in N2. The contour

plot showing the peak intensities over time for the reaction at 400◦C in N2 is shown in Figure

6.2. It is possible that by using a gas that is less reducing than 5% H2/Ar but more reducing

than N2 could yield intermediary phases, but no such phases were observed in this study.

6.3.2 In situ reduction of K2Sn(OH)6

K2Sn(OH)6 was placed in a quartz capillary with 30 wt% MgO as a temperature standard.

No reaction was observed on heating in an Ar atmosphere to 400◦C. Once at 400◦C, the

temperature was held in order to ensure temperature stability before starting the reduction.

During this hold at 400◦C a new phase was observed. This new pattern could not be refined

to any known potassium tin oxides or hydroxides. Upon further investigation, the peaks

match a phase, K2SnO3·3H2O, from a previous study by Tournoux.[9] The investigation of

this phase will be discussed further in Chapter 7.

After 1 hour at 400◦C, this new phase was observed to reduce into K2Sn2O3 within the

first 15 minutes in the reducing atmosphere. Once again the amount of K2Sn2O3 increased
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Figure 6.3: Contour plot of X-ray diffraction data from the in situ reduction of K2Sn(OH)6

at 400◦C. Upon reaching 400◦C, K2Sn(OH)6 disappears and a new phase is formed. When
this phase is reduced in 5% H2/Ar gas, K2Sn2O3 appears and persists for the remainder of
the reaction.

with reduction time. Since the reduction forms K2Sn2O3, a potassium-rich phase should also

be observed upon reduction. It is possible that this phase may not be observed due to the

formation KOH that is being removed with the gas flow during the reduction process. The

contour plot showing the peak intensities over time for the reduction at 400◦C. is shown in

Figure 6.3.

6.4 Conclusion

Two different Sn4+-containing compounds were reduced in 5% H2/Ar gas using the in situ

gas flow cell discussed in Chapter 5. These compounds were chosen to investigate the empty

phase space for tin-rich Sn2+-containing compounds. This study did not show any evidence of

new Sn2+-containing compounds in this region of the phase diagram. However, the synthesis

conditions of a new phase that was created on heating K2Sn(OH)6 were determined.

While no new phases were realized, this study shows an effective, rapid search of phase
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space. Each in situ reaction was performed over the course of approximately 12 hours in

a laboratory environment. By utilizing in situ characterization in carefully chosen material

systems, effective high-throughput materials discovery can be performed.
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CHAPTER 7

DECOMPOSITION OF K2Sn(OH)6

7.1 Introduction

K2Sn(OH)6, often referred to as K2SnO3·3H2O, is frequently used as a reactant to synthesize

Sn-based compounds, such as nanoparticles and hollow SnO2 spheres because of its high

solubility in water at a wide range of compositions.[127, 128, 129] .

While the structure of K2Sn(OH)6 has been investigated and refined, relatively few studies

have discussed other potassium stannate hydroxides.[130] Initial results on the decomposition

of K2Sn(OH)6 were noted by Tournoux in his studies of the K-Sn-O system. Tournoux high-

lighted two decomposition phases which he referred to as 3K2SnO2·2H2O and K2SnO3·H2O,

but did not provide crystal structures for either phase.[9] These two compounds were noted

to form as K2Sn(OH)6 was heated in either vacuum or a nitrogen atomsphere. The noted

compositions were based on the amount of weight loss on heating rather than the potential

structures that were formed.[9]

Here, a study of the decomposition K2Sn(OH)6 is performed and the structure of the new

phase, referred to as K2Sn(OH)x is investigated.

7.2 Methods

K2Sn(OH)x and K2SnO3 were synthesized by firing K2Sn(OH)6 that was ground in an agate

mortar and pestle. Both samples were fired in uncovered alumina crucibles in a N2 atmo-

sphere within a box furnace. K2Sn(OH)x was fired at 400◦C for 1 minute with heating and
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cooling rates of 5◦C/min and K2SnO3 was fired at 600◦C for 9 hours with heating and cooling

rates of 10◦C/min.

Rietveld refinements to X-ray data was performed using Topas 5.

Fourier transform infared (FTIR) spectroscopy was performed with a Nicolet Nexus 670

FTIR. C,H,N analysis was performed using a Exeter Analytical CE 440.

7.3 Results and Discussion

7.3.1 Decomposition of K2Sn(OH)6 in N2

In Chapter 6, a new phase was observed by heating K2Sn(OH)6 to 400◦C in an inert atmo-

sphere. These synthesis conditions were used to isolate the new phase, K2Sn(OH)x, ex situ.

After a systematic set of experiments were performed with a range of reaction times, it was

found that heating K2Sn(OH)6 to 400◦C and holding for one minute in a N2 atmosphere

yielded the purest sample containing only the desired new phase.

In order to further study the phases formed by heating K2Sn(OH)6 in an inert atmosphere,

the reaction time at 400◦C was increased. The formation of K2Sn(OH)6 increases with

reaction time. It should be noted that the reaction is also reversible. When placed at room

temperature in air, K2SnO3 will transform back to K2Sn(OH)6 over the course of a couple

hours.

7.3.2 Investigation of intermediate phase

K2Sn(OH)x has not been previously investigated. From the decomposition reaction, a K:Sn

ratio of 2:1 must be maintained throughout the formation of the secondary phase. This

ratio would be consistent with the prediction by Tournoux that the phase is 3K2SnO2·2H2O,

however, since the starting material is a hydroxide it would be more likely that the secondary

phase is also a hydroxide compound rather than a hydrate.[9]
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Table 7.1: C,H,N analysis results for the weight percent of hydrogen within each sample.
Two batches of the intermediary phase were analyzed and are compared with other known
materials.

Sample Theory (wt%) Run 1 (wt%) Run 2 (wt%)
K2Sn(OH)6 2.02 2.05 2.15
K2SnO3 0 0.54 0.50
K2Sn3O7 0 0.38 0.35
RM642 ? 0.89 0.91
RM641 ? 0.81 0.81

X-ray diffraction was performed on the powder of the new phase to confirm that no known

impurity phases were present. The diffraction pattern was indexed to the P222 space group

with a unit cell of a=13.518(2) Å, b=6.1699(7) Å, and c=9.3973(12) Å. The structure can

be similarly indexed to the C222 space group as well. A Le Bail fit to the indexed cell is

shown in Figure 7.1

C,H,N anaylsis was performed to determine the weight percent of hydrogen within the

sample. The results from two pure batches, RM641 amd RM642, of the new phase are shown

in Table 7.1 alongside the results for three materials with a known hydrogen weight percent.

The results show that the new phase has an elevated weight percent when compared to

known oxide compounds and significantly less hydrogen content than the starting K2Sn(OH)6

precursor. The average hydrogen weight percent for the sample is 0.86 wt%, which is higher

than the expected value if the composition was equivalent to the 3K2SnO2·2H2O phase that

was predicted.

FTIR spectroscopy was performed to investigate the potential functional groups present in

the new structure. K2Sn(OH)6 shows a large broad peak at 3400 cm−1 which characterizes

the O-H vibrations in the material. The new phase, on the other hand, does not have a

peak in this position and instead has a broad peak at 3210 cm−1. While shifted, this peak

is still in the range to describe O-H vibrations. The absence of characteristic H2O peaks at

3600 and 1650 cm−1 point towards the new phase being a hydroxide rather than a hydrated

compound. FTIR spectra of both phases are shown in Figure 7.2.
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Figure 7.1: Le Bail fit to X-ray diffraction data for new phase. X-ray diffraction data was
indexed to the P222 space group with a unit cell of a=13.518(2) Å, b=6.1699(7) Å, and
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7.4 Conclusion

During the decomposition of K2Sn(OH)6 in nitrogen, a new compound K2Sn(OH)x was

formed. This new compound is an intermediate compound between K2Sn(OH)6 and K2SnO3.

This limits the K:Sn ratio to 2:1. The cell has been indexed to the P222 space group with a

unit cell of a=13.518(2) Å, b=6.1699(7) Å, and c=9.3973(12) Å. While the structure has not

been solved, complementary techniques show that the compound is a hydroxide with over

half the hydrogen content when compared to the starting K2Sn(OH)6 phase.
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CHAPTER 8

SUMMARY AND FUTURE DIRECTIONS

This thesis presented a systematic approach to materials discovery by combining in situ

reduction and X-ray diffraction. While this approach had been utilized previously, this

study focuses on the development of an in situ flow cell for rapid phase exploration can be

performed without the need of a synchrotron source.

This study highlights the power of in situ reduction as a laboratory technique. While

laboratory systems suffer from lower signal-to-noise, longer detection times, and lower X-

ray flux than their synchrotron counterparts, the ability to perform measurements at any

time can rapidly speed up a search for new compounds, The conditions tested can then be

replicated at a synchrotron if higher resolution data is needed.

The in situ cell described here worked well for characterizing the systems in this study,

however, small changes to the system could reduce potential variability and provide more

insight into the reactions that are occurring. Adding a gas flow controller would provide

a more reliable characterization of the flow rate being used throughout the reaction. Also

adding a gas analyzer could provide more insight into the chemical reactions occurring within

the flow cell.

In this study, the K-Sn-O system was carefully selected for phase exploration because of

its potential to create p-type TCOs based on previous studies, it is understudied, and it

has a dense energy landscape that could potentially yield new, hidden compounds. With

a combination of in situ and ex situ studies, three new compounds were discovered and

characterized in this system.

While only the K-Sn-O system was investigated for new compounds in this thesis, it is
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important to also investigate the other A-Sn-O systems, where A is an alkali element. These

systems also exhibit the same characteristics that make the K-Sn-O system a good system

for materials discovery. By using in situ reduction in these systems a thorough search of

phase space can be performed without using the highly reactive and hygroscopic binary alkali

precursors.

In situ reduction was also used to provide insight into quantifying the extent of non-

stoichiometry in FeS2. By carefully designing experiments and utilizing internal standards,

a quantitative upper limit on the sulfur vacancies in pyrite FeS2 was calculated to be 0.02%

as compared to the previously published 12.5%.[59, 81]
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