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Abstract

Due to their abundance, sedimentary rocks are playing a critical role in re-defining the

world’s energy landscape, leading to shifts in global geopolitics. The recovery of oil and

gas from organic-rich shales, geological sequestration of CO2 in sandstone host rocks and

storage of nuclear waste in impermeable rocks are among the most challenging problems

worldwide. Technical challenges and environmental concerns slow the growth of organic-

rich shale exploration and exploitation worldwide. Similarly, the technical challenges

and lack of financial incentives continue to slow the growth of geological storage of CO2

worldwide. The engineering and scientific challenges emerge due to the extremely hetero-

geneous and anisotropic nature of these naturally occurring geo-composites at multiple

length scales. Specifically, the effect of rate and speed of loading on fracture of organic

rich shale, the effect of fabric and mineralogy on the mechanical behavior of organic-rich

shales becomes of critical importance for petroleum engineers. Similarly, the effect of geo-

chemical alterations in geomechanical behavior becomes of critical importance for storage

of CO2 in deep saline formations.

Thus, this thesis develops a comprehensive nano-investigation approach to assess the

microstructure as well as the stiffness, strength and fracture properties of these naturally

occurring geo-materials. Specifically, the effects of anisotropy, organic content and miner-

alogy on mechanical behavior of organic-rich shale are investigated. Similarly, the effect

of geochemical alterations on host rock mechanical response are investigated. This is

achieved by a comprehensive experimental micromechanics approach. This study utilizes

advanced experimental and analytical techniques, i.e. analytical nanoindentation, scratch

testing, environmental scanning electron microscopy, to provide the basis for assessment

of microstructure and material invariant properties. Nanoindentation experiments and

analysis tools are designed to probe and infer the elastic and strength properties of the

geo-composites. Furthermore, scratch testing experiments are designed to probe and infer

the fracture toughness of the geo-composites.
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The results of this investigation show that organic-rich shale exhibit exceptional tough-

ness due to toughening mechanisms operating at the nanometer scale in the kerogen and

at the clay-kerogen interface. Furthermore, fracture behavior is anisotropic as a com-

bined result of a layered microstructure and the intrinsic fracture behavior of clay. Ad-

ditionally, the effect of geochemical alterations on host rock, Mt. Simon, is investigated

using nanoindentation testing. The result of this investigation indicates a dissolution of

feldspar during incubation regimes in slightly acidic brine and in CO2-saturated brine.

At the macroscopic length-scale, a weakening of the rock is predicted based on the formu-

lated multiscale nanomechanics framework. These findings are important and will inform

advanced physics-based constitutive materials law for geomechanics simulation in energy-

related application such as hydraulic fracturing in unconventional reservoirs or geological

CO2 sequestration in deep saline formations.
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Part I

General Presentation
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Chapter 1

Introduction

Sedimentary rocks composed mainly of silicate particles derived by the weathering break-

down of older rocks and by pyroclastic volcanism are called siliciclastic sedimentary rocks.

Sandstones, conglomerates, and shales compose the members of this group. Petroleum

geologists are especially interested in sandstone because more than half of the world’s re-

serves of oil and gas occur in these rocks. Shales are likewise of great interest because the

organic matter contained in shales is the source material of oil and gas. In recent years,

gas shale has gripped the attention of the scientific community. This is primarily due to

the relevance of the material in energy harvesting applications such as hydrocarbon re-

covery from unconventional reservoirs, carbon dioxide geological sequestration in depleted

reservoirs or nuclear waste storage. Over the last ten years, the natural shale gas share has

grown exponentially, radically transforming the United States energy outlook. In 2011,

the natural gas shale production represented 34% of the total production compared to

1% in 2000 [1, 2]. Shale gas is expected to rise to 67% of the overall production by 2035,

generating lower natural gas prices and electricity prices [3]. The development of shale

gas resources will also generate significant economic value as well as over 1.6 million jobs

over the next 20 years [2]. This economic expansion will be supported by breakthroughs

in the science and technology of shale gas extraction [1].

Organic-rich shale or black shale is a unique class of organic-inorganic nano-composite

that plays a crucial role in several climate change mitigation strategies such as energy re-

covery from unconventional resources [4–9], carbon dioxide subsurface capture and storage

[10–12] and nuclear waste geological disposal [13, 14]. Understanding the mechanical be-

havior of the source rock at the microscopic [15–17] and nanometer [18] length scale is

key to achieve significant breakthroughs in the science and technology of horizontal well
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drilling and hydraulic fracturing [19–21]. CO2 geological sequestration involves pumping

industrial carbon dioxide emissions into deep permeable geologic formations at a steady

rate [10]. Potential suitable formations include aquifer, depleted oil and gas fields and

coal seams. Maintaining the structural integrity of the well, preventing the occurrence

of micro-seismic events, and understanding potential chemo-mechanics degradation pro-

cesses in the source rock due to brine exposure are major concerns [22, 23]. Although a

lot of attention has been given to coal seams, depleted organic-rich shale formations [24]

represent an alternative yet unexplored. The safe disposal of radioactive wastes requires

these wastes to be isolated from all ecosystems for thousands of years. Deep argillaceous

formations with a low intrinsic permeability such as organic-rich shale have been investi-

gated as potential repositories [13, 14]. Thus, it is important to understand the chemical

as well as mechanistic properties and fracture properties of organic-rich shale [25].

Fossil fuels such as coal, oil, and natural gas currently provide and are expected to

continue to provide the vast majority of energy needed to sustain societies. These fuels

contain high percentages of one source of carbon element. Thus, while burning these fossil

fuels, carbon reacts with oxygen to produce CO2. Due to the reliance on fossil fuels for

both energy production and industrial processes, the amount of CO2 in the atmosphere

has increased since the Industrial Revolution. This increase in the CO2 production has

led to an increase in global temperatures due to heat radiating back from the Earth’s

surface and getting trapped in the Earth’s atmosphere. The use of natural gas and coal

will continue to play a critical role in generating electricity for the next several decades.

Thus, carbon dioxide mitigation is needed to control the atmospheric emissions. There

are several methodology to reduce CO2 emissions, e.g. end-use fuel switching, power

generation efficiency, and fuel switching and carbon capture and storage (CCS) [1]. The

United Nations Intergovernmental Panel on Climate Change concluded that CCS was a

technology with potential for important contributions to the mitigation of green house

gas emissions by 2030 [26]. CCS is an inevitable component of the broad portfolio of

approaches and technologies that will be needed if climate change is to be successfully

addressed.

Both organic-rich shale and sandstone are critically important for energy-related ap-

plications. Organic rich shale is critical for the oil industry in both exploration and

exploitation applications. Meanwhile, sandstone is a desirable host rock for long-term

storage of CO2 in geological formations, due to its high porosity. The complex nature of

shale and sandstone materials has challenged researchers to understand the mechanical
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behavior of shale and sandstone as well as predict their elastic and strength properties. In

addition, an improved understanding of the chemo-mechanical behavior of these materials

can lead to a leap forward in the accuracy and usefulness of predictive models developed

for them.

1.1 Industrial Context

Shales and sandstones are two of the most common sedimentary material of the Earth’s

crust and are commonly encountered by the petroleum industry and carbon storage in-

dustry. In particular, the low permeability of shale means that it is often a very tight

formation and conventional methods would not work for extraction and recovery of oil

and gas. Thus, organic-rich shale systems need to be fractured for an increase in poros-

ity and permeability. The process of well stimulation by a pressurized liquid is referred

to as hydraulic fracturing. The process involves the high-pressure injection of fracking

fluid, water with sand or proppants suspended with the aid of thickening agents, into a

wellbore to create cracks in the deep rock formations. Meanwhile, sandstone exhibits a

high porosity compared to sedimentary basins which makes them the primary formation

for storage of carbon dioxide. Figure 1.1 demonstrates the stages of hydraulic fracturing,

the several stages of horizontal drilling are drilling, production casing, perforating gun,

pressurize mixture of water and sand, and fissure generation.

4



Figure 1.1: Schematic of hydraulic fracturing. Horizontal drilling stages are shown in
detail. Adopted from [27].
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Shale is commonly associated with the presence of organic material trapped and un-

derstanding the mechanical behavior of the material is important in both primary aspects

of petroleum geo-engineering, exploration and exploitation. The elastic behavior of shale

is of particular importance during seismic exploration. Meanwhile, strength behavior of

shale is of critical importance during drilling operations, and fracture toughness is of

critical importance during horizontal drilling and well stimulation. Borehole failures and

wellbore stability problems are most frequently encountered when dealing with shale ma-

terials. Organic-rich shale is frequently modeled as an elastic homogeneous material with

simplification on elastic and strength properties in reservoir modeling. However, organic-

rich shale is an extremely complex material with a heterogeneous nature. This hetero-

geneity and anisotropic behavior pose some challenges for characterization, modeling and

engineering design. Generally, engineers resort to field experiments and statistical analy-

sis to correlate parameters of the stimulation design to well performance. Experimental

parameters like number of stages, number of cluster per stage, number of perforations per

cluster, perforation depth, perforation angle, type and amount of proppants are used to

assess the efficiency of well-bore operations without properly accounting for the role of

elastic anisotropy and heterogeneity of organic-rich shale. In addition, organic-rich shale

may sustain a viscoelastic behavior where part of the well stimulation energy is consumed

for viscous dissipation. Thus, a detailed characterization of these naturally occurring

geo-composites is of fundamental importance. Figure 1.2 demonstrates a schematic dia-

gram of possible carbon capture and storage systems. This figure illustrates the source

for possible carbon capture storage and transport and storage options.
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Figure 1.2: Schematic diagram of possible CCS systems. This schematic shows the sources
for which carbon capture and storage might be relevant as well as CO2 transport and
storage options. Adopted from [28].
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Sandstone rock is commonly associated with storage of carbon dioxide in saline for-

mations. In particular, the high porosity and high permeability of these formations make

them a feasible option for subsurface CO2 storage. In theory, the trapping mechanisms

for CO2 in a saline aquifer are relatively well-known, although the rates and timing of the

various processes still have to be better constrained through actual measurements. The

CO2 will end up either as a separate phase beneath a top seal, as residual gas saturating

in the pore space, dissolved in the formation brine, or precipitated in a mineral phase.

The question then arises as to which injection strategies can maximize the amount stored,

or minimize the time to achieve such storage, and how the CO2 will be distributed be-

tween these states over time. In oil production, heterogeneity and residual trapping are

often problematic since they can reduce the expected recovery. For saline aquifer storage,

however, where the purpose of injection is to trap the CO2, both of these phenomena

can be turned to advantages, if sufficient storage capacity is available. The storage of

CO2 on saline formations relies on field experiments and statistical analysis to correlate

parameters of the reservoir to storage capacity. Parameters like number of wells, rate of

flow, volume of injection, depth of injection and overlying geological formations are used

to assess the efficiency of the design for the host reservoir. In addition to these challenges,

a series of seismic events have been reported during and after injection of CO2 in the

host rock formation [10]. The seismic response of host rock formation cannot be captured

without properly accounting for geochemical alterations due to injection of supercriti-

cal CO2. The elastic behavior of the sandstone is important during seismic exploration.

Meanwhile, the strength behavior of sandstone is of particular importance in the initiation

of micro-seismic events due to alterations after injection of CO2 in such formations.

A new approach to solving these problems is to identify fundamental units of sedi-

mentary rocks and understand their mechanical behavior across multiple length-scales.

Once these units have been identified (vary with formations) and characterized, it is pos-

sible to upscale the macroscopic behavior. In addition, a comparison of these units can

be made to identify the effects of chemical reactions on volume of these units. Moreover,

these units will be incorporated to upscale the macroscopic behavior of altered rocks. The

work presented in this thesis provides an experimental, and theoretical basis on which the

fundamental units of shale and sandstone are identified and characterized mechanically,

where these units are incorporated to upscale mechanical properties of sedimentary rocks.
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1.2 Research Questions

The first part of the study focuses on hydraulic fracturing and unconventional sources.

The second part of the study focuses on sequestration of CO2 in geological formations.

This research aims to answer the following questions:

Question 1: What is the effect of chemical make up of shale on the mechanical response,

and how does elastic, strength and creep properties of organic-rich shale relate to the

microstrucure of organic-rich shale?

Question 2: What is the effect of loading rate and speed on the fracture behavior of

organic-rich shale?

Question 3: What is the effect of CO2 injection on the geo-mechanical behavior of

sandstone, and how does the supercritical CO2-rock interaction alter the mechanical be-

havior of host rock?

The ultimate goal of this research, therefore, is to implement the materials science

paradigm for two common sedimentary rocks, organic-rich shale and sandstone, that is to

link composition and microstrucure to material performance.

1.3 Research Objectives

A comprehensive approach is presented to address the scientific challenge. The approach

is composed of experimental investigations, theoretical and mathematical modeling. The

effect of the microstructure and anisotropy of organic-rich shale on the elastic, strength

and fracture properties of the material from the nanometer scale to the macroscopic scale

is studied. In addition, the effect of geo-chemical alterations on mechanical properties of

sandstone is studied. The approach is guided by the following research objectives:

Objective 1: Develop the analytical tools that allow the measurement of mechanical

properties by indentation testing for organic-rich shale materials and sandstone materi-

als. Organic-rich shale and sandstone materials are multiphase composites with frictional

nature. We should adopt and extend classical indentation analysis for elasto-plastic ma-

terials and multiphase analysis of heterogeneous materials.

Objective 2: Develop the analytical tools that allow the measurement of fracture prop-

erties by scratch testing for organic-rich shale and sandstone materials. These materials

are multiphase composites with an intrinsically multi-scale nature. We adopt and extend
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the scratch analysis for viscoelastic materials and multiphase analysis of heterogeneous

materials.

Objective 3: Investigate the effect of mineralogy and organic-content and microstruc-

ture fabric on the mechanical performance of organic-rich shale. In addition, the elasto-

plastic mechanical response of shale at the nano and macroscopic scales is characterized

and modeled.

Objective 4: Investigate fluid-rock reactions in Mt. Simon sandstone using scratch

testing and nanoindetation testing.

1.4 Industrial and Scientific Benefits

Associated with the research objectives are some industrial and scientific benefits. They

include:

• Fundamental understanding of the effect of mineralogy and microstructure on the

mechanical performance of organic-rich shale materials.

• Assessment of the fracture properties of organic-rich shale materials in energy related

applications.

• Assessment of geochemical reactions in Mt. Simon sandstone to enhance the under-

standing of microseismic events.

The improved understanding of the effect of mineralogy and microstructure on the

mechanical performance provides a tool for petroleum engineers to develop a realistic

reservoir model based on mineralogy log data. The fracture toughness values implemented

in current modeling reservoirs are calculated based on the assumption of a homogeneous,

isotropic material. Whereas, the assessment of fracture toughness in different directions

provides a more realistic understanding of fracture properties. The geochemical alteration

assessment will provide information for modeling the reservoir integrity. There is no clear

understanding of geochemical processes in host rock after a short time and/or long time

after injection. In turn, assessment of geochemical reactions in accelerated geochemical

conditions, provides insight regarding the long term effect of these geochemical reactions

on the mechanical response.
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1.5 Outline of Dissertation

This dissertation is divided into five Parts. Part I deals with the general presentation

of the topic. Parts II deals with experimental methods and developing the experimental

tools necessary to investigate the chemical composition as well as mechanical proper-

ties of these geo-materials. In particular, Chapter 2 reviews the specimen preparation,

atomic force microscopy, scanning electron microscopy, energy dispersive spectroscopy,

X-ray diffraction and total organic carbon analyzer. Chapter 3 studies the principle of

indentation methods, equipment, theory and advanced indentation methods. Chapter

4 reviews the principles of scratch testing, equipment and theoretical models. Part III

of the study looks into the effect of microstructure, fabric and structural anisotropy on

the mechanical response of organic-rich shale. Chapter 5 reviews the multi-scale struc-

ture of organic rich shale, reviewing the building blocks of organic-rich shale. Chapter 6

summarizes the results of micro-structural characterization of organic-rich shale in this

study. In addition, Chapter 7 investigates the influence of mineralogy and fabric on elastic

mechanical response of organic-rich shale. Furthermore, Chapter 8 & 9 probe the frac-

ture toughness characterization of organic-rich shale. In particular, multi-scale nature of

fracture processes in organic-rich shale and the effect of injection rate and anisotropy on

hydraulic fracturing are studied.

Part IV deals with fluid-rock reactions and the impact on mechanical integrity with a

specific focus on geological CO2 storage. Chapter 10 reviews the general presentation of

geological sequestration of CO2 as well as the characterization of fabric and mineralogy

of Mt. Simon. Chapter 11 investigates the effect of fluid-rock reactions on the elastic

response of Mt. Simon sandstone and its effect at the microscopic length scale. Chapter

12 investigates the CO2 induced alterations in the Mt. Simon sandstone fracture behavior.

The fifth Part, i.e., Chapter 13 summarizes the results of this study and presents some

perspectives on future research.
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Part II

Experimental Methods
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Chapter 2

Microstructural Observation

Techniques

2.1 Introduction

Microstructural observation aims at linking fabric and composition of the material to a

meaningful property. A review of several microstructural observation techniques is pre-

sented in this chapter. The experimental methods presented here, help to investigate

the chemical composition, fabric, microstructure, surface roughness and organic content

of the materials investigated in this study. The first step in the nano/micro mechanical

characterization of materials is to prepare a specimen suitable for this type of investiga-

tion. The second step is the use of atomic force microscopy, which is a scanning probe

microscope for investigation of local roughness of specimen surface. Furthermore, scan-

ning electron microscopy is utilized to asses the microstructure and fabric of the material.

In addition, energy dispersive spectroscopy is utilized to observe the chemical composition

at different locations of interest. Although, energy dispersive spectroscopy provides useful

information of local sites, X-ray diffraction is needed to characterize the bulk chemical

composition of the specimens. At last, a review of total organic carbon analysis presented,

which is used to assess the organic content of several shale specimens.
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2.2 Specimen Preparation

Specimen preparation is one of the first and most critical step in investigating the behavior

of materials, specifically in small-scale testing. The specimen preparation involves, cutting

specimens into desired dimensions, commonly 25 mm by 25 mm. The cutting procedure is

done using an air-cool cutting technique, precision diamond saw and slow-speed diamond

saw. The utilization of each of these saws is dependent on the purpose of the investigation.

The slow speed diamond saw is used to prevent the contamination of specimen with

water. The water is substituted with a suitable chemical for that specific application.

The next step in specimen preparation of specimen for small scale testing is grinding and

polishing. Through a process spanning multiple months, various techniques are evaluated

to determine the best methods for sample preparation and polishing. Ultimately, the

biggest issue with polishing is complications due to the difference of particle hardness in

the nature of the heterogeneous media. In addition, finding a suitable polishing medium

for final polishing is challenging. There are significant issues with relief when testing for

the proper polishing media. A number of lubricants and polishing cloths are tested. A

solution is obtained by using a trial and error procedure each time.

A proper grinding and polishing procedure is the stepping stone to obtaining flat and

perfectly polished surfaces for microscopic observation as well as subsequent mechanical

testing. Prior to grinding and polishing, a diamond saw, IsoMet TM5000 Linear Precision

Saw (Buehler, Lake Bluff, IL) is used to machine flat cylindrical specimens. Herein, a

review of some protocols developed for a specimen is presented.

Protocol number 1 consists of mounting the specimen onto aluminum disk followed by

manual grinding and semi-automated wet polishing using an automated grinder/polisher.

The specimens are then mounted using cyanoacrylate adhesive on aluminum disks. Man-

ual grinding is carried out using a level on top of the aluminum disk to maintain a flat

top surface. Three grit sizes of Carbimet abrasive paper are employed: consecutively 240,

400 and 600 for several minutes each and using ethanol as a lubricant. Between each

grit size, the specimen is rinsed in an ultrasonic bath for two minutes to prevent cross-

contamination. For polishing, woven cloths are used along with diamond oil suspension,

MetaDi R© (Buehler, Lake Bluff, IL). The following solutions are used: 9 µm, 3µm, 1 µm

and 0.25 µm consecutively for long duration of times. This procedure works well on shale

specimens and yields a mirror-like surface. The lubrication and ultrasonic bath are done

with ethanol to prevent hydration and intermixing of water with the micro-constituents
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of organic-rich shale. Finally, after completing the protocol, the samples are air-dried and

stored in a vacuum desiccator. Although this protocol yields a good surface polish, there

is a tilt in the final specimen.

Moreover, protocol number 2 is designed to correct the observed tilt of the final speci-

men. In fact, a major issue detected was the presence of a steep slope on the final polished

surface, which results from the current design of the AutoMet 250 power head. To cir-

cumvent this problem, we embedded the specimens in an epoxy resin. The specimens

are wrapped in plastic before impregnation to prevent epoxy from reaching into the pore

space. In other words, the epoxy works as a supporting media for the samples to redis-

tribute the load during grinding and polishing and thus prevent tilting. Overall, casting

the specimens in epoxy has improved the flatness of the final surface. This approach also

removes the need for manual grinding, and as a result the whole process can be done in

a semi-automated fashion. However, it leads to a poorer surface finish and significant

cross-contamination of the specimens. Thus, another specimen preparation protocol is

needed.

Protocol number 3 is developed which consists of manual grinding and manual polish-

ing. It is found that the amount of relief could be significantly reduced by shortening the

polishing time and using a different polishing cloth. Thus, manual grinding is carried out

with ethanol as a lubricant while using three grit sizes for short duration of time for: 240,

400 and 600 consecutively. Afterward, polishing is carried out manually on a glass plate

using a diamond oil suspension for short amount of time per diamond particle size: 9 µm,

3µm, 1µm, and 0.25µm. Another variation of the same protocol consists of a perforated

cloth with embedded abrasives, during the manual polishing phase. In order to ensure

a flat polished surface, the polishing cloth was placed on a rigorously flat glass surface.

Although an improvement is achieved, this protocol does not yield the perfect polished

specimen surface.

A breakthrough was made by introducing two additional grinding steps: using the

grit size 800 and 1200, leading to protocol number 4. Considerable improvement in

smoothness is finally made when a dry grinding and polishing procedure is tried, in which

no ethanol or diamond suspension is used. In the first variation, the dry grinding is

completed automatically with the base and head set at low revolution speeds of 200 rpm

and 40 rpm, respectively. A minimal force of 1 lb was applied to the specimen to prevent

cracks from propagating while still providing enough force to hold it securely against

the sanding papers. In the most recent variations, a dry, semi-automated grinding and
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polishing procedure with a dry, manual grinding and polishing procedure, both with time

intervals varying from 1 to 15 minutes and minimal force, have been tried. Instead of

moving to polishing with diamond abrasives after the 600 grit size paper, two additional

grinding steps using 800 grit size and 1200 grit size paper are added. The resulting surface

of this procedure is reflective under the light and no scratches are present when observed

under the microscope.

Figure 2.1: Optical microscopy images of Polished Toarcian B1 specimen: a) Protocol 1,
b) Protocol 2, c) Protocol 3, d) Protocol 4.

Figure 2.1 demonstrates the final polish of several protocols. The difference in the

optical microscopy images are due to different steps and different cloths used.

As demonstrated through the use of up to 4 grinding and polishing protocols, there is

not a unique protocol that will be applicable to all gas shale specimens in order to yield

a flat and mirror-like surface. Instead, the protocol must be tailored to the specimen

and typically results from several trials and errors. Yet some principles remain. A longer

polishing time will result in a better and smother finish. Moreover, cleaning the surface

more often either with an ultrasonic bath and proper cleaning solution or using compressed
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air will reduce cross contamination.

As discussed by Winter [29], it is virtually impossible to remove all defects in the

polished sample: the objective is to obtain a satisfactory polished sample for the required

testing, which means that, depending on the length scale of examination and testing and

the additional use of image analysis and processing, some scratches or pull-outs might be

acceptable.

2.3 Atomic Force Microscopy

The atomic force microscope (AFM) belongs to a series of scanning probe microscopes

invented in the 1980s [30]. The series of these microscopes started with scanning tun-

neling microscope (STM), which was used for imaging of conductive and semi-conductive

materials [31, 32]. On the other hand, the scanning near-field microscope was invented

which gave access to microscopy with light below the optical resolution limit [33, 34].

The last one of the series is the AFM, invented by Binning et al. [35]. The AFM allowed

the imaging of the topography of conducting and insulating surfaces, in some cases with

atomic resolution.

In AFM, the sample is scanned by a sharp tip, radius of around 10 nm, which is

mounted to cantilever spring. While scanning, the force between the tip and the sample

is measured by monitoring the deflection of the cantilever. A topographic image of the

sample is obtained by plotting the deflection of the cantilever versus its position on the

sample. Alternatively, it is possible to plot the height position of the translation stage.

This height is controlled by a feedback loop, which maintains a constant force between

the tip and the sample.

Image contrast arises because the force between the tip and the sample is a function

of both tip-sample separation and the material properties of the tip and the sample. In

an AFM force measurement the tip attached to a cantilever spring is moved towards the

sample in normal direction. Vertical position of the tip and deflection of the cantilever

are recorded and converted to force-versus-distance curves. The AFM has been applied

to problems in a wide range of disciplines such as: solid-state physics [36] , semiconductor

science and technology [37], molecular engineering [38], polymer chemistry [39], surface

chemistry [40], molecular biology [41], cell biology [42] and medicine [43].

The AFM consists of a cantilever with a sharp tip at its end that is used to scan the

specimen surface. The cantilever is typically made from silicon or silicon nitride with a tip
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of radius of curvature on the order of nanometers. When the tip is brought into proximity

of a sample surface, forces between the tip and the sample lead to a deflection of the

cantilever according to Hooke’s law. Depending on the situation, forces that are measured

in AFM include mechanical contact force, Van der Waals forces, capillary forces, chemical

bonding, electrostatic forces, magnetic forces, casimir forces, solvation forces, etc. The

AFM can be operated in a number of modes, depending on the application. In general,

possible imaging modes are divided into static (contact) modes and a variety of dynamic

(non-contact) modes where the cantilever is vibrated or oscillated at a given frequency.

In contact mode, the tip is moved across the surface of the sample and the contours

of the surface are measured either using the deflection of the cantilever directly or, more

commonly, using the feedback signal required to keep the cantilever at a constant posi-

tion. Because the measurement of a static signal is prone to noise and drift, low stiffness

cantilevers are used to achieve a large enough deflection signal while keeping the interac-

tion force low. Close to the surface of the sample, attractive forces can be quiet strong,

causing the tip to snap-in to the surface. In ambient conditions, most samples develop

a liquid meniscus layer. Because of this layer, keeping the probe tip close enough to

sample for short-range force to become detectable, while preventing the tip from sticking

to the surface, presents a major problem for contact mode. Dynamic contact mode was

developed to bypass this problem. In tapping mode, the cantilever is driven to oscillate

up and down at or near its resonance frequency. This oscillation is commonly achieved

with a small piezo element in the cantilever holder. The amplitude of this oscillation

usually varies from several nm to 200 nm. In tapping mode, the frequency and amplitude

of the driving signal are kept constant, leading to a constant amplitude of the cantilever

oscillation as long as there is no drift or interaction with the surface. The interaction of

forces acting on the cantilever when the tip comes close to surface cause the amplitude

of the cantilever’s oscillation to change as the tip gets closer to sample. This amplitude

is used as the feedback that goes into the electronic servo that controls the height of

cantilever above the sample. The servo adjusts the height to maintain a set cantilever

oscillation amplitude as the cantilever is scanned over the sample. A tapping AFM image

is therefore produced by imaging the force of the intermittent contacts of the tip with the

sample surface.
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5 inch
Figure 2.2: Asylum Research MFP-3D TMStand Alone AFM. Adopted from [44].
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The AFM studies in this study was performed in Materials Research Laboratory at

University of Illinois at Urbana-Champaign. The AFM is a Asylum Research MFP-

3D AFM. This AFM feature closed-loop, low noise, high precision scanners, with Q-

controlled AC modes, piezo response imaging, contact mode with lateral force, and de-

tailed force0disance measurements. This system allow scanning in air or liquid environ-

ments, and have extensive nano-manipulation and nano-lithography capabilities. Maxi-

mum lateral scan size on this instrument is 90 µm × 90 µm, and the maximum vertical

range is 15 µm.

Figure 2.2 demonstrates the AFM head of MFP-3D AFM without the isolation panel.

The sample holder can accommodate samples up to 3.4 inch × 1.5 inch, including glass

slides and cover-slips. The instrument runs on an open user interface based on IGOR

Pro incorporates professional-quality analysis and graphing capabilities. AFM analysis

include section, histogram, roughness, particle analysis and masking.

2.4 Scanning Electron Microscopy

Microscopy is based on the use of the light microscope and could provide specimen res-

olution on the order of 0.2 microns. To achieve higher resolutions, an electron source

is required instead of light as the illumination source, which allows for resolutions of

about 25 Angstroms. The use of electrons not only gives better resolution but, due to

the nature of electron beam-specimen interactions there are a variety signals that can be

used to provide information regarding characteristics at/near the surface of a specimen.

Thus, scanning electron microscope yields detail information about fabric of specimens.

A review of scanning electron microscope and its part is presented here.

The scanning electron microscope instrument is made up of two main components,

the electronic console and the electron column. The electronic console provides knobs

and switches that allow for instrument adjustments such as filament current, accelerating

voltage, focus, magnification, brightness and contrast. The electron column is where

the electron beam is generated under vacuum, focused to a small diameter, and scanned

across the surface of a specimen by electromagnetic deflection coils. The lower portion of

the column is called the specimen chamber. The secondary electron detector is located

above the sample stage inside the specimen chamber. Specimens are mounted and secured

onto the stage. The stage is either manual or automatic. The manual stage controls are

usually found on the front side of the specimen chamber and allow for x-y-z movement,
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360 rotation and 90 tilt.

Figure 2.3: Schematic of scanning electron microscope column. Adopted from [45].
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Figure 2.3 demonstrates a schematic of scanning electron microscope column. The

scanning electron microscope consist of 5 major parts, electron gun, condenser lenses,

apertures, scanning system, and specimen chamber. The electron gun is located at the top

of the column where free electrons are generated by thermionic emission from a tungsten

filament at ≈ 2700 ◦K. The filament is inside the Wehnelt which controls the number of

electrons leaving the gun. Electrons are primarily accelerated toward an anode that is

adjustable from 200 V to 30 kV. After the beams passes the anode it is influenced by two

condenser lenses that cause the beam to converge and pass through a focal point. The

electron beam is essentially focused down to 1000 times its original size. In conjunction

with the selected accelerating voltage the condenser lenses are primarily responsible for

determining the intensity of the electron beam when it strikes the specimen. Depending

on the microscope one or more apertures may be found in the electron column. The

function of these apertures is to reduce and exclude extraneous electrons in the lenses.

The final lens aperture located below the scanning coils determines the diameter or spot

size of the beam at the specimen. The spot size of the specimen will in part determine

the resolution and depth of field. Decreasing the spot size will allow for an increase in

resolution and depth of field with a loss of brightness. At the lower portion of the column

the specimen, the specimen stage and controls are located. Images are formed by rastering

the electron beam across the specimen using deflection coils inside the objective lens. The

stigmator or astigmatism corrector is located in the objective lens and uses a magnetic

field in order to reduce aberrations of the electron beam. The electron beam should have a

circular cross section when it strikes the specimen however it is usually elliptical thus the

stigmator acts to control this problem. At the lower portion of the column, the specimen

stage and controls are located. The secondary electrons from the specimen are attracted

to the detector by a positive charge.

The scanning electron microscopes work with electron beams emitted from the source.

The ability for a SEM to provide a controlled electron beam requires that the electronic

column be under vacuum at a pressure of at least 5∗10−5 Torr. A high vacuum pressure is

required for a variety of reasons. First, the current that passes through the filament causes

the filament to reach temperatures around 2700 ◦K. A hot tungsten filament will oxidize

and burn out in the presence of air at atmospheric pressure. Secondly, the ability of the

column optics to operate properly requires a fairly clean, dust free environment. Third,

air particles and dust inside the column can interfere and block the electrons before they

ever reach the specimen in the sample chamber. In order to provide adequate vacuum
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pressure inside the column, a vacuum system consisting of two or more pumps is typically

present. Separate pumps are required because one pump isn’t really capable of doing all

the work but, in conjunction they can provide a good vacuum pressure relatively quickly

and efficiently. A majority of the initial pumping is done by the action of a mechanical

pump often called a roughing pump. The roughing pump operates first during the pump-

down process and has excellent efficiency above 10−2 Torr. Although many mechanical

pumps used in SEMs are capable of producing pressure better than 5 ∗ 10−5 Torr, a very

long pump down time would mostly be required. Pressure lower than 10−2 Torr are more

easily acquired by the action of a turbo-molecular pump. Turbo-molecular pumps make

use of a turbine that rotates at 20,000 to 50,000 rotations per minute to evacuate gas

molecules and particulates found inside the column.

The FEI is designed to operate at three separate vacuum modes, high vacuum (10−6

to 10−7 Torr), low vacuum (0.1 to 20 Torr) and ESEM (0.1 to 20 Torr). In the low vacuum

and ESEM mode of operation the pressure inside the specimen chamber operates at a lower

pressure than that inside the actual column which is always at high vacuum. The high

vacuum mode is typically where most SEMs operate. In this mode the highest resolutions

and magnifications can be achieved, although it is not suitable for all specimens. Generally

anything that is conductive and has a high density works well in high vacuum mode.

Specimens that are non-conductive o have a low density are more suitable for the low

vacuum mode or ESEM mode. The ESEM mode of operation is necessary for wet, non-

conductive samples.

In scanning electron microscopy visual inspection of the surface of a material utilizes

signals of two types, secondary and back-scattered electrons. Secondary and back scat-

tered electrons are constantly being produced from the surface of the specimen under the

electron beam however they are a result of two separate types of interaction. Secondary

electrons are a result of the inelastic collision and scattering of incident electrons with

specimen electrons. They are generally characterized by possessing energies of less than

50 eV. They are used to reveal the surface structure of a material with a resolution of

≈10 nm or better.

Back-scattered electrons are a result of an elastic collision and scattering event be-

tween incident electrons and specimen nuclei or electrons. Back-scattered electrons can

be generated further from the surface of the material and help to resolve topographical

contrast and atomic number contrast with a resolution of < 1 micron. While there are sev-

eral types of signals that are generated from a specimen under an electron bean the x-ray
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signal is typically the only other signal that is used for scanning electron microscopy. The

x-ray signal is a result of recombination interactions between free electrons and positive

electron holes that are generated with the material. The x-ray signal can originate from

further down into the surface of the specimen and allow for determination of elemental

composition through energy dispersive x-ray spectroscopy (EDS) analysis of characteristic

x-ray signals.

Observation Techniques

The detailed nature of specimens fabric is of importance to ensure a successful grinding

and polishing, locating the tested area, and composition of the specimen. A high quality

scanning electron image provide substantial information about the fabric of specimens.

Thus, as users begin to investigate a broader range of materials and encounter more

complex analysis scenarios, satisfactory images become more difficult for inexperienced

user. When the image is not clear enough or an image of a particular feature is seemingly

impossible to obtain, it requires further problem solving to determine what the cause

really is. This section will focus on the techniques for successful imaging.

Image disturbances: There are many types of image disturbances that occur while

imaging specimens. In some cases these disturbances are attributed to defect with the

instrument; however, more than likely the disturbances are due to operator’s lack of expe-

rience, improper sample preparation, or external influences such as instrument vibration.

Disturbances can be examined and corrected using a systematic approach based in their

appearance. Figure 2.4 demonstrates the possible cause of image disturbances flowchart.

The possible causes of image disturbances are categorized in four parts. The four parts

are lack of sharpness, low image quality, noises and image distortion and deformation.

The accelerating voltage on the scanning electron microscope is adjustable from 200V–

30kV. Choosing the right accelerating voltage is critical for obtaining a good clear image

however the most suitable voltage level depends mostly on the type of material being ex-

amined. The more conductive the material the better it will behave under higher voltages.

Higher voltages (15–30 kV) generally allow for high resolution at high magnifications al-

though, this can damage the specimen very quickly if it is not highly conductive. Thus,

when imaging polymers and ceramics it is more suitable to use voltages below 10 kV.

Figure 2.5 demonstrates the scanning electron microscopy at two different accelerating

voltages. There is a noticeable difference between how surface structures appear clear at

lower voltages. Furthermore, Figure 2.6 demonstrates the scanning electron microscopy at
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Lack of Sharpness
 Improper accelerating voltage setting.

 Instability of gun emission caused by insufficient heating of the filament.

 Improper electron probe diameter.

 Improper setting and incorrect centering of objective aperture.

 Insufficient astigmatism correction

 Improper focal depth

 Too large magnification

 Specimen charge-up and magnetization

 Defocus of camera system

Low Image Quality
 Improper accelerating voltage setting

 Improper probe current setting

 Incorrect astigmatism correction

 Noise caused by excessive photomultiplier gain

 Improper contrast and brightness

 Improper specimen preparation process

 Improper photographic material

 Improper position relation between specimen and detector

 No Specimen tilting

Noise
 Instability of accelerating voltage and gun emission

 Discharge of detector

 Charge-up of specimen surface

 Burnt CRT or dusty CRT screen

 External stray magnetic field

 Mechanical Vibration

Image distortion and deformation
 Specimen Charge-up

 External stray magnetic field

 Electron beam damage

 Deformation of specimen during preparation

 Image drift caused by column interior charge-up

 Specimen drift on heating and cooling stages

Figure 2.4: Possible causes of image disturbances flowchart.
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(a) 30 kV x 2,500 (a) 5 kV x 2,500

Figure 2.5: Scanning electron microscopy of mineral grains at different accelerating volt-
ages: Notice how surface structures appear clear at lower voltages. Adopted from [46].

different accelerating voltages. This shows how the resolution is improved with increasing

accelerating voltage.

6

(a) 5 kV x 36,000 (b) 25 kV x 36,000

Figure 2.6: Scanning electron microscopy of evaporated Au particles at different acceler-
ating voltages: Notice how the resolution is improved with increasing accelerating voltage.
Adopted from [46].

Besides the accelerating voltage one’s choice of working distance and spot size will

greatly influence the image quality. As with accelerating voltage there exists a give and

take situation when choosing the most suitable settings for working distance and spot

size. A working distance of 10 mm should be used for imaging which allows for a good
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depth of field while maintaining good resolution. In most cases, one may want to reduce

the working distance to achieve better resolution especially when using lower accelerating

voltages. Spot size restricts the bean current and will thereby cause for brightness and

contrast compensations. Smaller spot sized will require higher brightness and contrast

level thus there can be limits when using a small spot size. Smaller spot sizes allow for

higher resolution and a greater depth of field.

Four different scanning electron microscopy instruments were used in this study. First,

the JEOL 6060 LV, which is a scanning electron microscope with a thermionic tungsten

source and roughly a 10 nm resolution. This instrument is excellent for larger features,

geological samples and chip imaging. Figure 2.7 illustrates a JEOL 6060 setup with a

computer. The large current for EDS chemical analysis and image mapping and low

vacuum mode (2 Torr) for non-coatable samples.

10 inch

Figure 2.7: JEOL 6060 V Scanning Electron Microscope at Fredrick Seitz Material Re-
search Laboratory, University of Illinois at Urbana-Champaign. Adopted from [47].

Figure 2.8 illustrates the JEOL 7000 setup. JEOL 7000 has a Schottky thermal-field
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emission source with a resolution of 2-3 nm. This scanning electron microscope has EDS

capabilities with elemental composition and mapping. In addition this microscope has

EBSD capabilities for crystallography. The wave dispersive spectroscopy is a high energy

resolution of EDS which is available on this instrument. The specimens need to be coated

on this platfrom using a gold sputter coating or palladium coating.

Figure 2.8: JEOL 7000 Scanning Electron Microscope at Fredrick Seitz Material Research
Laboratory, University of Illinois at Urbana-Champaign. Adopted from [48].
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The coating of the specimens are not desirable if further testing on the surface is

needed. Thus, an environmental scanning electron microscopy is more suitable for high

resolution imaging without the necessity of coating the specimens. Figure 2.9 demon-

strates the setup of FEI Quanta 450. This setup is a field-emission environmental scan-

ning electron microscope. This one has a Everhart-Thornley secondary electron detector.

Robinson series 6 scintillator-type backscattered electron detector (BSD) plus solid-state

low and standard voltage BSDs. This instrument is equipped with Peltier-effect heat-

ing/cooling stage (20 ◦C above/below ambient).

10 inch

Figure 2.9: FEI Quanta 450 Scanning Electron Microscope at Imaging Technology Group,
Beckman Institute at University of Illinois at Urbana-Champaign. Adopted from [48].

In addition to the FEI Quanta 450, a newer version of this instrument is used in

this study. The FEI Quanta 650 is a scanning electron microscope at Electron Probe

Instrumentation Center at Northwestern University. Figure 2.10 demonstrates the FEI

650 Qunata setup. FEI Quanta 650 has a Schottky field emission gun for high resolution
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and excellent beam stability. This system allows for SE imaging of wet and insulating

sample up to 4000 Pa chamber pressure. The resolution of this SEM is of < 2 nm at 30kV

in high vacuum and < 2nm at 30 kV is environmental scanning electron microscope and

< 3.5 nm at 3kV in low vacuum mode. The stage is automatic, programmable stage with

6 inch wafer capacity. This instrument has standard E-T SE detector, solid state BSE

detector and gaseous BSE detector.

10 inch
Figure 2.10: FEI Quanta 650 Scanning Electron Microscope at Electron Probe Instru-
mentation Center, Northwestern University. Adopted from [49].

2.5 Energy Dispersive Spectroscopy

Energy-dispersive X-ray spectroscopy is an analytical technique used for the elemental

analysis or chemical characterization of a sample. This method relies on an interaction

of source of X-ray excitation and the sample. The characterization capabilities of this
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method are due to the fundamental principle that each element has a unique atomic

structure allowing a unique set of peaks in its electromagnetic emission spectrum. A

high-energy beam of charged particles is needed to simulate the emission of characteristic

of X-rays from a specimen. The principle works on the ground of moving atoms. At

rest, an atom within the sample contains ground state electrons in discrete energy levels

or electron shells bound to the nucleus. The incident beam may excite an electron in an

inner shell, ejecting while creating an electron hole where the electron was. The difference

in energy between the higher energy shell and lower energy shell will be released in the form

of a X-ray. The number and energy of the X-rays emitted from specimen can be measured

by an energy-dispersive spectrometer. As the energies of the X-rays are characteristic of

the difference in energy between the two shells and of the atomic structure of the emitting

element. Thus, EDS allows characterization and measurement of elemental composition

of the specimen.

The primary components of the EDS are: electron beam, the X-ray detector, the pulse

processor and the analyzer. Electron beam excitation is used in electron microscopes,

scanning electron microscopes and scanning transmission electron microscopes. A detector

is used to convert X-ray energy into voltage signals; this information is sent to a pulse

processor, which measure the signals and passes them onto an analyzer for data display

and analysis. The most common detector on these systems used to be Si detector cooled

to cryogenic temperatures with liquid nitrogen. Newer system are often equipped with

silicon drift detectors (SDD) with Peltier cooling systems.

EDS can utilized to determine which chemical elements are present in a sample. More-

over, the relative abundance of each element can be calculated. The accuracy of this

quantitative analysis of sample composition is affected by various factors. Many elements

will have overlapping X-ray emission peaks. The accuracy of the measured composition

is also affected by the nature of the sample. X-rays are generated by any atom in the

sample that is sufficiently excited by incoming beam. These X-rays are emitted in all

directions, and so they may not all escape the sample. The likelihood of a X-ray escaping

in the specimen, and thus being available to detect and measure, depends on the energy

of the X-ray and the composition, amount, and density of material it has to pass through

to reach the detector. Due to X-ray absorption effect and similar effects, accurate esti-

mation of the sample composition from the measured X-ray emission spectrum requires

the application of quantitative correction procedures, which are sometimes referred to as

matrix corrections.
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The EDS mapping in this study was done in two different systems. One of the systems

used is a JEOL 6060-LV scanning electron microscopy. Second system is the FEI Qunata

650 scanning electron microscopy. The Energy dispersive X-ray microanalyses of the

JEOL 6060 LV system has the following specifications: iXRF EDS elemental analysis

system, 10 mm ATW Oxford Instruments Si(Li) X-ray Detector, 130 eV resolution (Mn

K0alpha), light element detection (Be-U), 0.1 % to 1 % sensitivities, qualitative analysis,

quantitative analysis and digital X-ray mapping and imaging.

2.6 X-ray Diffraction

X-ray diffraction (XRD) is a non-destructive technique used to analyze material properties

like composition, structure and crystallographic orientations. XRD is an important tool

in mineralogy for identifying, quantifying and characterizing minerals in complex mineral

assemblages. The method is versatile which can be employed to test different states of

material, solid, powder or liquid forms. The XRD studies are performed on the unknown

material and the test data is analyzed based on the reference database which is gathered

over the past decades.

X-rays are electromagnetic waves (photons) with energy ≈ 125 eV–125 KeV (wave-

length λ ≈ 0.01–10 nm). When X-rays impinge on a material several interaction processes

are possible. X-rays can be elastically or inelastically scattered by electrons in a mate-

rial. Elastic scattering, responsible for the diffraction process (also known as Thompson

scattering) corresponds to the case where the energy of the incoming and outgoing pho-

tons are equal. Inelastic (Compton) scattering refers to the case where the energy of the

emitted photon is lower than the energy of the incoming photon. The energy difference

is transferred to the scattering electron. XRD is sensitive to crystalline phases down to

0.1–1 wt%. Conventional XRD instruments use monochromatic x-ray radiation from Cu,

Cr, Mo or Ag sources. Cu, in particular with the K-α line, which is the specific electronic

transition in Cu used to generate a wavelength 0.15418 nm, energy 8.05 keV, is the most

commonly radiation in laboratory sources. Typical probed volume in sample during XRD

analysis depends on the X-ray penetration depth, which is a function of the X-ray energy,

sample material and angle of incidence of the primary x-ray beam relative to the surface.

X-rays are generated in a sealed x-ray tube. Electrons are emitted by a hot filament,

the cathode of the tube and they are accelerated due to the high voltage difference between

the anode and the cathode. These accelerated electrons then interact with the target

32



material and a high speed and result in the removal of the electrons from the inner shells

of the atoms of the material. These changes in the atomistic configuration of the material

lead to the emission of characteristic X-ray radiation specific to that material and its

composition. The nature of X-ray radiation will interact with the crystalline structure

of the target material. This interference patterns form the basis of the diffraction study

which is described by the Bragg’s Law [50] nλ = 2dsinθ. n is the order of interference, a

positive integer, d is the inter-planar spacing between the atomic layers, 2θ is the angle

between the incident and reflected beam and λ is the wavelength of the incident beam.

The principle of X-ray diffraction is used in the construction of X-ray diffractometer.

The X-ray tube is arranged on one end of the instrument while the beam generated

by the tube passes through openings which regulate the beam intensity, amplitude and

the divergence that is directed onto the target sample. These diverged X-rays interact

with the sample and undergo interference, then the reflected rays are captured using a

detector. Similar to the initial beam divergence, these reflected rays pass through the slits

to create convergence of the reflected X-rays generated from the target material. Figure

2.11 demonstrates the schematic of a X-ray diffraction system. This figure illustrates the

main components of X-ray diffraction system: the tube, direct beam slits, the detector

slits and the detector.

SIEMENS-BRUKER D-5000

The powder x-ray diffraction works with the principles described previously. X-ray

diffraction study is one of the most common practices due to ease of installation and

usage. While sample preparation remains a challenging task for rock material in pres-

ence of clay particles. Special treatment is needed to accurately identify and quantify the

clay percentage. The Siemens/Bruker D-5000 X-ray diffraction instrument was used at

Material Research Laboratory at University of Illinois at Urbana-Champaign. The instru-

ment uses the Cu-K-alpha radiation with a corresponding wavelength of 0.15418 nm. The

instrument consists of a Bragg-Brentano Configuration of the theta/theta vertical goni-

moeter system. It also embodies the optical spinner rotation. The X-ray generated from

the X-ray tube passes through the soller slit and divergence slit. After the beam interact

with the material and undergoes interference. The reflected rays passes through a series

of slits, a curve graphite monochromator and scintillation detector. This method and

instrument is effective in the determination of amorphous phase contents in the mixtures.
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Figure 2.11: Schematic of X-ray diffraction instrument. Adopted from [51].
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2.7 Total Organic Carbon Analyzer

Total organic carbon (TOC) is the amount of carbon found in an organic compound. TOC

can be used to refer the amount of organic carbon in soil, or in a geological formation,

particularly the source rock for a petroleum plays. TOC measures both the total carbon

present and the inorganic carbon, which represent the content of dissolved carbon dioxide

and carbonic acid salts. Subtracting the inorganic carbon from the total carbon yields

TOC. There is another method to measure TOC which involves removing the inorganic

carbon portion first and then measuring the leftover carbon. This method involves purging

an acidified sample with carbon free-air or nitrogen prior to measurement, and so is more

accurately called non-purgeable organic carbon (NPOC).

TOC measurement may be divided to three main stages independent of the method

of analysis of TOC. These stages are acidification, oxidation and detection and quantifi-

cation. Acidification is the stage where an addition of acid and inter gas sparging allows

all bicarbonate and carbonate ions to be converted to carbon dioxide, and this inor-

ganic content product vented along with any purgeable organic content that was present.

Oxidation is the second stage, where the carbon remaining in the sample in the form

of carbon dioxide and other gases. The oxidation will be done in several steps: High

temperature combustion, high temperature catalytic oxidation, photo-oxidation alone,

thermo-chemical oxidation, photo-chemical oxidation and electrolytic oxidation. The last

step is the detection and quantification. Accurate detection and quantification are the

most vital components of the TOC analysis process. Conductivity and non-dispersive

infrared (NDIR) are the two common detection methods used in modern TOC analyzers.

In this study we used a UIC Carbon coulometer TMto measure TOC of different shale

samples. The measurement and analysis was performed based on ASTM D513.

2.8 Conclusion

In this chapter, a review of different observational and analytical tools is presented. The

basics of specimen preparation, atomic force microscopy, scanning electron microscopy,

energy dispersive spectroscopy, x-ray diffraction and total organic carbon analyzer. The

specimen preparation section reviews the basics of grinding and polishing to prepare the

specimen for mechanical testing. The atomic force microscopy section covers the basics

of spectroscopy technique and is used to measure the roughness of specimen prepara-

35



tion. The scanning electron microscopy section reviews the instrument parts, operational

procedure of the instrument and troubleshooting steps to obtain a high-quality image.

The energy dispersive spectroscopy and x-ray diffraction methods are used to capture the

mineralogy and elemental composition of specimens. In addition to the energy dispersive

spectroscopy and X-ray diffraction, total organic carbon analyzer is used to find the total

organic content of shale specimens.
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Chapter 3

Indentation Methods

3.1 Introduction

In this chapter, a comprehensive review of indentation methods, theory, equipment and

applications is presented. Indentation testing consists of probing the material of interest

whose mechanical properties are unknown with another material whose properties are

known. During the indentation tests, the load, P, applied and the depth, h, of the in-

denter with respect to the indented surface are continuously measured. This resulting

P -h curve is utilized to condense experimental indentation data into two parameters: the

indentation modulus, M, and indentation hardness, H. These two parameters are related

to the elasticity content of the indented space while the indentation hardness stems from

the strength properties. The focus of this chapter is to review recent developments in

indentation analysis of elastic and viscoelastic materials, which enables connecting in-

dentation measurements to the indented material properties. Furthermore, a review of

theory behind the indentation testing is presented. This chapter reviews the classical

tools of indentation analysis for homogeneous solids, that allow for the extraction of elas-

tic and strength properties of the indented material. Indentation equipment capabilities

and limitations are summarized here. Last but not least, the application of the indenta-

tion method to characterize the mechanical properties of materials are presented. This

review defines a basis for original developments presented in future chapters, and the an-

alytical developments presented here will be of critical importance for the experimental

investigation of the fundamental properties of sedimentary rocks.
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3.2 Principle

An indentation test consists of pushing an indenter vertically, with a known geometry,

into the surface of a material of interest. The self-similarity of the indentation test is the

underlying concept that allows linking the indentation properties to the material prop-

erties. In indentation testing, self-similarity implies that the displacement fields at any

load P can be inferred from the displacement fields at a give load P0. The conditions

in which indentation problems are self similar are as follow [52, 53]. The shape of the

indenter probe must be described by a smooth function whose degree is greater than or

equal to unity. In addition, the constitutive relationships of the indented material must

be described by a smooth function with respect to the strains or the stresses. During the

contact process, the loading at any point must be progressive.

Indenter

Surface profile after
 load removal 

P

h hc

Initial Surface

Surface profile 
under load 

hs
hp

Figure 3.1: Schematic representation of indenter: Sample Contact schematic of Berkovich
tip.

The elastic contact problem, which plays a key role in the analysis procedure, was orig-

inally considered in the late 19th century by Boussinnesq [54] and Hertz [55]. Boussinesq

developed a method based on potential theory for computing the stresses and displace-
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ments in an elastic body loaded by a rigid, antisymmetric indenter. His method has

subsequently been used to derive solutions for a number of important geometries such

as cylindrical and conical indenters [56, 57]. Hertz analyzed the problem of the elastic

contact between two spherical surfaces with different radii and elastic constants. These

classic solutions form the basis of much experimental and theoretical work in the field of

contact mechanics [58] and provide a framework by which the effects of non-rigid inden-

ters can be included in the analysis. Another major contribution was made by Sneddon,

who derived general relationships among the load, displacement, and contact area for

any punch that can be described as a solid revolution of a smooth function [59, 60]. His

results show that the load-displacement relationships for many simple punch geometries

can conveniently be written as P = αhm, where P is the force, h is the indentation depth

and α,m are fitting coefficients.

Table 3.1 summarizes the indenter definition with area function relationships for Vick-

ers, Berkovich, modified Berkovich and Cube Corner indenter. The total included angle

for Vickers and Berkovich are 136 ◦ and 141.9 ◦, respectively. The developed contact area

is the same for both Vickers and Berkovich tip. In addition to this indenters with defined

shape, the spherical and conical indenters are the two other options.

Figure 3.2 demonstrates scanning electron microscopy of three different tips. The

Berkovich, Vickers and Cube corner tips are shown in this image.

a) b) c)

Figure 3.2: Scanning electron microscopy image of a) Berkovich tip. Adopted from [61],
b) Cube Corner tip. Adopted from [62], c) Vickers tip. Adopted from [63].

Figure 3.1 demonstrates a schematic representation of indenter and the contact depth

illustrations. The initial surface of the sample and surface profile after load removal are

shown.

Great advances have been made over the past few decades in the development of tech-

niques for probing the mechanical properties of materials on the sub-micron scale [64, 65].
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Table 3.1: Indenter definition with area function relationships.

Vickers Berkovich Modified
Berkovich

Cube Corner

a
(1)
t 136 ◦ 141.9 ◦ 142.3 ◦ 90 ◦

a(2) 68 ◦ 65.03 ◦ 65.27 ◦ 35.264 ◦

Ad
h2

(3) ≈ 26.43 ≈ 26.43 ≈ 26.97 4.5
Ap
h2

(4) ≈ 24.504 ≈ 23.96 ≈ 24.494 ≈ 2.598
Ad
Ap

≈ 1.0785 ≈ 1.1031 ≈ 1.1010 ≈ 1.7320

(1) at: total included angle
(2) a: angle between the axis of the diamond pyramid and the 3 faces
(3) Ad: developed contact area
(4) Ap: projected contact area

These advances have been made possible by the development of instruments that continu-

ously measure force and displacement as an indentation is made [66–68]. The indentation

load-displacement data that is derived can be used to determine mechanical properties

even when the indentations are too small to be imaged conveniently. Since the indenta-

tion positioning capability of some of the instrument is also in the sub-micron regime, a

means is available by which the mechanical properties of a surface can be mapped with

such capabilities that can be described as a mechanical properties micro-probe [69–71].

The two mechanical properties measured most frequently using load and depth sensing

indentation techniques are the elastic modulus, E, and the hardness, H. In a commonly

used indentation test, data are obtained from one complete cycle of loading and unload-

ing. The unloading data are then analyzed according to a model for the deformation of

an elastic half space by an elastic punch which relates the contact area at peak load to

the elastic modulus. Methods for independently estimating the contact area from the

indenter shape function are then used to provide separate measurements of E and H.

3.3 Equipment

The equipment used in this study was an Anton Paar indentation unit. The indentation

unit was contained in enclosed chamber to reduced the vibrations as well as surrounding

noise. The nanoindentation equipments are usually described based on some quoted spec-

ifications. These specifications are: minimum contact force, force resolution, force noise
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floor, displacement resolution, displacement noise floor, maximum number of data points,

data acquisition rate, variable loading rate, unattended operation, specimen positioning,

field of testing, resonant frequency, thermal drift, machine stabilization time, indentation

time, tip exchange time, loading step, constant strain rate, topographical imaging, dy-

namic properties, high temperature testing and acoustic emission testing. The minimum

contact force is typically limited by the noise floor of the instrument and the test envi-

ronment. The value should be as low as possible so as to minimize the error associated

with the initial penetration. The force resolution determines the minimum change in force

that can be detected by the instrument. Force noise floor is the most important factor

that determines the minimum contact force attainable by the system. Any increase in

resolution beyond the noise floor will only mean that the noise is being measured more

precisely. The noise floor is generally limited by electronic noise or the environment in

which the instrument is located. The displacement resolution is typically found by di-

viding the maximum displacement voltage reading by the number of bits in the data

acquisition system. Displacement noise floor will determine what the minimum useable

indentation depth. The displacement noise floor is one of the most important measured

of performance of an instrument.

Maximum number of data points is the maximum number of data points that can be

collected for a single test. More data points allow for better resolution of pop-in events

and other features in the force-displacement curves. However, the data acquisition rate

will be important for large data sets, since data should be collected as quickly as possible

to minimize errors due to thermal drift. Data acquisition rate demonstrate how fast the

machine will collect force and displacement data. The data acquisition rate should be as

high as possible so as to allow the time for a tests to be shorter, thus minimizing errors due

to thermal drift. Variable loading rate is useful for measurement of mechanical properties

of some specimen materials where the properties depend upon the rate of application of

load. This ability of vary the loading rate allows such studies to be performed. Slow

loading may be desirable for some materials followed by a fast unloading.

Figure 3.3 illustrates the head of the nanoindetation tester. The head consists of a

reference ring, electromagnetic coil, capacitive sensor and the indenter.
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Figure 3.3: Schematic illustration of nanoindentation tester head (NHT2), Anton Paar
TM(Ashland, VA). Adopted from [72].
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Unattended operation is the ability of the instrument to be programmed to collect the

data on a single site, or an array of sites, while not requiring any operator intervention

during the tests. Specimen positioning is a feature that shows how accurately the instru-

ment can position the indenter. Most instruments allows 0.5 µm positioning resolution

with optical rotary encoders. Field of testing is the dimension of the testing are accessible

by the indenter based upon the maximum movement of the positioning stages. Resonant

frequency is the natural resonant frequency of the instrument. It depends upon the mass

of the instrument and the characteristics of the mounting springs and dampers. A high

resonant frequency makes the instrument less susceptible to mechanical environmental

interference. Also, a higher resonance allows higher-frequency dynamic measurements

to be made. High frequency dynamic measurements can be made with a low resonant

frequency system if the sample, rather than the indenter, is oscillated. Thermal drift is

almost unavoidable surrounding the instrument if the temperature of the environment

surrounding the instrument is not kept within very tightly controlled limits. Most instru-

ments are supplied with an enclosure with very high thermal insulating properties.

Machine stabilization time is the time needed by the instrument to stabilize after initial

power up. The time is usually dependent on the thermal characteristic of the measure-

ments system. A short time allows for more efficient use of the test facility. Indentation

time is the average time of a typical indentation cycle from load to full unload. A nanoin-

dentation instrument should be able to perform a single indentation within one or two

minutes. Tip exchange time is the time needed for the operator to change the indenter.

Loading step can be applied in a variety of ways in typical nanoindentation instruments.

A square root spacing of load increments gives an approximate even spacing of depth

measurements. A linear spacing of load increments may provide a constant loading rate.

The instrument should offer one or two options in this regard.

Constant strain rate testing involves the application of load so that the depth measure-

ments follow a pre-defined relationship. Some nanoindentation instruments offer the abil-

ity of set the loading rate so as to give a constant rate of strain within the specimen

material. This may be important for viscoelastic material or those that exhibit creep.

Topographical imaging provides scans of a surface before it is indented for accurate tip

placement and also provides immediate imaging after the indent is completed to measure

the size of the residual impression. Such imaging can be done with an atomic force mi-

croscope accessory mounted as either another station on the instrument assembly or as

an in situ device. Dynamic properties is the ability to measure the response of surfaces
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under a sinusoidal or other oscillating load. This technique is important for measuring

the viscoelastic properties of materials. The method usually involves the application of an

oscillatory motion to the indenter or the sample. A lock-in amplifier measure phase and

amplitude of force and displacement signals. High temperature testing is of considerable

interest, to measure the mechanical properties of materials at their operating tempera-

ture. Some indentation instruments allow testing of smaller size samples at temperatures

ranging from 5–500 ◦C. Acoustic emission testing allows the fitting of an acoustic micro-

phone to the indenter or specimen for recording of non-linear events such as cracking or

delamination of thin films.

The instrument used in this study was a Nano-Hardness Tester TMfrom Anton Paar

(Ashland, VA). An indenter tip with a know geometry is driven into a specific site of

the material to be tested by applying an increased normal load. Indenter displacement is

measured using a capacitive transducer. Using the partial-unload technique, the contact

stiffness and hardness of the specimen material can be calculated as a function of depth of

penetration into the specimen. The indenter load is measured using a load cell attached

to the indenter shaft.

Figure 3.4 shows the nanoindentation instrument. We can see the acoustic enclosure

of that the instrument is placed in as well as the thermal isolation around the unit. The

frame is stabilized by using a concrete slab to reduced the floor noise, while the indentation

frame is floating on an anti-vibration table. Furthermore, Figure 3.4b shows the close up

of the microscopic unit as well as the indentation head.

A particular feature of this instrument is the use of a sapphire ring reference ring that

remains in contact with the specimen surface during the indentation. The reference ring

provides a differential measurement of penetration depth and thus the load frame com-

pliance and thermal drift are automatically compensated for. The sapphire ring also acts

as a local environmental enclosure protecting the measurements spot from air currents,

sound wavers, changes in humidity and changes in temperature, thus obviating the need

for special environmental conditions in order to obtain perfect measurements. The ring

also allows the working distance to be set very quickly as the ring contacts the surface

before the indenter and so the final approach, to be made very slowly, tales place only

over a few microns displacement. The specifications of the NHT2 TMare shown in Table

3.2.

44



a) b)

10 inch 2 inch

Figure 3.4: Photograph of Anton Paar CPX Nanoindentation Unit, University of Illinois
at Urbana-Champaign.

Table 3.2: Specifications of the NHT2 TM.

Specifications
Depth resolution 0.01 nm
Maximum indentation depth >50 µm
Maximum load 500 mN
Load resolution ± 0.02µN
Work table dimension 145 mm×70 mm
Usable areas with optical analysis 95 mm× 70 mm
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3.4 Theory

A meaningful quantity in indentation hardness is the mean contact pressure of the contact

and is found by dividing the indenter load by the projected area of the contact. The

average contact pressure, when determined under conditions of a fully developed plastic

zone, is taken to be the indentation hardness, H, of the specimen material. Analogously,

the elastic modulus determined from the slop of the unloading of the load-penetration

depth response in an indentation test. This value is called indentation modulus, M, of

the specimen material.

There is a distinct difference between conventional definition of hardness and the

hardness obtained by nanoindentation using depth sensing measurements. In conventional

hardness tests, such as the Brinell test, the size of the residual impression in the surface

is used to determine the area of contact and the hardness value. While, in depth sensing

indentation tests, such as that used in nanoindentation, the size of contact area under full

load is determined from the depth of penetration of the indenter and the elastic recovery

during the removal of load. The latter method provides an estimate of the area of the

contact under full load. Usually, the area given by the shape of the residual impression

and that given by the depth-sensing techqnue are almost identical, but this is not always

the case.

Figure 3.5 illustrates a typical indentation test curves. Figure 3.5a) shows the load

vs time curve for a typical indentation test. The load consists of a linearly increasing

load, a constant holding time and unloading portion. Figure 3.5 illustrates the load vs

penetration depth for a single indent with loading, holding and unloading phase.

3.4.1 Boussinesq Problem

Boussinesq [54] solved the problem of stress distribution at any point X in a semi-infinite

half space, homogeneous, isotropic and elastic material as a result of a point load, Q,

applied on the surface.

δσz =
3Q

2πz2

(
I

1 + (r/z)2

)5/2

(3.1)

where I = 3
2π

( 1
1+(r/z)2

)5/2

δσθ =
Q

2π
(1− 2ν)

(
z

(r2 + z2)3/2
− 1

r2 + z2 + z(r2 + z2)1/2

)
(3.2)
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Figure 3.5: Graphical views of indentation test parameters a) Load vs time curve b) Load
vs penetration depth of a single indent.

47



δσr =
Q

2π

(
3r2z

(r2 + z2)5/2
− 1− 2ν

r2 + z2 + z(r2 + z2)1/2

)
(3.3)

where ν is the Poisson’s ratio and z shows the vertical distance from the point load, and

r is the horizontal distance from the desired point. The equations above shows changes

in the stress state at different directions.

3.4.2 Hertz Contact Problem

Furthermore, an elastic contact problem can be defined for a contact of a rigid sphere and

a flat surface. The stresses and deflections arising from the contact between two elastic

solids are of particular interest. Hertz [55, 73] found that the radius of the circle of contact

a is related to the indenter load P, the indenter radius R and the elastic properties of the

contacting materials by Equation 3.4.

a3 =
3PR

4E∗
(3.4)

The quantity E∗ combines the modulus of the indenter and the specimen using Equa-

tion 3.5.

1

E∗
=

(1− ν2)
E

+
(1− ν ′2)
E ′

(3.5)

where E
′

is the elastic modulus and ν
′

is the Poisson’s ratio of the indenter. If both of

contacting bodies have a curvature, then R in Equation 3.4 is their relative radii given by

Equation 3.6.

1

R
=

1

R1

+
1

R2

(3.6)

In Equation 3.6, the radius of the indenter is always positive and the radius of the

specimen to be positive if the center of curvature is on the opposite side of the lines of

contact between the two bodies and h is the indentation displacement of the original

surface in the vicinity of the indenter, and is given by Equation 3.7.

h =
1

E∗
3P

8a

(
2− r2

a2

)
; r < a (3.7)

where a is the radius of the circle of contact. r is the distance between the center of contact

and the point of contact. The distance from the specimen free surface to the depth of
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the radius of the circle of contact at full load is ha = h/2. Furthermore, the distance of

mutual approach of distant points in the indenter and specimen, δ, is calculated by using

Equation 3.8.

δ3 =

(
3

4E∗

)2
P 2

R
(3.8)

Substituting Equation 3.7 into 3.4 the distance of mutual approach is described as

Equation 3.9.

δ =
a2

R
(3.9)

Now substituting Equation 3.9 to Equation 3.8 the total depth of penetration,ht, and

penetration load are related by Equation 3.10.

P =
4

3
E∗R1/2h

3/2
t (3.10)

In the case of a conical indenter a similar equation holds where the radius of circle of

contact is related to the indenter load by Equation 3.11.

P =
πa

2
E∗acotα (3.11)

The depth penetration of the apex of the indenter, ht beneath the original specimen

free surface is given by Equation 3.12.

ht =

√
Pπ

2Etanα
(3.12)

where α is the cone semi-angle, E is the Young’s modulus, and P is the force.

In indentation testing, pyramidal indenter are generally treated as conical indenters

with an equivalent cone angle that provides the same area to depth relationship as shown

in Table 3.1.

3.4.3 Berkovich Indenter

The Berkovich indenter is used for nanoindentation testing because of the sharper tip

compares to the four-sided Vickers geometry, thus ensuring a more precise control over

the indentaion process. The mean contact pressure is usually determined from a measure
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of the plastic depth of penetration, hp (cf. Figure 3.1), such that the area of contact is

given by Equation 3.13.

A = 3
√

3h2ptan
2θ (3.13)

where for θ =65.3◦, Equation 3.13 reduces to Equation 3.14.

A = 24.5h2p (3.14)

and hence the mean contact pressure, H, is calculated by Equation 3.15.

H =
P

24.5h2p
(3.15)

For both the Vickers and the Berkovich indenter, the representative strain within the

specimen material is approximately 8%. In addition, for the case of a Berkovich indenter,

a complete plastic responsive is assumed throughout. The distance hp is calculated using

Equation 3.16.

hp =

(
P

3
√

3Htan2θ

)1/2

(3.16)

The distance hr is easily determined from the intercept of the slope of the unloading curve

using Equation 3.17. The unloading part of the indentation force penetration depth curve

where the intercept of tangent line on unloading curve will result in hr (cf. 3.5).

hr =

[
2(π − 2)

π

]
1

2E∗
(PHπ)1/2 (3.17)

Thus, the total depth, ht, is obtained by Equation 3.18.

ht =
√
P

[
(3
√

3Htan2θ)−1/2 +

[
2(π − 2)

π

] √
Hπ

2β

]
(3.18)

The solution for a conical indenter of half-angle α, will reduce to Equation 3.19. This

equation illustrates the P ∝ h2t relationship for elastic-plastic loading more clearly.

P = E∗

[
1√

3
√

3tan2θ

√
E∗

H
+

[
2(π − 2)

π

]√
π

4

√
H

E∗

]−2
h2t (3.19)
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3.4.4 Oliver and Pharr Method

The method was developed to measure the hardness and elastic modulus of a material from

indentation load displacement data obtained during one cycle of loading and unloading.

The application of the method was originally intended for application with sharp, geo-

metrically self-similar indenters like the Berkovich triangular pyramid. Since, the method

was understood to be more general than this and applies to a variety of axsisymmetric

indenter geometries including the sphere.

A schematic representation of a typical data set obtained with a Berkovich indenter

is presented in Figure 3.5, where the parameter P designates the load and h the displace-

ment relative to the initial undeformed surface. Deformation during loading is assumed to

be both elastic and plastic in nature as the permanent hardness impression forms. During

unloading, it is assumed that only the elastic displacements are recovered. For this rea-

son, the method does not apply to materials in which plasticity reverses during unloading.

There are three important quantities that must be measured from the P -h curves: the

maximum load, Pmax, the maximum displacement, hmax, and the elastic unloading stiff-

ness, S= dP/dh, defined as the slope of upper portion of the unloading curve during the

initial stages of unloading. The analysis used in this method to determine Hardness, H,

and elastic modulus, E. It is an extension of the method proposed by Doerner and Nix [65]

that accounts for the fact that unloading curves are distinctly curved in a manner that

cannot be accounted for by the flat punch approximation. The indentation experiments

show that unloading curves are distinctly curved and usually well approximated by the

power law relation shown in Equation 3.20.

P = α(h− hf )m (3.20)

where α and m are power law fitting constants. hf is the final indentation depth. The

power law exponent ranges from 1.2–1.6, which demonstrates that the punch approxima-

tion is not accurate, but also that the indenter appears to behave more like a paraboloid

of revolution. The exact procedure used to measure H and E is based on the unloading

processes shown schematically in 3.5, in which it is assumed that the behavior of the

Berkovich indenter can be modeled by a conical indenter with a half angle of φ =70.3◦.

The basic assumption is that the contact periphery sinks in a manner that can be de-

scribed by models for indentation of a flat elastic half-space by rigid punches of simple

geometry. This assumption limits the applicability of the method because it does not
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account for the pile-up of material at the contact periphery that occurs in some elastic-

plastic materials. The elastic models, with assumption of negligible sink-in, is given by

Equation 3.21. S is defined as the slop of the upper portion of the unloading curve during

the initial stage of unloading.

hs = ε
Pmax
S

(3.21)

where ε is a constant that depends on the geometry of the indenter. The value of ε =0.75

is recommended due to empirical observation of unloading curve, which behaves like a

paraboloid of revolution. Using this approximation to find the vertical displacement of

the contact periphery, the displacement is derived by Equation 3.22.

hc = hmax − ε
Pmax
S

(3.22)

Defining F(h) as an area function that describes the projected area of the indenter at a

distance h back from its tip, the contact area is A = F (hc). This area function, called the

indenter shape function, must carefully be calibrated by independent measurements so

that deviations from non-ideal indenter geometry are taken into account. These deviations

can be considerable near the tip of the Berkovich indenter, where some rounding inevitably

occurs during the production process and after testing. The indenter area function is

calibrated using a reference material with known mechanical properties, mostly fused

silica. The form of the area function is prescribed by Equation 3.23.

A =
8∑

n=0

Cn(hc)
2−n = C0h

2 + C1h+ ...+ C8h1/128 (3.23)

where C0, ... C8 are constants determined by curve fitting procedures. A perfect pyramid

or cone is represented by the first term alone. The second term describes a paraboloid of

revolution, which approximates to a sphere at small penetration depths. In each case, the

experimentally determined constants can be compared with the appropriate geometric

description to verify the geometry. The higher order terms of equation 3.23 are generally

useful in describing deviations from perfect geometry near the indenter tip and give the

experimenter some flexibility in developing an area function that is accurate over several

orders of magnitude in depth. Once the contact area is determined, the hardness can be
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estimated by using Equation 3.24.

H =
Pmax
A

(3.24)

It is good to remember that this definition of hardness is based on the contact area

under the load, it may deviate from the traditional hardness measured from the area of

the residual hardness impression if there is significant elastic recovery during unloading.

However, this is generally important only in materials with extremely small values of

E/H.

Measurement of the elastic modulus follows from its relationship to contact area and

the measured unloading stiffness through the relation shown in Equation 3.25. β is a

dimensionless parameter that is used to account for deviations in stiffness caused by the

lack of axial symmetry for pyramidal indenters.

S = β
2√
π
Eeff
√
A (3.25)

where Eeff is the effective elastic modulus defined by Equation 3.26.

1

Eeff
=

1− ν2
E

+
1− ν2i
Ei

(3.26)

The effective elastic modulus takes into account the fact that elastic displacement

occur in both the specimen, with Young’s modulus, E and Poisson’s ration ν for the

indenter and with elastic constants for the material being indented as Ei and νi.

Although Equation 3.26 was developed for elastic contact only and is often associate

with flat punch indentation but it has been shown that it applies equally well ti elastic-

plastic contact and that small perturbations from pure axisymmetry geometry do not

effect it either. The correction factor β appearing in Equation 3.26 plays an important

role for accurate mechanical property measurements. This constant affects not only the

elastic modulus calculated from the contact stiffness by means of this relation. The hard-

ness is affected because procedure for determining the indenter area function are based on

this equation and area functions can be in error if the wrong value of β is used. Thus, with-

out a good working knowledge of β, one is limited in the accuracy that can be achieved

in the measurement of both H and E. For the case of small deformation of an elastic

material by a rigid axsisymmetric punch of smooth profile, β is exactly one. However,

usually real indentation experiments are conducted with non-axisymmetric indenters and
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involve large strains, other values for β may be more appropriate. The complex nature

of elastic-plastic deformation with pyramidal indentrs makes this a very difficult exercise

with results that are not entirely satisfying. Herein, we review the factors that affect β

factor for Berkovich indentation and attempt to draw some conclusions concerning what

value is best. The value of β= 1.034 has widely been adopted for instrumented inden-

tation testing with a Berkovich indenter. Vlassak and Nix [74] conducted independent

numerical calculations for the flat-ended triangular punch using a more precise method

and found a higher value, β= 1.058. Hendrix [75], noting that the pressure distribution for

elastic deformation by a flat punch is not representative of the real elastic-plastic problem,

adopted another approach to estimate β. Assuming the pressure profile is perfectly flat,

he used simple elastic analysis procedures to show that β= 1.0055 for a Vickers indenter

and β= 1.0226 for the Berkovich.

In addition, finite element simulations have been used to evaluate β and explore the

factors that influence it. The finite element simulations have the advantage of including

the effects of plasticity, but are subject to inaccuracies caused by inadequate meshing

and convergence. Larson et al. [76] conducted full 3D finite element calculations for

true Berkovich indentation for a purely elastic material and for four different elastic-

plastic materials that simulate the behavior of alloys. For the purely elastic material,

they found out that β is slightly dependent on Poisson’s ratio, ν, through the relation,

β = 1.2304(1 − 0.21ν − 10.01ν2 − 0.41ν3). In a similar study, a through finite element

study of elastic-plastic indentation with a 68 ◦ cone has been conducted by Cheng and

Cheng [77, 78]. Their calculations included a wide range of materials characterized by

different E/σyrations, Poisson’s ratio, ν and work-hardening exponent, n. The β value

for non-work-hardening materials are considered to be 1.05, independent of E/σy and

nu. Second, for both hardening and non-hardening materials the reported β value is

1.085, independent of E/σy and n. The wide range of βs reported in these studies makes

it difficult to settle in on a single preferred value. On the other hand, what can be

concluded is that there are valid reasons to expect that β for the Berkovich indenter

should be slightly greater than unity.

One of the most important considerations in performing valid indentation is a well

calibrated testing system. The system calibrations are based on a relation, C = Cf +
√
π

2Eeff

1√
A

. This relation states that the total measured compliance, C, is the sum of

compliance of the load frame, Cf , and the contact. This assumes that the load frame
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compliance is a constant independent of load. The frame compliance can be calculated is

the area function is known. At shallow depths, corresponding to small contact areas at

the beginning of an indentation experiment, the contact compliance is high and dominates

the total measured compliance. On the other hand, as the contact depth increase, the

contact compliance decreases and at some point the load frame compliance become more

dominant factor. Thus, for measurements of large depths, the total load frame compliance

must be known with great accuracy.

3.5 Advanced Methods

In this section, a review of two different advanced methods of indentation technique is

presented. The first part of this section reviews the different methods for creep testing.

While, the second part of this section reviews the basic concepts of grid indentation.

3.5.1 Creep Testing

The use of nanoindentation proven useful for determining the mechanical properties of

solids, most notably elastic modulus and hardness. The Oliver and Pharr method [79]relies

on an analysis of the unloading of load-displacement response. The method relies on plas-

ticity occurring instantaneously upon satisfaction of a constitutive criterion. On the other

hand, many materials have a time-dependent behavior when placed under load. Thus,

a nanoindentation test method may not provide an adequate estimation of viscoelastic

properties of interest. There are two different approaches to managing time-dependent

behavior in nanoindentation testing. First, application of an oscillatory displacement or

force, in which the transfer function between the load and displacement provides a method

of calculating the storage and loss modulus of material. Second, the application a step

load or displacement and subsequent measurements of depth or force as a function of

time. The method used here in this study is the second one. If we neglect the effects of

arising from formation of cracks, permanent deformation in a material under indentation

loading is a combination of instantaneous plasticity, which is not time dependent and

creep, which is time-dependent. Thus, in a nanoindentation tests, the depth recorded at

each load increment will be the addition of that due to elastic-plastic properties of the

material and that occurring due to creep.

The majority of indenters are load-controlled, which make performing creep tests easier
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to perform experimentally than indentation relaxation tests. In this part, we look into the

indentation creep tests, where the load is held constant at its maximum value Pmax while

monitoring the indentation depth h(t). A creep tests can be performed by loading to the

maximum force,Pmax, and keep it constant for the holding time, th and then reduced the

force to zero. There are several methods to analyze the indentation creep tests. Several

researchers developed detailed theoretical solution for viscoelastic indentation creep [80–

84]. A motivation for such modeling is the behavior of materials at elevated temperatures

[85, 86]. Here a review of several models developed for creep tests is presented. In general,

time dependent properties of materials are conventionally analyzed in terms of mechanical

models such as those shown in Figure 3.6.
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Figure 3.6: a) Three element Voigt and dashpot presentation, b) Maxwell representation
of a visco-elastic material, c) four-element combined Maxwell-Voigt model ,d) Generalized
Maxwell model.
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A model demonstrated by Cripps [87] was developed based on the work of Radok [88]

and Lee and Radock [89]. In their work, the viscoelastic contact problem is analyzed

by using a correspondence principle in which elastic constants in the elastic equations of

contact are replaced with time dependent operators. In the case of a conical indenter,

the three element Voigt model result in Equation 3.27. G1 and G2 are the shear modulus

for Voigt model. η is viscosity term that quantifies the time-dependent property of the

material.

h2(t) =
π

2
P0cotθ

[
1

G1

+
1

G2

(1− e−tG2/η)

]
(3.27)

For a Maxwell model and a conical indenter, Cripps derives the relation between

indentation depth and the physical properties of material by Equation 3.28. G1 is the

shear modulus for Maxwell model. θ is the effective angle of the indenter. t is the

indentation time for this model.

h2(t) =
π

2
P0cotθ

[
1

G1

+
1

η
t

]
(3.28)

In addition, the model for a four-element Maxwell-Voigt model reveals Equation 3.29

h2(t) =
π

2
P0cotθ

[
1

G1

+
1

G2

(1− e−tG2/η2) +
1

η1
t

]
(3.29)

The equations above are expressed in terms of shear modulus, G. This model is a

simple model which does not consider the formal treatment of the full problem. Thus,

this is a simplified treatment of nanoindentation creep testing.

Another solution for creep indentation was developed by Vandamme et al. [90, 91].

In their study, they have developed a solution based on principle of viscoelasticity. They

showed that it is possible to derive closed form solutions following the classical proce-

dure of functional formulations of viscoelasticity. They have demonstrated the details for

the 3-parameter Maxwell model, 4-parameter Kelvin-Voigt model and the 5-parameter

combined Kelvin-Voigt-Maxwell model.

Here we present a summary of their viscoelastic models. Equations 3.30 and 3.31 show

the relation between Young’s modulus and shear modulus and bulk modulus.

G0 =
E0

2(1 + ν0)
(3.30)
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K0 =
E0

3(1− 2ν0)
(3.31)

where, G0 and K0 denote the shear modulus and bulk modulus respectively.

The response of the loading part of the indentation test, yL(t), for a 3-parameter

Maxwell model results in Equation 3.32.

yL(t) =
1

τL

(
5− 4ν0
1− ν20

+
M0

η1

t2

2
− (

1− 2ν0
1− ν20

)2
3η1
M0

(1− e−E0t/3η1)

)
(3.32)

where M0 = 4G0
3K0+G0

3K0+4G0
.

The response for the holding phase, yH(t), is presented by Equation 3.33.

yH(t) =
5− 4ν0
1− ν20

+
M0

ν0
(t− τL

2
)− (

1− 2ν0
1− ν20

)2
3η0
M0τL

(eEoτL/eη0 − 1)e−E0t/3η0 (3.33)

The 4-parameter Kelvin-Voigt model has one more dashpot and the response of the

loading phase reveals the Equation 3.34.

yL(t) =
1

τL
((4 +

M0

G1

+
M0(1− 2ν0)

2

E0 + 3G1

)t− η1M0

G2
1

(1− e−G1t/η1)

− 3η1M0(1− 2ν0)
2

(E0 + 3G1)2
(1− e−(E0+3G1)t/3η1)) (3.34)

The response for the holding phase, yH(t), is presented in Equation 3.35.

yH(t) = (4 +
M0

G1

+
M0(1− 2ν0)

2

E0 + 3G1

+
η1M0

G2
1τL

(1− eG1τL/η1)e−G1t/η1

+
3η1M0(1− 2ν0)

2

(E0 + 3G1)2τL
(1− e(E0+3G1)τL/3η1)e−(E0+3G1)/3η1) (3.35)

The loading response, yL(t), for the 5-parameter combined Kelvin-Voigt-Maxwell

model is derived as Equation 3.36.
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yL(t) =
1

τL
(
5− 4ν0
1− ν20

t+
M0

G1

(t− T2(1− e−t/T2)) +
M0t

2

2η1

− (1− 2ν0)
2

(1− ν20)(1/T1 − 1/T3)
[(T3/T2 − 1)(1− e−t/T3) + (1− T1/T2)(1− e−t/T1)])

(3.36)

and the response of the holding phase is shown in Equation 3.37.

yH(t) = (
5− 4ν0
1− ν20

+
M0

G1

− M0T2
G1τL

e−t/T2(eτL/T2 − 1) +
M0

η1
(t− τL/2)

− (1− 2ν0)
2

τL(1− ν20)(1/T1 − 1/T3)
× [(T3/T2 − 1)et/T3(eτL/T3) + (1− T1/T2)e−t/T1(eτL/T1 − 1)])

(3.37)

where, T1 = 6η1η2

E0(η1+η2)+3η1G2+
√
E2

0(η1+η2)
2+6E0η2G1(η2−η1+9η22G

2
1

, T2 = η1
G1

and T3 = 6η2η1

E0(η1+η2)+3η2G1−
√
E2

0(η1+η2)
2+6E0η2G1(η2−η1)+9η22G

2
1

.

3.5.2 Statistical Indentation

Each indentation data demonstrate the mechanical response of the local point on the

material. Commonly, composite materials have several phases with different mechanical

properties. One way to capture different phases in a composite material is to perform

a large enough number of independent tests on the surface of the material. Statistical

indentation consists of performing an array of single indentation test on a desired sur-

face. The concept of the statistical indentation (grid indentation) was used by several

researches like Ulm and coworkers [92–94] to address the heterogeneous nature of the

microstructure by expanding the use of the classical indentation technique. The grid in-

dentation technique consists of conducting a large grid of indentations over the surface

of the heterogeneous medium of interest. Each indentation experiment could be regarded

as statistically independent, which make it feasible to apply statistical techniques. In

turn, statistical analysis makes it possible to interpret the indentation results in terms of

the mechanical properties of the individual material phases. The concept of statistical

indentation was developed based on the Gedanken experiment. Let’s consider a mate-

rial composed of two phases with different mechanical properties. The grid indentation
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principle can be introduced by considering an indentation test on an infinite half-space

composed of two different material phases with contrasting properties, as shown in Figure

3.7. Assume that the characteristic length of the phases are D and the indentation depth

is much smaller than the characteristic size of the phases, h << D. In these conditions,

a single indentation gives access to the material properties of either phase 1 or phase 2.

In contrast, consider an indentation performed at a maximum indentation depth that is

much larger than the characteristic size of the individual phases, h >> D. Such a test

measures the response of the composite material, and the properties obtained from such

an indentation experiment are representative of the average properties of the composite

material. The grid indentation methods requires performing a large array of indentations

as displayed in Figure 3.7. As a result of the scale separability condition, most inden-

tations will capture the properties of either one of the primary phases. For example, in

the two-phase material two peaks are present in the frequency diagram, and those mean

values represent the mechanical properties of the phases.

61



Figure 3.7: Schematic of statistical indentation analysis performed on a two-phase het-
erogeneous material, characterization of intrinsic phase properties from indentation of
shallow depth, characterization of homogenized properties of two phase material. The
left schematic demonstrates indents with small penetration depths. The right schematic
demonstrates an indent with large penetration depth. M is the indentation modulus. H
is the indentation hardness. Adopted from [95].
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The experimental data obtained from the grid testing should be analyzed using sta-

tistical tools. Herein, I look into implementation of different techniques for this task.The

implementation of the deconvolution technique for the indentation analysis begins with

the generation of the experimental probability density function (PDF) or cumulative dis-

tribution function (CDF). An assumption should be made on the form and shape of the

distributions associated with the properties of each material phase. It is assumed that

in statistical modeling of the heterogeneous material, each phase has its own mechanical

(indentation) value for that phase. A spread of experimental measurement is expected

because of the noise and inhomogeneity nature of phases. The second assumption is

that the distribution obeys a Gaussian distribution, which assumes the variability is dis-

tributed evenly around the mean value. The application of the grid indentation on the

heterogeneous material will always result in some measurements probing the composite

response of two or more material phase at some location. Each indentation test is consid-

ered as a single statistical event, with both extracted indentation modulus and hardness.

The purpose of deconvolution is to determine the number of mechanical phases as well as

their mean mechanical properties. Let N be the number of indentation tests performed,

(Mi, Hi)1≤i≤N are the sorted values of the measured indentation modulus and harness.

The N points of the experimental CDF for indentation modulus and hardness as shown

in Equation 3.38.

FM(Mi) =
i

N
− 1

2N
,FH(Hi) =

i

N
− 1

2N
(3.38)

After constructing the experimental CDFs, we need to construct the theoretical model

CDF’s. Consider the material to be composed of j = 1−n material phases with sufficient

difference in mechanical phase properties. Each phase occupies a surface fraction, fi,

of the indented surface. The distribution of the mechanical properties of each phase

is assumed to be approximated by Gaussian distributions, described by the means of,

average values, µMj , µHj and standard deviations of σMj , σHj . The CDF for each phase is

given by Equation 3.39.

F (Xi;µ
X
j , σ

X
J ) =

1

σXj

∫ Xj

−∞
exp(
−(u− µXj )

2(σXj
)2)du (3.39)

The n× 5 unknowns (fi, µ
M
j , σ

M
j , µ

H
j , σ

H
j )1≤j≤n are determined by minimizing the dif-

ference between the experimental and weighted sum of CDFs of different phases as shown

in Equation 3.40. fi is the volume fraction of phase i. µMj demonstrate the mean value of
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indentation modulus (M) for phase j. σMj represents the standard deviation for indenta-

tion modulus (M) for phase j.

min

[
N∑
i=1

(
n∑
j=1

fjF (Xi;µ
X
j , σ

X
j )− FX(Xi))

2

]
withX = M,H (3.40)

where the function F is defined as the probability density function of theoretical model.

The constraint of the minimization problem requires that the surface fractions of the

different phase sum to one. To ensure that individual phases exhibit sufficient contrast in

properties, and avoid neighboring phases to overlap, the problem additionally constrained

with µXj + σXj < µXj+1 − σXj+1.

The approach of statistical deconvolution works based on minimizing the error between

the experimental data, (M,H) and the theoretical model. The principle is to compute

the total error and find a set of parameters to minimize this error while satisfying other

constraints. For a given set of data, the error is due to the difference between the values of

predicted modulus, Mpred and hardness, Hpred, and the experimental values of Mexp,Hexp.

The error minimization can be done in different definitions of error: absolute error, relative

error and normalized absolute error [95].

3.5.3 Absolute Error

The absolute error, S, is defined by Equation 3.41 for each point [96].

S = (Mexp −Mpred(µ, σ))2 + (Hexp −Hpred(µ, σ))2 (3.41)

where, Mexp,Mpred are experimental and predicted indentation modulus, respectively.

Hexp, Hpred are experimental and predicted indentation hardness, respectively. The prob-

lem with this error is that it will give more dominance to points with high values compared

to points with lower values. Since, in general the indentation modulus is much larger than

the hardness (expressed in same units), the absolute error will lead to a good representa-

tion only for M and not of H.
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3.5.4 Relative Error

The relative error, Sr, is defined by Equation 3.42 [96].

Sr =

(
Mexp −Mpred(µ, σ)

Mexp

)2

+

(
Hexp −Hpred(µ, σ)

Hexp

)2

(3.42)

This error has the advantage of not favoring high values of M and H. However, it will

give somewhat more importance to points with low values of M and H.

3.5.5 Normalized Absolute Error

The normalized absolute error, Sn, error uses the same normalization factor expect the

denominator is M0 and H0 for the entire data set is defined by Equation 3.43 [96].

Sn =

(
Mexp −Mpred(µ, σ)

M0

)2

+

(
Hexp −Hpred(µ, σ)

H0

)2

(3.43)

This definition of error helps to get the best minimization value, while fitting both ex-

perimental data best. One option to model the grid indentation is expectation-maximization

algorithm [97–99]. This methodology is well-suited for the analysis of grid indentation

data. In particular, normal mixture models are used to model multi-variate data based

on efficient iterative solutions by maximum likelihood via the expectation–maximization

algorithm. The mixture model for grid indentation data begins with considering each

indentation event by a realization of the random two dimensional vector. The two dimen-

sions correspond to the indentation modulus and hardness attributes. Mixture models are

usually faced with the problem if multiple roots. The application of the maximum likeli-

hood, expectation maximization for the analysis of grid indentation data on shale can be

done with the use of EEMIX algorithm developed by Mclachlan et al. [100]. The EMMIX

algorithm automatically fits a range of normal mixture distributions with unrestricted

variance-covariance matrices. The optimal number of mixture components is determined

using the Bayesian information criterion. Ortega [101] has used the EMMIX algorithm to

analyze the indentation modulus and hardness obtained from grid indentation experiment

on shale specimens. A second option for statistical analysis of grid indentation is cluster

analysis. Cluster analysis is the automated identification of groups of related observa-

tions in a data set. The strength of this technique stems from its ability to determine the

number of clusters in a data set and the uncertainty of experiments belonging to a clus-

ter based on statistical criteria. The technique has been implemented in the R package
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Mclust, a contributed package for normal mixture modeling and model-based clustering

[102]. The package provides functions for model based approaches assuming different data

models and implement maximum likelihood estimation and Bayesian criteria to identify

the most likely model and the number of clusters. The initialization of the model is

done by hierarchical clustering for various parametrization of the Gaussian model [102–

104]. The best model can be identified by fitting model with different parametrization

and number of components to the data by maximum likelihood determined by the EM

algorithm, while implementing a statistical criterion for model selection. Deirieh [105]

used the Mclust package in R software to process the data obtained from wave dispersive

spectroscopy for chemical assessment of shale by means of statistical grid spectroscopy on

shale specimen. The deconvolution can be programmed using a non-linear least square

solver using the any programming software, i.e. MATLAB. In summary, the results of the

deconvolution technique are estimates of the mean and standard deviation of indentation

modulus and hardness for each mechanically distinct phase and en estimate of the volume

fraction of each phase. The grid nanoindentation technique provides reliable estimates of

the mechanical behavior of each phase in a complex heterogeneous composite based on

direct mechanical measurements.

3.6 Conclusion

Indentation testing aims to provide mechanical properties of the indented surface, e.g.

bulk mechanical properties. The review of current tools of indentation analysis in this

chapter shows that the indentation quantities can be linked to material properties. The

most important quantity of indentation measurements is the projected area of contact

at the onset of unloading, which should be calibrated using a reference material. The

time-dependent behavior of indentation modulus and hardness shows that the viscosity

may have a non-negligible effect depending on the material. Several analytical tools

where presented that allow the extraction of these viscous properties of a solid from an

indentation test. In addition, the heterogeneous nature of most materials demand a higher

number of tests to be carried out on the surface of the specimen. Statistical indentation

aims to provide mechanical properties of the indented surface for a heterogeneous surface.

The review of current tools of statistical indentation analysis in this chapter shows that

the grid indentation technique can differentiate between various mechanical phases and

provide reliable estimates of the volume fraction of each phase.
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Chapter 4

Scratch Test Methods

4.1 Introduction

A scratch test consist of moving a sharp stylus on a surface of a material. During the

tests, the vertical load is applied,FV while the horizontal force, FT , and penetration depth,

h, of the indenter with respect to the scratched surface are contentiously measured. This

resulting FT−h curve is utilized to condense experimental scratch tests into Kc parameter.

The fracture driven processes occurring during the scratch is the underlying concept that

allows capturing the fracture toughness of the specimen. The focus of this chapter is

to review recent developments in scratch testing and analysis of tests. This enables

connecting the scratch tests measurements to fracture properties. Furthermore, a review

of the theory and its application to heterogeneous materials are presented. In this Chapter,

a comprehensive review of principle, equipment, theory and application is explained.

4.2 Principles

The application of scratch test to determine the hardness of a material roots to ancient

era. Carl Friedrich Christian Mohs, a German mineralogist formulated the Mohs scale of

hardness in 1812. This method characterizes the relative hardness of minerals in a scale

of 1 to 10. The materials of know hardness are used to scratch the material of unknown

hardness. The principle lies on the fact that if specimen A can scratch specimen B, then

specimen A is harder than specimen B. On the other hand, if specimen A does not

scratch specimen B, then specimen B is harder than specimen A. If the two specimens
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are equal in hardness then they will be relatively ineffective at scratching one another.

This method provides a quick qualitative assessment of the hardness of the material and

its resistance to scratch. It provides the foundation for the idea of using the scratch tests

to characterize the mechanical properties of materials. Furthermore, several researchers

utilized the idea and improved the technique over years.

Figure 4.1: Schematic of scratch testing on a layered material. The stylus is shown as
dark yellow probe used to scratch the surface of the layered material. The residual groove
after the scratch test is shown.

The scratch test has been used in the industry for over 30 years for a wide range of

applications ranging from adhesion of coatings and thin films to the strength of ceramics

[106–109]. Recently, a new procedure is established to demonstrate the predominance of

fracture processes and determine the shape of the cracks generated during the test [110].

In addition, in this study a dimensional analysis and finite element simulations is used to

predict the scaling of the horizontal scratch force for both a strength dominated and a

fractured-dominated process.
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4.3 Equipment

The equipment used in this study is a version of continuous stiffness measurements (CSM)

scratch testers, which is available for the ranges nano, micro and macro. These instru-

ments provide precise surface characterization measurements. The scratch testing is em-

ployed for characterization of thin films and coatings. The mechanical properties such as

adhesion, fracture and deformation can be measured using the CSM scratch testers. As

mentioned in the previous section, the harder the material can scratch a softer material.

Thus, the tip used for the scratch test is made of either diamond or a sharp metal. Di-

amond being harder than most of the materials tested in laboratory measurements is a

reason for its wide application.

The scratch tester support a wide range of indenter base on the application. Some

of these indenters are spherical indenter, Rockwell indenter and Vickers indenter. The

spherical indenter is suitable for study of yielding, hardening and recreation of uniaxial

tensile testing. In the case of spherical indenter, a transition from the elastic contact to

plastic deformation is observed. One of the limitations of this indenter is the difficulty of

obtaining a high quality spherical indenter using hard materials.

Another indenter is Vickers, which is a four-sided pyramid shape with a 68◦ angle

between the center and the face of the pyramid. Its geometry define a very sharp pointed

indenter which is suitable for indentation testing. The third indenter is Rockwell conical

indenter. The Rockwell indenter consists of an apex angle, usually 120◦ and with a radius

R at the tip. The radius can range base on the application, where commercially is available

for 100 µm and 200 µm. The selection of the tip is based on the material parameters due

to influence of the tip geometry on characterization. Akono et al. [111] showed that an

axisymmetric probe is suitable for the fracture toughness characterization. Thus, in this

study a spheroconical Rockwell C indenter tip with the R = 200µm.

The scratch test is carried out by moving a diamond indenter tip across the surface

of the application of constant, progressive or incremental load modes. The CSM scratch

tester (Anton Paar, Ashland, VA). This scratch tester offer a wide variety of features. On

the key features is the constant surface referencing. This feature enables accurate coor-

dination between the force and depth sensors. In addition, the electronically controlled

active force feedback system is a unique feature to this instrument. The vertical force is

an important factor in scratch tests, which is perfectly controlled due to the design of the

force sensor and the active force feedback feature.
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The sample for scratch testing is mounted on a friction table. A linear variable differ-

ential transformer (LVDT) is attached to the table which measure the horizontal force.

This scratch tester offer a pre-scan mode which enables the displacement sensor to record

the surface profile of sample before conducting the test. In addition, profiles can be mea-

sured after the testing as well. The surface profile is used to capture tilt and asperities on

surface with a minimal force. The penetration depth, Pd is measured during the scratch

depth. While, the residual depth, Rd, can be measured after the scratch test. Further-

more, optical microscope is synchronized with the scratch testing platform. This feature

enables the capture of optical microscopy images of the test site. The optical microscopy

is available at four levels of objectives ×5,×20,×50 and ×100. These correspond to mag-

nifications from 200X to 4,000 X. The objectives are high quality Olympus objectives

which is connected to the software through video camera software. This scratch testing

modulus has a patented synchronized panorama mode. This feature enables the user to

capture the entire scratch groove and correlate it to the data after the scratch test is

performed. This further allows to correlate the data to the micro-mechanical features on

the test specimen, a very indispensable tool in the case of material with heterogeneity.

The panorama is a result of stitching of several microscopic images taken in sequence.

A more detailed description of methodology involved in the measurements is explained

as follow. The specimen is placed on the friction table and then positioned under the op-

tical microscope. The specimen of the specimen should be explored under the microscope

under the optical microscope to position the right spot in case a series of tests are needed.

Later, the scratch test/s can be launched, which moves the sample from under the micro-

scope to that of the scratch tester. The table then raise on to the Rockwell tip, runs a

pre-scan surface profile if selected where the load is kept at a minimum. Then, the scratch

test will start promptly after returning to the beginning.

The load cell monitors the applied load using the force sensor and active feedback

system. Penetration depth, Pd, is measured using LVDT sensor. Furthermore, acoustic

sensor attached to the scratch head, which measures the acoustic emissions corresponding

to the failure events occurring in the specimen. The testing should be in controlled

environments with temperatures in the range of 23±5 ◦C and a relative humidity less

than 50 % as per ISO standards.

A review of technical specification of the instrument reveals the capabilities and limi-

tations of the instrument. The instrument has a very fine resolutions for the parameters

discussed so far in the above sections. Different parameters and their ranges are shown
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below in Table 4.1 and Table 4.2.

Table 4.1: Scratch testing platform capabilities for fine range.

Maximum depth 100 µm
Depth resolution 0.3 nm
Maximum load 10 N
Load resolution 0.1 mN
Maximum friction load 10 N
Resolution friction load 0.1 mN
Central frequency 150 KHz
Dynamic range 65 dBae
Maximum amplification 200,000 X
Standard displacement rate 0.4 mm/min

Table 4.2 demonstrates the capability of the scratch instrument for large range.

Table 4.2: Scratch testing platform capabilities for large range.

Maximum depth 1000 µm µm
Depth resolution 3 nm
Maximum load 30 N
Load resolution 1 mN
Maximum friction load 30 N
Resolution friction load 1 mN
Central frequency 150 KHz
Dynamic range 65 dBae
Maximum amplification 200,000 X
Standard displacement rate 600 mm/min

Another feature of the instrument is the capability of prescribing the speed and rate

of the vertical load applied to the specimen.
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1 inch

Figure 4.2: Photograph of a scratch sphero-conical tip sitting on a specimen. Credits:
Akono, Kabir, University of Illinois at Urbana-Champaign, 2016.
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4.4 Theoretical Model

As discussed in previous section, it was by shown that during scratch tests with a Rockwell

C probe, fracture processes become predominant as the penetration depth increases [111].

Here, we review some of the theoretical development for analyzing the scratch test results.

The first model was developed using a linear fracture mechanics to relate the force

to the material fracture toughness and to the geometry of the test. A comprehensive

summary of the model developed by Akono et al. [110–112] is presented here.

Given a material domain Ω of boundary ∂Ω, the energy balance of the system,dU, is

written by the first law of thermodynamics in Equation 4.1.

dU = δWext + δQ (4.1)

where Wext is the sum of the energy supplied in form of work and Q is the sum of energy

supplied in the form of heat. Furthermore, the second law of thermodynamics results in

Equation 4.2. ∫
Ω

ϕdtdΩ = θ0dS (4.2)

where ϕdt is the dissipation volume density and θ0 is the reference temperature expressed

in the absolute scale. To form the solution, consider a crack surface Γ in a linear elastic

body. Let εpot(Γ ) be the potential energy associated with the fracture surface under

prescribed loading conditions. The prescribed surface forces Td and displacements, ξd

are increased until the onset of crack propagation and then held constant. The intrinsic

dissipation is expressed by Equation 4.3.

dD = −dεpot(Γ + dΓ ) = GdΓ (4.3)

where G is the amount of potential energy stored in the system which is released when the

crack propagates by dΓ . εpot is the potential energy of the system as the difference between

the free energy and the external work due to prescribed body and surface forces.The onset

of crack propagation is defined by a threshold law in Equation 4.4.

f := G− Gf < 0; (G− Gf )dΓ = 0 (4.4)
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Equation 4.3 is the standard format of evolution laws set up within the framework

of the thermodynamics of irreversible processes. The crack propagates when the energy

release rate G reaches a threshold Gf , which is the fracture energy. Irwin relationship reads

as Equation 4.5.

Kc =
√
E ′Gf (4.5)

where Kc is a material property called fracture toughness.

Furthermore, the model is developed using a J-integral [113] to evaluate energy re-

lease rate, G, using a contour integral surrounding the crack tip. Figure 4.3 illustrates a

schematic of scratch tip in a solid material with the contour surrounding the crack tip.

Applying the boundary problem into the energy release equation, the energy release

rate is derived by Equation 4.6.

G =

∫
C

[ψn1 − T.
∂ξ

∂x2
]ds (4.6)

where T is the traction vector on the boundary. ψ is the free energy in the C domain.

A more detailed version of these derivations can be found in [110]. The development of

the model into a axisymmetric probe (cf Figure 4.4c) is carried out by defining a monomial

function of the form in Equation 4.7.

z = Brε (4.7)

where B is the height at unit radius and ε is the degree of the homogeneous function. r is

the radius of the probe at agiven height z. The projected contact area A and perimeter

p are given by Equations 4.8 and 4.9.

A(d) =
2Bε

ε+ 1

(
d

B

) 1
ε
+1

(4.8)

p(d) = (
d

B
)
1
εβ(d) (4.9)
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Figure 4.3: Schematic representation of a scratch testing on an elastic material. a) Side
view. b) Front view. FT is the horizontal scratch force, d is the penetration depth and `
is the scratch length. C̃ is a closed contour including the crack tip. Adapted from [114,
115].
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where β is a dimensionless parameter defined by Equation 4.10.

β(d) = 2

∫ 1

0

[1 + (εd)2
(
d

B

)−2
ε

x2ε−2]
1
2dx (4.10)

The scaling of the horizontal force FT and the variation of function f and d then is

derived by Equation 4.11 and 4.12. d is the penetration depth.

FT ∝ 2Kc(
d

B
)
1
ε
+ 1

2 (
ε

ε+ 1
β(d)B)

1
2 (4.11)

f(d) =
4Bε

ε+ 1

(
d

B

) 2
ε
+1

β(d) (4.12)

a) b) c)

d d d

2θ

2θ
R

Figure 4.4: Common scratch probe geometries. a) Cone, b) Sphere, c) Spheroconical.
Adopted from [110].

In particular Equations 4.11 and 4.12 will reduce to Equations 4.13 and 4.14 for a

conical probe of half-apex angle θ (cf Figure 4.4a).

FT ∝ 2
[sinθ]

1
2

cosθ
Kcd

3
2 (4.13)
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f(d) = 4
sinθ

(cosθ)2
d3 (4.14)

While for a spherical probe of radius R (cf Figure 4.4b), Equations 4.11 and 4.12 will

reduce to Equations 4.15 and 4.16.

FT ∝ 4[
1

3
β(
d

R
)]

1
2KcdR

1
2 (4.15)

f(d) =
16

3
β(
d

R
)d2R (4.16)

These derivations will be used in different chapters for the models used for scratch

testing. This summary builds a foundation for understanding and implementing fracture

toughness characterization in this study. In the next section, a brief application of scratch

testing to different material are presented.

4.5 Application to Heterogeneous Materials

The scratch testing has been used for several decades in the industry and academia. A

wide range of applications ranging from adhesion of coatings and thin films to the strength

of ceramics [106–109]. Although, new studies are focusing on the application of scratch

testing on characterizing the fracture toughness of heterogeneous materials. In 2011, the

scratching as a fracture process, from butter to steel was published. In this work, a

fracture toughness model is developed for a rectangle blade with a back-rake angle. The

materials tested in this studied are cement paste and Jurassic limestone [112]. Later in

another study, with the help of linear fracture mechanics and use of airy stress functions

the fracture toughness is revisited. In addition, a finite element simulation demonstrates

the blade-material interface does not exhibit plastic deformation. Another set of scratch

tests on cement pastes are carried out with different blades where the back-rake angle in

all tests are 15◦. The study showed that determination of fracture toughness from scratch

tests from different scratch widths and depths are feasible [111].

Furthermore, in another study for experimental determination of the fracture tough-
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ness via microscratch tests using linear elastic fracture mechanics is utilized to find the

fracture toughness. In this study ceramics, polymers and metals are tested to cover a

wide range of materials for this method. The results of this study demonstrates the ap-

plicability of the method to determine the fracture toughness using the FT/
√

2pA = KC

for a wide range of materials [114]. FT is the lateral force measured during the scratch

testing. p is the scratch perimeter. A is horizontally projected load-bearing area. The

method is improved with inclusion of different intensity factor with simulations and sev-

eral experiments. In addition, a rigorous calibration for the indenter shape is presented

in this study [116]. Recently, the model is developed to consider the Bazant size effect

law into the scratch testing of different material [117].

This section reviews most of the updates and development of the scratch test ex-

periments and development of the theory. This review is essential to demonstrate the

applicability of the method for heterogeneous material and wide variety of material that

has been tested with this method. In recent years, the method has been applied to

several heterogeneous materials. The microstructure-toughness relationships in calcium

aluminate cement-polymer composites using instrumented scratch testing [118]. Fracture

properties of the alkali silicate gel is tested using microscopic scratch testing [119]. The

microscopic fracture characterization of gas shale is characterized via scratch testing [120].

4.6 Conclusion

Scratch testing aims to provide mechanical properties of the scratched surface, e.g. frac-

ture toughness. The review of current tools of scratch testing and analysis in this chapter

shows that scratch testing can be used to capture fracture toughness. The most impor-

tant quantity of scratch testing is the projected area of the contact at the onset of testing.

This value is calibrated using a homogeneous material with a known fracture toughness.

In addition, heterogeneous materials require a large number of tests to be carried out.

Thus, an array of scratch paths are performed to capture the heterogeneity of the material

and specimens. In this Chapter, a comprehensive review of scratch testing is presented.

This review of current tools of scratch testing and analysis demonstrates that the scratch

measurements can be linked to fracture properties of material.
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Part III

Effect of Microstructure, Fabric and

Structural Anisotropy on Mechanical

Response of Organic Rich Shale
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Chapter 5

Multi-Scale Structure of Organic

Rich Shale

5.1 Introduction

Sedimentary rocks are formed by the deposition and subsequent cementation of material

at the Earth’s surface and within bodies of water. Thus, sedimentary rocks are formed

by the accumulation of sediments. Shale is a class of sedimentary rock composed of sedi-

mented clay particles and quantities of larger particles. The shale can have any or all of

the primary clay minerals: kaolinite, illite and smectite. This chapter discusses the re-

view of shale as a sedimentary rock, its compositional characteristics and microstructural

features. This information sets the stage for introducing multi-scale modeling investiga-

tion. Shale is a complex porous material with heterogeneities that manifest themselves

at different scales. The adequate understanding of composition, microstructure and me-

chanical properties at different scales of observation is vital to understanding reservoir

behavior. Furthermore, this chapter introduces several mutliscale models developed by

several researchers. In addition, this chapter introduces common features and differences

of these presented models.

5.2 Petrology of Organic-Rich Shale

Sedimentary rocks are formed from pre-existing rocks or pieces of live organisms. Com-

monly, they form from deposits that accumulate on the Earth’s surface. These rocks
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often have distinctive layering or bedding. Common sedimentary rocks are sandstone,

limestone and shale. Clastic sedimentary rocks are the group of rocks made up of pieces

of pre-existing rocks. Pieces of rock are loosened by weathering, then transported to

some basin or depression where sediment is trapped. If the sediment is buried deeply,

it becomes compacted and cemented, forming sedimentary rock. Sedimentary rocks may

contain minerals and fossil fuels, enhancing their importance to economic reasons. The

origins of sedimentary rock are related to natural deposition of sediments by water, wind

and ice over long period of time. Their formation involves physical, chemical and bio-

logical geological processes. The first step is weathering of source rock by physical or

chemical processes. This process lead to concentration of resistant particulates, in addi-

tion to creation of secondary products and the release of soluble elements. The second

part is the removal process of these particulate and soluble constituents. The constituents

are removed from land by erosion and subsequently transported by water, wind or ice to

depositional basins. These transported sediments eventually reach a basin and are de-

posited. At last, the sediments are buried at the depositional basin by the younger ones

and diagenesis occurs at increasing temperatures and pressures. At this stage, dissolution

of some constituents and the generation of new minerals occur. Furthermore, the con-

solidation and lithification of these products result in the creation of a sedimentary rock.

The particular sequence of sedimentary processes generate different type of constituents.

Siliciclastic particles, chemical/biological elements and carbonaceous constituents. The

relative proportions determine the fundamental types of sedimentary rocks. The domi-

nant forms of sedimentary rocks encountered in terms of popularity are shale, sandstone

and limestone.

Fine-grained siliciclastic rocks composed mainly by particles smaller than hundreds of

micrometers are know as siltstones, mudrocks, mudstones and shales. The terms shale

has been used for different terminology in the literature. First, a restrictive definition of

laminated clayey rocks. Second, as a general group name for all fine-grained rock [121].

In recent literature, the term shale, mudstone and mudrock continue to be used for gine-

grained siliciclastoc rocks [122]. In this work, the shale materials are investigated from

a geomechanics perspective. Also, the shale investigated here have organic content that

make them desirable for oil and gas applications. These material usually exhibit high

amounts of clay content and smalls scale layering associated with the bedding direction.

The rest of this part focus on some of the physical characteristics of shale materials includ-

ing grains sizes, particle shape and orientations, mineralogy, porosity and permeability.
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These physical characteristics are vital to the understanding of the relations between ma-

terial composition, microstructure and the mechanical behavior of the rock.

5.2.1 Grain Size

Shale is mainly composed of small sized grains, which prevent the application of estab-

lished methods to characterize the material. The grain size for rocks can vary depending

on the source and diagenesis process. For some mudrocks and shales, an approximated

average grain size distribution consist of 45% silt, 40% clay and 15% sand.

5.2.2 Particle Shape

The sediments usually undergo long processes until becoming rock masses, however the

shape of fine silts and clay-size particles are only slightly modified by erosion and trans-

port. In contrast to sand size particles, clays and fine silts tend to keep the original

shape of the detrital sources or those of the mineral sources generated during diagenesis.

Scanning electron microscopy studies reveal that most clay minerals exhibit flaky struc-

tures. Occasionally, the high abundance of clay minerals in shale cause micro-fabrics with

preferred orientations and bedding planes.

The fabric of shale is intrinsically related to the orientations of clay particles, which

are the result of complex processes during rock formation. Different different stages of

suspension settling particles associate in different processes such as flocculation and aggre-

gation. Several factors control the dynamics of clay particle settling in suspensions such

as pH levels, presence of electrolytes, mineralogy content and particle size [123]. The fresh

sedimentation stage is when the clays are not subjected to significant compaction, form-

ing submicroscopic regions in which particles are structured in parallel array or domains

[124]. These groups of clay crystals are oriented randomly in the overall clay matrix.

The consolidation stage bring the clay domains close together thus the clay domains are

tightly packed due to compaction. In some shale, clay sediments develop fissility, ability

to split into thin slab along narrowly spaced planes parallel to the directions of natural

bedding. Multiple factors affect the development of fissility in shale. The presence of

dispersing agents in water such as organic substances dictates whether clay precipitates

as dispersed particles or as flocculated structures. Two major microstructural changes
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occurring during deposition is sedimentation and lithification of clay sediments.

5.2.3 Mineralogical Composition

Generally, shale is composed of clay minerals, fine-grained mica, quartz and feldspars. The

particular mineralogy composition of each shale is dependent on several factors such as

tectonic setting, depositional environments, formation age and diagenetic processes. No-

tably, diagenesis provokes important changes in the mineralogy make-up of shale. Smectite

is transformed into illite or chlorite at burial temperature (70 ◦C–150 ◦C). In addition,

Kaolinite is transformed into illite at similar temperatures. Thus, percentages of illite

and chlorite tend to increase with deeper burial depths and longer time periods of burial.

The clays are made up of basic units that involve silicon and oxygen. Common layers

silicates are composed by the combination of two basic structural units: the silicon tetra-

hedron and the aluminum or magnesium octahedron. The clay minerals are made from

these basic units based on arrangement of sheets of these units and the link between the

successive layers. The basic structures of clay mineral groups are shown schematically in

5.1.

The common clay minerals in shale are: kaolinite, smectite and illite [126]. Kaolinite is

a 1:1 clay mineral as it is composed of altering silica and octahedral sheets. The successive

lauers are bonded by Van der Waals force and hydrogen bonds. This strong bond between

layers inhibit any inter-layer swelling die to the presence of water. Kaolinite can occur as

either well or poorly crystallized particles with lateral and thickness dimensions ranging

between 0.1–4 µm and 0.05–2µm, respectively.

Smectite is a 2:1 clay mineral type. This clay consists of an octahedral sheet situated

between two silica sheets. The bonding between layers provided by Van der Waals forces

and cations balancing charge deficiencies are relatively week. Due to this relatively week

bonding layers separation by cleavage or water adsorption is common. In smectite rich

shale, a large amount of water is electrostatically bound to clay particle surfaces [126, 127].

Montmorillonite occurs as film-like, equi-dimensional structures with particle thickness in

the nanometer range, but the characteristic long dimension can reach 1-2 µm.

Illite is a 2:1 mineral type, which atomic structure is similar to that of mica. Mica

follows the three-layer silica-gibbsite-silica unit structure while some silicon positions are

filled by aluminum creating a charge deficiency that is balance by potassium between lay-
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Figure 5.1: Pattern of clay minerals from Tetrahedral and Octahedral sheets. Adopted
from [125].
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ers. On the other hand, illite has contains less amount of potassium exhibiting randomness

in the stacking of layers and its smaller particle size. Illite occurs as flaky particles with

characteristic long dimension in the sub-micrometer and micrometer ranges, while the

thickness is of nanometer dimensions [125, 128].

Among the non-clay minerals present in shale, quartz is the most abundant. Shale

consist of quartz typically in silt-grade but the coarser grains do occur. During burial

and diagenesis, chemical/biological processes lead to the dissolution of some part of the

organic matter and to the transformation of the rest into an insoluble substance called

kerogen. Kerogen is the solid, high molecular weight component of sedimentary organic

matter. Kerogen is typically identified by optical or chemical methods. In petroleum

chemistry, different types of kerogen are defined depending on the composition of the

organic matter, most of which generate oil and gas upon burial and diagenesis [129].

Geochemists define kerogen as the fraction of sedimentary organic constituent that is

insoluble in the usual organic solvents. Kerogens are composed of a variety of organic

material including algae, pollen, wood, vitrinite and structureless material. The type

of kerogens present in a rock largely control the type of hydrocarbons generated in the

rock. The hydrogen content of kerogen is the controlling factor for oil vs gas yields form

the primary hydrocarbon generating reactions. The type of kerogen present determines

source rock quality. Generally, four basic types of kerogen are found in sedimentary rocks.

Figure 5.2 shows the graph that defines these four basic kerogen types. This diagram cross-

plots the hydrogen-carbon as a function of the oxygen-carbon atomic rations of carbon

compounds. Table 5.1 summarizes different kerogen type definition and the amount of

hydrogen and the typical depositional environment.

Table 5.1: Different Kerogen Type definition

Kerogen Type Predominant hydro-
carbon potential

Amount of hydrogen Typical depositional
environment

I Oil prone Abundant Lacustrine
II Oil and gas prone Moderate Marine
III Gas prone Small Terrestrial
IV Neither (primarily

composed of vitrinite)
or inter material

None NA
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Figure 5.2: Typical reservoir source rock hydrogen and oxygen index data set plotted on
a pseudo-Van Krevelen diagram. Points present the oxygen index and hydrogen index for
shale materials extracted from several reservoirs. Adopted from [130].
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5.2.4 Porosity

Generally, porosity describes the part of the material that is not occupied by mineral

grains. This important material property is defined as the ration of the volume of pore

space in the material over the total volume. Porosity is typically measured by fluid

intrusion and density in difference methods. In addition to this total or physical porosity,

hydrologists are concerned about the movement and transport of fluids. The transport

porosity is defined as the volume of interconnected pore space divided by the total volume

of rock. This effective porosity is commonly less than the total porosity, although their

differences may be relatively small for coarse grained rocks.

The occurrence of porosity in shale particularly at small length scale sets the mechan-

ical and transport behaviors of this sedimentary rock apart from those observed in rocks

such as sandstone. The sequence of burial and diagenetic processes cause the formation

of the majority of pore space at nanometer scales. The porosity present between con-

glomerates of clay is known to be very low, with maximum pore radii at 4.2 nm [131].

Combination of different technique like mercury intrusion porosimetry and small angle

neutron scattering, the characteristic pore size in shale is of some nanometers [132–134].

This nano-sized pore in shale cause some amount of water or other pore fluids to be

structured by their association with mineral surfaces. The potential transport or chemi-

cal reactions between solutes and water may be inhibited through some small pore throats,

causing osmotic properties in some shales [135].

5.2.5 Permeability

Permeability is the ability of the medium to transmit a fluid from one point to another.

Permeability is a complex function of particle size, shape, orientation and sorting. Shale

permeability vary up to ten orders of magnitude and by three orders of magnitude at a

single porosity, which can be explained by differences in grain sizes. The studies of pore

size distributions shows that silt-rich mudstones are more permeable than finer mudstones.

Increasing effective stress may cause collapse of larger pore spaces and thus losses porosity

and permeability. The permeability in shale can be as low as 1nD (10−21 m2) [136].

The permeability for some common geological material are For comparison an average

porosity values are 10−4–100, 10−6–10−11, 10−5–10−8 darcy (1 darcy= 0.97×10−12m2) for

sandstones, shale and granite, respectively. This low permeability of shale make it a
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suitable geological seal due to its extremely low permeability. A clear understanding of

different terminology in this chapter and next chapters is essential so Table 5.2 define the

terminology.

Table 5.2: Different terminology of clay structure and mineralogy in this study.

Crystalline A material with sufficient atomic ordering such that a X-ray
diffraction pattern containing well defined maxima can be indexed
using Miller indicies.

Plane A plane is a plane of one or more types of atoms; e.g. a plane of
Si and Al atoms.

Sheet A tetrahedral sheet or octahedral sheet is composed of contentious
two dimensional corner-sharing tetrahedra involving three corners
and fourth corner pointing in any direction or edge-sharing octa-
hedra, respectively.

Layer A layer contains one or more tetrahedral and an octahedral sheet.
There are two types of layers, depending on the ratios of the
component sheets: a 1:1 layer has on tetrahedral sheet and one
octahedral sheet, whereas a 2:1 layer has an octahedral sheet
between two opposing tetrahedral sheets.

Inter-layer material Inter-layer material separates the layers and generally consist of
cations, hydrated cations, organic material, hydroxide octahedra
and hydroxide octahedral sheets.

Unit structure A unit structure is the total assembly and includes the layer and
interlayer material.

Clay mineral The term clay mineral is defined as any crystallite size to be
consistent with mineral definition.

Quartz is one of the other common minerals in shales. It is a comparatively easy

mineral to identify by petrographic examination in thin sections, although it can be con-

fused by feldspar. Due to its superior hardness and chemical stability, quartz can survive

multiple recycling. The quartz grains may display some degree of rounding acquired by

abrasion during one or more episodes of transport, particularly by wind. Quartz can oc-

cur as single grains or as composite grains. Feldspar minerals is the third most abundant

mineral in shales. Several varieties of feldspars are recognized on the basis of difference in

chemical composition and optical properties. They are commonly divided into two broad

groups: alkali feldspars and plagioclase feldspar.

Alkali feldspars consistue a group of minerals in which chemical composition can

range through a complete solid solution series from KAlSi3O8 through (K, NA)AlSi3O8

to NaAlSi3O8. Due to common occurrence of potassium-rich feldspars this group usually

88



named as K-feldspar. Common members of this group include orthoclase, microcline and

sanidine. Plagioclase feldspars form a complex solid solution series ranging in composition

from NaAlSi3O8 (albite) through CaAl2Si2O8 (anorthite). A general formula for the se-

ries is (Na, Ca) (Al, Si)Si2O8. Plagioclase feldspars can be distinguished from potassium

feldspars on the basis of optical properties such as twinning by examination with a petro-

graphic microscope. Potassium feldspars are generally considered to be somewhat more

abundant overall in sedimentary rocks than plagioclase feldspars; however, plagioclase is

more abundant in sandstones derived from volcanic rocks.

These definitions are most relevant to the modeling of clay rich rocks, in which the

mechanical behavior of the clay-particle influence the macroscopic response. Precision in

handling these terminologies will enrich the modeling descriptions of the clay fabric in

clay rich rocks.

5.3 Multi-Scale Thought Models

In recent years, several researchers developed multi-scale thought models for gas shale.

This section reviews some of the most prominent models in the literature.

Bennet et al. [137] provided a framework for characterization of Woodford shale in

both the bedding plane normal and bedding plane parallel direction. In their study, they

utilized focused ion beam milling, scanning electron microscopy and energy dispersive

spectroscopy to characterize the shale at the scale of the clay and other silicate minerals.

Nanoindentataion tests, spanning various length scales ranging from 200 nm to 5 µm deep

were performed. They developed a thought model based on their observation. Figure 5.3

demonstrates the thought model used in Bennet et al. [137]. In their model, three general

types of constituent materials, as well as pore space was adopted. Clay particles, other

mineral particles and organic material. The mica flakes are not distinguished from clay

particles and would be classified as clay particles. The majority of the matrix of the shale

here appeared to be quartz and pyrite; notably, no carbonate minerals were observed.

Thus, they categorized this to as QFP phase. The other constituents are clay and organic

matter. Figure 5.3 demonstrates the multi-scale thought model of Bennet et al. study

with four material phases.
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Figure 5.3: Schematic concepts and definitions of scale with respect to heterogeneity.
Adopted from [137].

A fourth material phase, which is a composite of two materials, the organic/clay ma-

trix. This description of the organic/clay matrix emerged from the observation that the

mineral particles and pockets of organic material did not form a supporting skeleton with

inter-granular contacts, but rather were embedded in a supporting matrix of composed

of varying sizes of clay plate-like shaped particles mixed with organic material. To sum-

marize, Bennet et al. [137] considers a four phase material model in nanoscale, and a

heterogeneous microsclae material and a homogeneous mesoscale (lab scale specimen).

Also, the found that the anisotropy of measured stiffness is most pronounced in the or-

ganic/clay matrix.

Another mutliscale model for structure of shale, originally presented by Ulm et al.

[138]. Shale is a highly heterogeneous geo-composite, with heterogeneities which manifest

themselves at various scales. Figure 5.4 illustrates the thought model presented by Ulm

et al. [138]. At macroscopic scale, rock sample is considered at the scale of 10−3 m and

above. This is the scale typically encountered for intact rock samples in the laboratory.

At this scale, the rock is considered to be homogeneous, without containing large scale

heterogeneities that might be associated with fracture, stratigraphic layering or other

large-scale geological features. Three levels are considered; level 2 is the level of a porous

clay and silt/sand inclusion composite, level 1 is the level of the porous clay composite,
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and level 0 is the level containing a composite of clay minerals. In level 2 which is at scale

of 10 −5 to 10 −4, shale is seen as a composite of a porous clay phase and a silt or sand

inclusion phase. Level 1 refers to scale on the order of 10 −7 to 10 −6 m, and focuses on

the properties of the porous clay, which is seen as composite of clay particles and porosity.

The last scale is the level of clay minerals , where a needle shape structure was seen for

clays.

Later, this model was further developed to consider the porosity at the porous clay

composite [139]. In their study, authors found that due to intrinsic anisotropy of the

elementary building block and the scaling of this anisotropy with the clay packing density,

the Biot pore pressure coefficients are almost isotropic. On the contrary, the Skempton

coefficient, which quantify the pore pressure build-up under un-drained conditions in

consequence of macroscopic stress application are highly anisotropic. Moreover, given

the shale-invariant properties of the fundamental building block of shales, it is recognized

that the poroelastic response of shale predominantly depends on the two properties: clay

packing density and non-clay inclusion volume fraction.

In a similar study, Ortega et al. [140] compared the experimental and model prediction

at multiple length scales to validate the use of the micro-mechanical model of shale as

a tool for linking material composition to acoustic properties. In subsequent years, the

multiscale model was developed to consider kerogen in the structure of the shale thought

model. Monfared et al. [141], investigated the results of molecular simulation for two

different organic maturity, mature and immature kerogen. In this latest model, anisotropy

is introduced to the model as an intrinsic characteristic of clay with the stiffness properties.

For the immature system, all measured porosity is assumed to be in the clay phase while

microporous kerogen forms a continuous matrix leading to a matrix/inclusion texture.

While in mature systems, the porosity is assumed to be self consistently distributed, in

both organic and inorganic phases. This implies that all solid phases in each level of

the model possess the same porosity. Figure 5.5 shows the schematic for the multi-scale

maturity dependent model for organic rich shale.

Another multi-scale model was developed by Cusatis et al. [142]. Their model is in

the order of clay-silt composite and bedding lamination and intact shale. At microscopic

level, shale is a composite material made of porous clay, silt inclusion and organic matter;

at lower length scale it exists as a porous clay/organic matter composite. The nanome-

ter length level is the fundamental scale where elementary clay minerals are bounded to

kerogen. At the macroscopic and mesoscopic levels, shale consists of a layered sedimen-
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Figure 5.4: Multiscale structure of shales from top-down. Three level multiscale model of
Shale. X in figures represents the building blocks of clay minerals, either a 1:1 layer or a
2:1 layer. Adopted from [138].
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Figure 5.5: Schematics for the multi-scale maturity dependent model for organic-rich
shales. At level 0, microporous kerogen forms the building block of the model. Level ”I”
of the model corresponds to the length scale relevant to nanoindentataion representing
the composite response of porous clay and porous kerogen phases. Adopted from [141].
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tary rock. It is often considered as as a transversely isotropic continuum, in which the

anisotropy is induced by the presence of weak planes because of the sedimentation pro-

cesses. Thus, in their model they assume shale samples to exhibit millimeter/micrometer

grain size variability.

Figure 5.6: Multiscale structure of black shale. Adopted from [142].

Figure 5.6 demonstrates the multiscale structure of the shale presented in Cusatis

et al. [142]. Their study is focused on scale 6–4 for this study. Furthermore, Figure

5.7 illustrates the detail for their model, where fine lamination is presented in a lattice

discrete particle model system. The granular structure of the system was represented by

spherical particles places at the center of the shale grain for grain generation.
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Figure 5.7: a) Finite lamination in Barnett shale and granular microstructure of Taorcian
shale, b) a lattice discrete particle model system representing the laminated structure
model and a zoomed view of grain interaction, c) spherical particles placed at the center
of shale grains for grain generation, d) 2D representation of a polyhedral cell generated
by a domain tesselalation, f) a 3D polyhedral cell representing a shale grain. Adopted
from [142].
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Last model presented here is developed by Bazant et al. [6, 143, 144]. The microplane

modeling is used as a character of damage. The idea is to formulate the constitutive

relation in terms of the stresses acting on a generic plane within the material. Initially

the stress vector was assumed to be the projection of the stress tensor on this plane. It

was shown that for quasi-brittle materials which exhibit softening damage this constraint

must be replaced. For isotropic randomly heterogeneous materials, the microplane may

be regarded as the tangent planes of a unit sphere surrounding every material point.

Figure 5.8: Overall scheme of hydraulic fracturing, reservoir scale to perforation cluster.
Adopted from [143].

Figure 5.8 demonstrates the overall scheme of hydraulic fracturing with one of many

segments, subdivided into several fracturing stages, each fracturing stage composed of

several pipe perforation cluster and last one perforation cluster with several perforations

along the pipes. The model developed by Bazant et al. [6, 143, 144] considers the reservoir
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scale problem with a constitutive behavior for material. On the microplane constitutive

model, they assume that the elastic moduli on the microplanes are constant up to the

strength limit. The stress-strain relations for different components on the microplanes can

be considered decoupled. To summarize, their model considers the constitutive model at

material scale. This constitutive model is implemented at the perforation cluster and can

be extended to the segment.

5.4 Conclusion

Multi-scale models aim to provide a fundamental understanding of the structure and

processes involved. The review of current multi-scale models of shales in this chapter

shows the importance of these model in the hydraulic fracturing while highlights the

differences between them. One of the most important aspects of the multi-scale model is

to understand the length scales of the problem. This behavior stems from the building

blocks of the material. Several models where presented that allow the understanding of

the multi-scale multi-phase behavior of organic rich shale. The review of current mutli-

scale thought models help foster the modeling and provide reliable understanding of the

structure of the organic rich shale.
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Chapter 6

Micro-structural Characterization of

Organic Rich Shale

6.1 Introduction

In this chapter, a detailed study the fabric and microstrucutre of different shale specimens

in this study are presented. Here, a comprehensive investigation of mineralogy and fabric

of each specimen in this study is presented. In this chapter, a through investigation of

the fabric of the material and mineral composition of each material is presented. The

characterization of the relative amounts of solid constituents in composite becomes im-

portant when modeling the material. For shale, the assessment of mineralogy composition

is crucial for quantifying the volumetric contributions of clay and non-clay minerals to the

overall mechanical response. The quantitative analysis of the mineralogy composition of

shale specimens is typically obtained through X-ray diffraction measurements, although

other methodologies are used such as infrared spectroscopy and energy dispersive spec-

troscopy. The mineralogy of each specimen was measured using X-ray technique. A wide

range of mineralogy make-ups for the different samples testifies the diversity of materials

investigated in this study. In addition to mineralogy of the specimen, the fabric of each

specimen is investigated using scanning electron microscopy images.

X-ray powder diffraction was carried out to identify the minerals present in Marcellus,

Niobrara, and Toarcian shale. The quantitative analysis of clays remains challenging [145,

146]. The main analytical difficulties in quantitative mineral analysis of rocks by XRD
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are related to the chemical and structural characteristics of clay minerals, preparation

methods, and factors disturbing three-dimensional periodicity. This can result in discrep-

ancy between the intensity of XRD reflections of the same mineral in different specimens,

which can lead to large analytical errors in quantitative analysis. [147] have shown that

the preparation method plays a huge role in the quantitative assessment of clay minerals

and associated minerals (quartz, feldspar, pyrite, calcite, etc). In summary there are four

general approaches for XRD based quantification for minerals, clay minerals: known ad-

dition [148], absorption-diffraction [149], full-pattern-fitting [150, 151], mineral intensity

factors [152, 153]. In this study we employ the mineral intensity factors with the so-called

100% approach which supposes that the sum of all phases quantities in a sample is 100%.

X-ray diffraction methods has also been implemented to study the mineral composition

of sandstones [151]. Therefore, to assess the mineralogy, powder X-ray diffraction was

carried out at the Fredrick Seitz Materials Research Laboratory in collaboration with

the Illinois State Geological Survey. A representative volume of the shale was used to

make the powder form which passes through sieve number 60 (with a 250 µm opening).

Afterward, the powder was milled using a McCrone Micronize Mill to prepare a homog-

enized particle size powder. Furthermore, the samples were top loaded into a 2.5 cm

diameter circular cavity holders and run on Siemens D5000 where diffraction patterns

were recorded by step scanning from 2-75 2θ. Quantitative X-ray diffraction analysis of

clay-bearing rocks is a very challenging task, and proper procedure should be done when

performing such analysis [154]. In addition to the powder diffraction, decantation of the

clay particles were performed to measure the percentage of clays with ethylene glycol

treatment. JADETMsoftware and d-spacing was applied to identify and quantify the con-

stituent minerals and their percentages respectively. Finally, the total organic content

(TOC) of the organic-rich shale specimens was assessed using a UIC carbon coulometer

following the standard ASTM D513.

6.2 Toarcian Shale

The Toarcian shale is the Schistes Carton that was deposited within an epicontinental

sea during the early Toarcian, during a period of approximately 500,000 years. Total

organic content of this reservoir ranges from 1 to 12 wt. % organic carbon [155]. The

early Toarcian shales in the Paris basin are typically between 10 and 20 m thick, with

maximum thickness in excess of 50 m [156]. The stratigraphic interval is dominated by
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dark colored, moderately to highly laminated shales, which are dominated by illite and

kaolinite. Calcite accounts for between 10 and 30 % of the rock with quartz accounting

for between 5 and 20 % of the rock matrix. These shales are interrupted by Mg-rich

calcite and dolomite concentration layers and carbonate beds [157]. The Paris basin is

located at approximately 40◦N latitude, and is one of a series of interconnected Liassic

basins including the North Sea, NW German, SW German and Chalhac basins. These

basins displayed intermittent communication with both the Arctic and Tethys [157]. An

examination of the distribution of the organic content within the Schistes Carton reveals

a general decrease in organic carbon content from the base of the unit to its top across

the basin [158]. The specimens tested in this study are organic-rich shale specimens from

Toarcian shale from Paris Basin. Specimens are mostly consist of micas group (illite,

muscovite), ranging from 3.5 to 36.5 %. Another main component of the specimens are

quartz phase, with a variation of 43.2 to 88.3 %. Chemical characterization of material

reveals the percent of clay in the material as well as the mass or volume percent of micro-

constituents. The clay content of the samples are ranged from 6.2 to 37 %. The density of

the specimens are ranged from 2.64 to 2.73. The cored specimens as well as the prepared

specimens are kept under the vacuum line (10 inch of mercury) to prevent any hydration

and degradation of material in addition to degas and dry the specimen. Silica gels with

diameter of 2 mm to 5 mm are used to absorb the humidity and keep the specimens dry

under vacuum with its color-indicating properties. The specimens are extracted from the

depth of 5106 m to 5130 m. Figure 6.2 demonstrate the location of the Paris Basin and

the structural map of this basin.
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Figure 6.1: Photograph of Toarcian Core from Toarcian Paris Basin. Specimens are
subsamples of this core. Credits: Akono, 2014.
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Furthermore, Figure 6.1 demonstrates the core of Toarcian specimen. The specimens

studied in this study are sub-samples of this core.

Figure 6.2: Index map and structural map of Toarcian Shale Paris Basin. Adopted from
[159].

Let’s observe the fabric of Toarcian specimens under scanning electron microscopy.

Figure 6.3 demonstrates the microstructure of the Toarcian specimens, where the grains

of quartz are dominant in the structure. The grains range from 5 µm to 400 µm. Further-

more, the organic matter is present as a pocket surrounding parts of the quartz grains. A

closer look at these scanning electron microscopy images reveal the presence of presence of

clay around the grains and in the between the quartz grains. Porosity on these specimens

range from nm to µm size pores.

Furthermore, Figure 6.4 demonstrates the quartz crystal in Toarcian samples. The

shape of this crystal is a hexagonal prism, topped by a hexagonal pyramid. This scanning

electron microscopy image demonstrate the quartz grains with the presence of µm size

porosity. The observation of the fabric of Toarcian shale, we observe a high amount of

quartz in the structure of this shale. The fabric consists of quartz grains with isolated

pockets of kerogen.
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Figure 6.3: Scanning electron microscopy of a) Kerogen pocket around the quartz grain
in Toarcian B1 specimen, b) Granular microstructure of Toarcian B1 specimen. The SEM
images are taken at low vacuum without coating the specimen.

a) b)

Figure 6.4: Scanning electron microscopy of a) Toarcian B2 specimen, b) Toarcian B1
specimen.
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A better understanding of chemical composition is obtained by using X-ray diffraction

study. Figure 6.5 shows an XRD diffractogram 2θ scan from an instrument under Bragg-

Brentanp configuration using Cu radiation. The sample was a powder prepared from a

Toarcian rock specimen obtained from a cored specimen. The basic general interpretation

of this type of data is as follows:

The presence of diffraction peaks indicated that crystalline grains are present. In

order to determinate if those peaks are from the same family of planes, which indicate

a highly-oriented material, or from various grain orientations, which is more typical in a

powder or polycrystalline sample, indexing of the pattern needs to be performed. Specific

software can be used to determine the crystalline structure of the material based on

the angular 2θ position of the observed peaks. Another method is to manually mark

different peaks based on the mineral data present in the literature. For example Figure

6.5 demonstrates the indication of different minerals in XRD diffractogram of Toarcian

B1 specimen. However, more commonly, the data are used in an automated search and

match procedure in comparison against a database of power diffraction files in order to

identify the materials present in the sample. Therefore the angular position and relative

intensity of the peaks are the key parameters used in this finger printing approach.

Peak positions are used for unit cell determination and refinement. Relative comparison

of peak areas can be used to provide quantitative determination between mixtures or the

various phases present in the sample and to determine preferred orientation for a specific

material. The angular width of the diffraction peaks can be used for peak shape analysis

where information about crystalline size, micro-strain and defects in the material can be

extracted. The shape of peak tails can be used to model and identify diffuse scattering

used for point defect quantification.

An important point must be raised here is that a typical 2θ scan only probes the

grain orientations with crystallographic planes parallel to the sample surface. Therefore

care must be taken to ensure that sample preparation provides a powder with a random

distribution of crystallographic orientations. Otherwise only a few grain orientations will

be detected by this type of measurement, which can create difficulties in the identification

of the present phases. The same problem can occur if preferred orientation is introduced

when mounting the sample to the sample holder, for instance, pressing the powder too

hard and therefore causing the gains to align in a particular direction.

In this type of measurement, during the rotation of both the detector and sample,

the X-ray beam irradiates different surface areas and depth in the sample which can
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possibly vary the probed volume during the measurement. At lower 2θ angles, the X-ray

beam penetration depth is small but it covers a large surface area. At high 2θ angles, a

deeper volume is probed but covering a smaller sample surface. Proper care needs to be

taken so that only the sample surface is irradiated, which can be accomplished by proper

choice of divergence slit in the primary optics. If this issue is not taken properly, the use

of peak areas at low angle may compromise quantitative analysis of mixtures and false

determination of preferred orientation.

The preparation method is an important step in characterization of clay particles. So

here we summarize steps taken to ensure the integrity of the samples. It may be necessary

to dissolve the carbonates in some limestones and sediments before the clay minerals can

be identified. However, treatment with strong acids to remove carbonate can attack the

structure of clay minerals, and even dilute acid can attack the silicate layers vie inter-

layer regions and exposed edges. Thus, in this study we do not use acid treatment for

specimens. We use decantation for separation of silt and clay for X-ray powder diffrac-

tion. Decantation is the gravity settling of particles in a suspension. Although more time

consuming than centrifugation, decantation can also be used to separate the clay and silt

sized fractions for X-ray powder diffraction. For this technique it is assumed that the

coarse fraction (sand and gravel) has been removed and that the fine fraction has been

retained as a suspension. After a muddy suspension is dispersed and allowed to settle,

aliquots of clay suspension may be withdrawn from above 5 cm in depth at the times.

Bulk mineralogy of a sediment sample can be determined by X-ray diffraction with

a randomly oriented powder mount. The random orientation insures that the incident

X-rays have an equal chance of diffracting off any given crystal lattice face of the minerals

in the sample. The use of a powder press to make randomly oriented powder mounts is

undesirable because excessive force could cause preferred orientation of the crystallites.

Although some orientation is inevitable but the proper technique can minimize preferred

orientation.

Sample splits are commonly dried at 60 ◦C prior to the preparation of randomly ori-

ented powder mounts. The mounts are typically X-rayed between the angles of 2 and 70

degrees 2θ using copper alpha radiation at a scanning rate of 2 degrees per minute. Grind

the dried sample thoroughly so that it is easily brushed through the sieve. The particles

should be finer than 0.062 mm to avoid fractionation of the minerals. The sieve is used

only to achieve even distribution and to ensure that the grinding is complete. Brush the
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sample through the sieve into the sample holder using a weighing paper and distribute

evenly. Use a glass to pack the sample into the cavity firmly enough so that it will not

fall out, deform or slide but not so firmly that preferred orientation will be produced on

the opposite surface.

Another way to prepare bulk mineralogy samples is to prepare smear slide sample

mounts. Thus, samples may be ground and smeared on the surface of a glass slide as a

rapid means of preparing samples for X-ray powder diffraction. This mounting method

seldom produces acceptable random orientation of the crystallites, resulting in diffrac-

tion maxima with relative intensities that are not accurately reproduced. Although not

useful for semi-quantitative analysis, this method is useful for rapidly determining bulk

mineralogy.

A method to find the swelling clays is to use an auxiliary treatment of these clays.

Organic liquids, primarily ethylene glycol and glycerol are extensively used as an auxiliary

treatment to expand swelling clays. Whether or not a mineral expands and the amount of

expansion can provide essential supplementary information aiding clay-mineral identifi-

cation. Swelling clays include smectites (i.e. montmorillonite, nontronite and beidellite),

some mixed layer clays and vermiculite. In order to make sure that the sample is satu-

rated with organic treatment we do the following: Pour ethylene glycol to about 1 cm

depth in base of desiccator and place oriented aggregate mounts on the shelf of desiccator.

Furthermore, place the desiccator in oven at 60 to 70 ◦C for about 4 hours or overnight.

Longer times will not hurt samples. Do not remove mounts until they are ready to be

run on the X-ray diffractometer.

Now that a detailed review of sample preparation for XRD measurements is presented,

the measurements results from XRD studies are shown. Figure 6.6 shows the 2θ scan from

a powder sample prepared from Toarcian specimen B1. Quartz peak is a dominant in this

diffractogram at 2θ = 26.739.

Similarly, Figure 6.7 demonstrates the 2θ scan from a powder sample prepared from

Toarcian specimen B2. Quartz peak is dominant at 2θ = 26.739. Dolomite peak is shown

at 2θ =30.65 and the pyrite peak is shown at 2θ =33.162. It is worth mentioning that

the graph is shown for the range of 2θ from 0–35 degree.

Finally, Figure 6.8 shows the XRD diffractogram of the Toarcian B3 specimen. The

2θ scan was obtained from a powder sample prepared based on the procedure described

above. Figure 6.8 shows the quartz peak at 2θ = 26.70. Dolomite peak is at 2θ =
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30.52 and pyrite at 2θ = 33.07. A more detailed part of this investigation is the lower

diffraction angles where the presence of clay minerals are present. I/S demonstrate the

mixed illite/smectite whereas I shows the illite and K/CH shows kaolinite and chlorite

part of the clay fraction.

Table 6.1 summarizes the results of mineral composition of Toarcian specimens for

three different specimens. It is observed that Toarcian specimens are high in quartz

content as shown in scanning electron microscopy images of these specimens. The clay

percentage of these specimens are around 2-3 %. The Toarcian specimens are not calcite

rich or dolomite rich.

Table 6.1: Mineral composition in weight percent of the gas shale specimens for Toarcian
Shale. Sid.= Siderite, Cal.= Calcite, Feld.= Feldspar

Material Quartz K-Feld. P-Feld. Calc. Dolomite Sid. Pyrite Clay
B1 87.0 3.0 5.5 0.5 0.0 1.0 1.0 2.0
B2 86.5 2.0 5.0 0.0 1.0 1.5 1.0 3.0
B3 87.0 3.0 4.0 0.0 1.0 1.0 1.0 3.0

6.3 Niobrara Shale

The Niobrara Total Petroleum System (TPS) produces oil and gas from fractured carbon-

ate rock reservoirs in the Upper Cretaceous Niobrara Formation and equivalent rocks of

the Southwestern Wyoming Province. The Niobrara TPS encompasses the area of eastern

and southeastern Greater Green River Basin of southwestern Wyoming and northwestern

Colorado. The Niobrara ranges in thickness from 900 to 1,800 feet and consists mainly

of interbreed organic-rich shale, calcareous shale, and marl. The Southwestern Wyoming

Province (SWWP) is a large sedimentary and structural basin that formed during Late

Creataceous through Ecocene. The SWWP covers approximately 23,000 mi2 and occu-

pies most of southwestern Wyoming, parts of northwestern Colorado, and a small area of

northeastern Utah 6.9.

The Niobrara formation at the southwestern Wyoming Province (SWWP) is a sedi-

mentary basin that formed during the Larmide orogeny (Late Cretaceous through Eocene).

The SWWP basin covers around 59,000 km2 and occupies most of southwestern Wyoming,

parts of northwestern Colorado, and a small area of northeastern Utah [160]. The Niobrara

Formation was deposited during a period of high eustatic sea level and crustal subsidence

in the Western Interior Seaway, resulting in a major transgression and conditions favor-
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able for carbonate deposition. While in the eastern part of the seaway where clastic input

was minimal, chalks and limestone, are the principal lithologies of the Niobrara in the

Denver Basin at the eastern Colorado [161].

Figure 6.9: Index map of southwestern Wyoming, northeastern Utah, and northwestern
Colorado showing the location of the Southwestern Wyoming Province, structural config-
uration, intrabasin uplifts, and sub-basins. Contour interval= 1,00 feet. Adopted from
[160].

Figure 6.10 demonstrates the Niobrara core, as well as two sub-sampled and mounted

specimens. The core is a 1 inch cube with the direction of the drilling marked on the

specimen.

Figure 6.11 illustrates the fabric of Niobrara specimen. The fabric shows two color

patterns. These patterns shows a preferred orientation which show the bedding layers of

the material. The bright dots on Figure 6.11a-b) shows pyrite inclusions in the structure
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Figure 6.10: Photograph of Niobrara specimen core. Specimens are sub-sampled from the
main core using a diamond saw.
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of the specimen. Small pockets of organic matter is present in the fabric of the specimen.

Some of these pockets are isolated while others are intermixed with the fabric of the shale.

Thus, some further investigation of the fabric is needed. A higher magnification of

Figure 6.11: Scanning electron microscopy of a) Niobrara specimen in low vacuum and
93X magnification, b) Niobrara specimen in low vacuum and 405X magnification. The
pyrite particles are present as bright points on the surface.

Similarly, Figure 6.12a) demonstrates a closer look at pyrite inclusions embedded in the

calcite matrix of Niobrara specimen. A zoomed in image Figure 6.12b) demonstrate the

organic matter as well as heterogeneous nature of material at this scale with microporosity.

At the highest magnification, Figure 6.12c-d) illustrate the illite clay where the fabric of

clay shows a preferred orientation. In addition, nanoporosity is present at this scale where

the clay particles exhibit porosity.

Furthermore, we implement X-ray diffraction study to identify and quantify the min-

eral make up of Niobrara shale. Figure 6.13 demonstrates the XRD diffractogram for the

range of 2θ from 0–70◦. The XRD scan shows the presence of Calcite, quartz, dolomite,

pyrite and illite in the first round of sample characterization.

Similarly, Figure 6.14 shows the powder specimen XRD intensity diagram where the

2θ ranges from 0–35. The graph demonstrate the highest peak to be representative of

calcite, second highest peak as quartz. The sub-figure on the left side demonstrate the

clay fractions and different types of clays present in this XRD scan.

Finally, Figure 6.15 demonstrates the glass slide 2θ scan of the Niobrara shale. This

part is more focused on different clay particles present in Niobrara specimen. We observe

smectite peak, illite/smectite peak, illite peak and kaolinite/chlorite peak in the subfigure
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Figure 6.12: Scanning electron microscopy of Niobrara specimen: a) Pyrite framboids
are present in the structure of the specimen at 3,500X magnification, b) fabric of the
specimen is visible at 1,700X magnification, c) the clay fabric of illite is visible at 35,000X
magnification, d) the fabric of clay and flaky structure of the clay is demonstrated in the
structure of the specimen.
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which ranges from 0–12 ◦. The subfigure on the right side of Figure 6.15 demonstrate the

presence of quartz and calcite in the Niobara shale fabric.

Table 6.2 summarize different percentages of minerals in Niobrara shale specimens

in this study. We observe that Niobrara shale is more calcite dominated in terms of

mineralogy. The second highest percentage is quartz followed by siderite.

6.4 Marcellus Shale

The Middle Devonian-age Marcellus shale is the largest shale gas play in the U.S geo-

graphically. Depth of production for this reservoir is between 4,000 feet to 8,500 feet.

This shale is the most expansive shale gas play, spanning six states in the northeastern

United States. The Marcellus shale is bounded by shale above and limestone below. In

2003, Range Resources Corporation drilled the first economically producing wells into the

Marcellus formation in Pennsylvania using horizontal drilling and hydraulic fracturing

techniques similar to those used in the Barnett shale formation of Texas. The Marcellus

shale covers an area of 95,000 mi2 at an average thickness of 50 feet to 200 feet. While the

Marcellus is lower in relative gas content at 60 scf/ton to 100 scf/ton, the much larger area

of this play compared to the other shale gas plays result in a higher original gas-in-place

estimate of up to 1,500 tcf. Figure 6.16 demonstrate the map of the Appalachian basin

province showing the Macrellus shale and three different assessment units.

Figure 6.17 demonstrates the Marcellus sample after grinding and polishing. The

reflection of overhead light is visible on the sample surface.

Figure 6.18 demonstrates the granular nature of Marcellus shale, we observer grains

ranging from 10 µm to 400 µm in the scanning electron microscopy image. The presence

of organic matter as pockets are present in this specimen. The bright points in the Figure

6.18b shows the pyrite particles.

Table 6.2: Mineral composition in weight percent of Niobrara Shale in this study
Quartz K-Feldspar P-Feldspar Calcite Dolomite Siderite Pyrite Clay

14.5 1.5 3.0 65.0 2.0 8.0 3.0 3.0
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Figure 6.16: Map of the Appalachian Basin Province showing the three Marcellus Shale
assessment units. Adopted from [162].
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Figure 6.17: Photograph of Marcellus specimen mounted on an aluminum disk. The
specimen is reflecting the overhead light after grinding and polishing.
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a) b)

Figure 6.18: Scanning electron microscopy of Marcellus shale: a) Calcite and clay particles
are present at 750X magnification , b) Pyrite framboids are present at bright points in
the fabric at 230X magnification.

Figure 6.19 demonstrates the structure of the Marcellus shale. This series of scan-

ning electron microscopy images shows the multiscale nature of Marcellus shale. As the

magnification of images increase we observe that the fabric will change. Figure 6.19a)

shows the grain structure of the specimen which appears to be homogeneous. Further-

more, Figure 6.19b) demonstrate the presence of heterogeneity with presence of tube like

structure as well as irregularity on the surface. One more scale down, grains are visible

from the structure as well as microporosity in the order of several µm. Finally, Figure

6.19d) demonstrate the presence of clay sheets which inhibit anisotropy because of their

orientations. The fabric mostly represent illite clay particles at this scale. This series

of scanning electron microscopy images demonstrated the presence of clay particles and

different scales of the investigation in the shale studies.
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Figure 6.19: Scanning electron microscopy of Marcellus shale: a) porosity is present at
330X magnification, b) needle shape structure of a clay particle is observed at 4,300X
magnification, c) calcite constitute a major part of the specimen, d) The illite structure
is present at 33,000X magnification.
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Finally, Figure 6.20 illustrates the presence of pyrite framboid in the structure of the

Marcellus shale. The pyrite inclusion is embedded in the shale fabric. The granular nature

of these particles in the fabric of the shale at this scale shows the multiscale structure

of shale. Figure 6.20 demonstrate the presence of sheet like material at this scale. This

fabric structure demonstrate the presence of layers at the µm scale.

a) b)

Figure 6.20: Scanning electron microscopy of Marcellus shale: a) Pyrite framboid is
present at the fabric of specimen at 3,700X magnification, b) Clay particles present at
4,00X magnification.

Figure 6.21a) demonstrates the surface topography of a 40 µm × 40 µm for a Mar-

cellus shale in 3D representation. The third dimension shows the depth/height of the

asperities on the surface in µm. In addition, Figure 6.21b) illustrates a two dimensional

representation of this 40 µm × 40 µm for the Marcellus shale.

Figure 6.22 demonstrates the XRD diffractogram for the range of 2θ from 0–35◦.

The XRD scan shows the presence of Calcite, quartz, dolomite, pyrite and illite in this

chemical characterization. This information compliments the observations made using

scanning electron microscopy.

Table 6.3 summarize different percentages of minerals in Marcellus shale specimens

in this study. We observe that Marcellus shale is more calcite dominated in terms of

mineralogy. The second highest percentage is quartz followed by siderite.
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Figure 6.21: Atomic force microscopy of Marcellus specimen after grinding and polishing:
a) 3-D image of polished surface, b) 2-D image of polished surface. The average surface
roughness is 36 nm.
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Table 6.3: Mineral composition in weight percent of Marcellus Shale in this study
Quartz K-Feldspar P-Feldspar Calcite Dolomite Siderite Pyrite Clay

10.0 1.0 1.0 78.0 1.0 7.0 1.0 1.0

6.5 Conclusion

In this chapter, a comprehensive study of the fabric and mineral composition of the

Toarcian, Niobrara and Marcellus shale specimens is presented. The detailed mineral

composition of each specimen is presented using a consistent methodology. This com-

prehensive review of fabric and mineral content place the foundation for understanding

the links between the mineralogy, fabric and the mechanical properties. The information

presented herein is used in several consecutive chapters of this study.
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Chapter 7

Does Mineralogy and Fabric Impact

the Elastic Mechanical Response? A

Chemo-Mechanical Perspective on

Reservoir Heterogeneity

7.1 Introduction

A wide array of methods are commonly used to characterize the elastic properties of

shale materials. These methods include uniaxial compressive tests, Brazilian tensile tests,

and ultra-pulse velocity measurements. Yet, due to the intrinsically multi-scale nature of

shale, the mechanical behavior needs to be explored even at smaller scales: microscopic

and nanometer length-scales. Some conventional methods to measure the elasticity of

rocks are the Brazilian tensile tests, uniaxial compressive tests, as well as the ultrasonic

pulse velocity (UPV) [163]. UPV testing has been reported as a useful reliable nondestruc-

tive tool for assessing the mechanical characteristics of concrete material [164, 165] as well

as rocks. Another way to measure the mechanical properties is using a P-wave amplitude

to obtain the parameters that fully describe the elastic behavior of shale. This method was

used to calculate the elastic properties of Marcellus shale [166]. Nano-indentation tech-

niques were used to explore the mechanical properties of multi-scale organic-rich shale at

the micrometer and nanometer scales [101]. In this Chapter, a comprehensive review of

the material tested as well as the results of this investigation will be presented. The fol-
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lowing sections contain nano-indentation testings from Niobrara, Toarcian and Marcellus

shale.

7.2 Grid Indentation

As described in section 7.1, there are different ways to characterize the mechanical prop-

erties of the gas shale specimens. Herein, we take the approach of characterizing the

mechanical properties at microscopic scale. Furthermore, these measurements were em-

ployed to estimate macroscopic elastic mechanical properties of the shale materials. Figure

7.1 a) demonstrates the indentation experiments set-up on a shale specimen where the

head is sitting on a shale specimen. Figure 7.1 b) demonstrates the residual indentation

grid on a gas shale specimen. The residual indent is dependent on the force applied on

the specimen.

a) b)

Figure 7.1: a) Indentation experiment on gas shale, digital photography of experimental
set-up, b) Optical microscopy image of the residual indentation grid on specimen. Credit:
Ange-Therese Akono, UIUC, 2015.

Table 7.1 summarize the grid indentation data carried out in Niobrara, Toarcian and

Marcellus shale. The indentation tests are carried out on each of these specimens. The

indentation loading scheme consists of loading, holding and unloading part. One of the

most important characteristic of loading pattern in an indentation test is the maximum

load, Pmax. The summary of the maximum loads for each specimen is presented in Table

7.1. The load is increased linearly to a maximum Pmax taking tL, then hold constant for
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tH and at last decreased linearly to zero at tU seconds.

Shale systems are consolidated over time and present a preferred direction. Thus, this

consolidation will induce some bedding plane in the shale systems. The vertical well logs

are extracted in a manner that vertical axis of the log is perpendicular to bedding plane.

If the extracted log is cut into pieces and polished then we name them as ⊥ to bedding.

On the other hand if the extracted log is cut and rotated 90 ◦ and tested we name that

‖ to bedding.

Table 7.1: Summary of Grid nanoindentation tests carried out on Niobrara, Toarcian B1,
Toarcian B2, Toarcian B3 and Marcellus.

Material Orientation Maximum Load (mN) Grid Size

Niobrara
⊥ to Bedding 100 10 × 10
‖ to Bedding 100 10 × 10

Toarcian B1 NA 5, 20, 100 20× 20, 20× 20, 10 × 10
Toarcian B2 NA 5, 100 20× 20, 10× 10
Toarcian B3 NA 5, 100 20× 20, 10× 10

Marcellus
⊥ to Bedding 1, 5, 20, 100 20× 20, 20× 20, 20× 20, 10× 10
‖ to Bedding 5, 20, 100, 400 20× 20, 20× 20, 20× 20, 10× 10

The deconvolution is performed using a MATLAB script developed in Prof. Akono’s

lab. The results of the deconvolution technique are estimates of the mean and standard

deviation of indentation modulus and hardness for each mechanical phase. The result of

deconvolution for a 20 × 20 grid indentation of a Toarcian B1 specimen is shown in Figure

7.2. The load level in the experiment was 5mN with loading time of 10 seconds, 5 seconds

of holding and 10 seconds of unloading. The 400 data points yields three distinctive

phases with different mean values for indentation modulus and hardness. The theoretical

and experimental probability density function of both modulus and hardness are shown in

Figure 7.2, with an excellent agreement. To visualize the grid of indentation performed on

the specimen a map of indentation hardness or indentation modulus can be made. DeJong

et al. [92] used this visualization technique to understand the location of different phases

with respect to other phases in cement paste when altered in high temperatures.
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Figure 7.2: Probability density function graphs. a) E, Young’s Modulus b) H, Indentation
Hardness. Data of a 20 by 20 grid indentation experiment for Toarcian B1 specimen with
spacing of 20 µm.

The result of the deconvolution algorithm is presented in Table 7.2. The 3 phases

presented in this deconvolution can be assigned to different phases by comparing the

values of the Young’s modulus estimates for the micro-constituents of organic-rich shale

(clay, quartz/feldspar and organic matter) that are shown in Table 7.2. For instance, the

Young’s modulus of Phase 3, 90.6 GPa, is in the range of values expected for quartz.

Therefore, it is reasonable to assume that Phase 3 represents quartz. Estimates of the

Young’s modulus for kerogen/organic matter are in the range 7–16 GPa, slightly lower

than the value for Phase 1, 20.43 GPa. One explanation is that Phase 1 is a composite

phase made up of clay, air voids and organic matter. Finally, the remaining phase can

be interpreted as the clay phase in the material, based on the estimated value of the

modulus. Thus, statistical nano-indentation enables us to identify the micro-constituents

of organic-rich shale. Furthermore, our findings agree with scanning electron microscopy

observations and X-ray diffraction analysis.
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Table 7.2: Mean values and standard deviation for elastic mechanical properties of differ-
ent phases from grid indentation of Toarcian B1 specimen.µ is the mean value. σ is the
standard deviation value. E is the Young’s modulus. H is the indentation hardness

Phase µE (GPa) σE (GPa) µH (GPa) σH (GPa) Volume Fraction (%)
1 20.43 5.02 2.04 0.21 7
2 60.68 12.92 4.3 0.44 45
3 90.60 10.61 9.4 0.29 48
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Figure 7.3: a) Discrete Map of different phases for indentation a) modulus and b) hardness.
c) Contour plot of indentation c) modulus and d) hardness. Data of a 20 by 20 grid
indentation experiment for Toarcian B1 specimen with spacing of 20 µm. The continuous
map is made by linearly interpolating the discrete data over the whole surface. The script
was developed in Prof. Akono’s lab.
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The maps created in Figure 7.3 are the results of deconvolution technique plotted based

on their X and Y position in the grid. As discussed earlier the three-phase material can

be observed in Figure 7.3, while each phase corresponding to a distinct mechanical phase.

The mechanical map can be overlapped with the microstructural observation obtained

from optical microscopy to obtain useful information regarding microstructure. Also a

continuous map of mechanical properties can be made to have a continuous mechanical

map as opposed to a discrete map. The continuous map is constructed by averaging

neighboring points, either indentation modulus or indentation hardness while the spacing

from the points was chosen in the experiment, based on the load level, indentation depth

and characteristic size of different features in material.

7.3 Elastic Response via Nano-Indentation: A Mi-

cromechanics Scheme

Having connected the mechanical response to constituents at the nanometer length-scale,

the last step is to bridge scales 4 to 7 and predict the macroscopic behavior. Herein, we

apply micromechanics theory to estimate the mechanical properties of the shale material

at the macroscopic scale with the use of the information gained from nano-indentation

results. Budiansky [167] developed a model to determine the elastic moduli of a composite

material made of with several constituents which are isotropic and elastic. The model is

intended to apply to a heterogeneous materials composed of contiguous, spherical grains

of each phase.

The model is developed by defining the effective shear modulus, G∗, of the composite

material in terms of a uniform macroscopic shear applied to the boundary and the average

shear strain of the material as described in Equation 7.1.

G∗ =
τ0
γ

(7.1)

Then with the use of the Hill’s Lemma [168] the elastic strain energy can be described as

Equation 7.2.

U =
1

2

∫
V

τ0γxydV =
V (τ0)

2

2G∗
(7.2)

where V is the volume of the material being considered. γxy is the shear strain of the
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material. However, the equation for the elastic strain energy, U , can be written in terms

of individual constituent phases as Equation 7.3. GN is the shear modulus of the Nth

phase. n is the number of phases considered for the composite material.

U =
1

2

∫
V

τ0τxy
GN

+
1

2

∫
V

τ0(γxy −
τxy
GN

)dV =
V (τ0)

2

2

[
1

GN

+
n∑
i=1

ci(1−
Gi

GN

)(
γi
τ0

)

]
(7.3)

where ci is defined as the volume fraction of each phase. Solving for the composite shear

modulus yields Equation 7.4.

1

G∗
=

1

GN

+
n∑
i=1

ci(1−
Gi

GN

)(
γi
τ0

) (7.4)

The next step is to assume a strain concentrations around spherical inclusion, which

is obtained from Eshelby’s inclusion derivations [169]. The final implicit expression of

effective shear modulus can be obtained by use of Equation 7.5 and Equation 7.6.

1

G∗
=

1

GN

+
N−1∑
i=1

(1− Gi

GN

ci
G∗ + β∗(Gi −G∗)

) (7.5)

β∗ =
2(4− 5ν∗)

15(1− ν∗) (7.6)

where ν∗ is the composite Poisson’s ratio. Following the same derivation the bulk modulus

is derived and presented in Equation 7.7 and Equation 7.8.

1

K∗
=

1

KN

+
N−1∑
i=1

(1− Ki

KN

)
ci

K∗ + α∗(Ki −K∗)
(7.7)

α∗ =
1 + ν∗

3(1− ν∗) (7.8)

The composite Poisson’s ratio, ν∗, can be found from equation 7.9 using elastic theory.

ν∗ =
3K∗ − 2G∗

6K∗ + 2G∗
(7.9)

An insight to the shale material and its composition will help the modeling scheme

presented herein. Organic-rich shale material consists of clay minerals, quartz inclusions,

feldspar inclusions and an organic phase. The clay minerals are mostly kaolinite, il-
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lite, smectite/illite, montmorillonite, muscovite and Chlorite. The inclusions are mostly

quartz, pyrite, feldspar and calcite. Table 7.3 shows some literature values for the elastic

modulus of these primary constituents. The deformation and fracture properties of shale

depend on the mechanical properties of its basic constituents. This suggests that an un-

derstanding of the overall macroscopic mechanical properties of shale can be obtained by

studying the deformation and properties of these constituents and how they upscale to

the overall behavior of the composite material [170].

Table 7.3: Reported Young’s modulus values of shale constituents.

Material E (GPa) Source
Kaolinite 30.3 [171]
Illite 73.9–84.3 [172]
Smectite/Illite 51.5 [172]
Montmorillonite 44.7–85.5 [172]
Muscovite 118.1 [173]
Chlorite 82.2-214 [172]
Pyrite 264–330 [174]
Quartz 80-100 [175]
Organic phase/Kerogen 7–16 [176]

The macroscopic elastic properties are calculated using statistical indentation data.

The predicted macroscopic elastic properties are then compared to the literature value

for comparison. The homogenization approach based on the Budiansky’s model was im-

plemented in an implicit algorithm written using Matlab. The theoretical model predicts

a macroscopic elastic modulus of shale material of 24 GPa. This theoretical value is in

the range of the values of elastic modulus reported for gas shale materials and measured

using macroscopic scale testing techniques.

7.4 Mechanical Modeling: Reservoir Heterogeneity

The results of the previous section is used to calibrate a model based on the mineralogy

of cores from wells. Mostly, the mineralogy of logs are obtained and recorded in reservoir

characterization. The mineralogy data of wells are recorded in foot/inch spacings, where

this can present with an accurate map of mineral composition of the fractured rock. Thus,

development of an empirical or analytical solution between mineralogy and elastic response

can yield helpful information regarding the reservoir mechanical response. Furthermore,

this information can be implemented into a reservoir model with consideration of elastic
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heterogeneity. The hydraulic fracture reservoir modeling are performed with assumption

of elastic, isotropic material behavior. This is a step forward in considering a realistic 3D

model for reservoir mechanical behavior. The limitations of this approach is that one has

to calibrate the model for the specific gas play first due to the fact that fabric plays an

important role as well as mineralogy in these investigations. Fabric of organic-rich shales

are important characteristic of each reservoir.

7.5 Conclusion

In this chapter, a theoretical-experimental framework is provided for the microstructural

and mechanical characterization of organic-rich shale at the nanometer and micrometer

length scales. The starting point is to recognize the hierarchical nature of shale which calls

for a thought model. Although organic-rich shale is composed of several basic elements,

quartz/feldspar, gaseous kerogen, clay and air voids, the exact composition and the local

arrangement depends on the scale of observation. In turn this has strong influence on

the mechanical performance as expressed in terms of elasticity, strength and/or fracture

properties. Accurate and precise small scale characterization relies on a rigorous material

preparation technique. However, the exact sequence of steps must be tailored to each

specific material. As mentioned earlier nano-indentation consists of pushing a hard pyra-

midal probe into a soft material and it is an accurate means to measure the elastic-plastic

properties at the nanometer length-scale. Moreover, the grid indentation technique makes

it possible to draw a compositional map based on the values of the indentation modulus

and hardness. Applying statistical deconvolution methods to a large array of indentation

tests enables one to decompose the response and identify the primary constituents of the

materials. Micromechanics hold the key to a bottom-up approach where the behavior at

the larger scale is predicted from the composition and microstructure at a smaller scale.

The predicted macroscopic stiffness values agree with macroscopic measurements reported

in the scientific literature. Thus, a demonstration of the power of nano-mechanics and

micromechanics is utilized to shed light on the origin of the mechanical performance of

gas shale by bridging the nanometer and macroscopic length scales. This an important

development that will pave the way towards optimum hydraulic plant schemes for energy-

harvesting from unconventional reservoirs.
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Chapter 8

Multi-scale Nature of Fracture

Processes in Organic Rich-Shale:

Toughening Mechanisms

8.1 Introduction

In recent years, gas shale has gripped the attention of the scientific community. This

is primarily due to the relevance of the material in energy harvesting applications such

as hydrocarbon recovery from unconventional reservoirs, carbon dioxide geological se-

questration in depleted reservoirs or nuclear waste storage. Over the last ten years, the

natural shale gas share has grown exponentially, radically transforming the United States

energy outlook. In 2011, the natural gas shale production represented 34% of the total

production compared to 1% in 2000 [1, 2]. Shale gas is expected to rise to 67% of the

overall production by 2035, generating lower natural gas prices and electricity prices [3].

The development of shale gas resources will also generate significant economic value as

well as over 1.6 million jobs over the next 20 years [2]. This economic expansion will be

supported by breakthroughs in the science and technology of shale gas extraction [1].

Organic-rich shale also called black shale, unconventional shale or gas shale is an

impermeable source rock as opposed to conventional reservoir rock which is porous and

permeable. This leads to a major challenge as a massive fracturing of the subsurface is

needed to extract gas. Natural gas harvesting from low permeability shale is a complex

operation that spans multiple length-scales. Directional drilling and hydraulic fracturing
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are two major technologies essential to this process. Directional drilling consists in digging

a vertical well in the rock source at a depth of 5,000–20,000 feet below the surface [177].

Next, laterals extending from 1,000–10,000 feet are drilled horizontally so as to access

a wider portion of the subsurface [19, 178]. Meanwhile, hydraulic fracturing consists in

injecting a mix of water, sand and chemical at a high pressure so as to propagate cracks

in the source rock and thus release the trapped hydrocarbons. A major technological

challenge is overcoming the rock fracture resistance and keeping the cracks open so as

to obtain a dense and well-connected network of fractures. In order to address those

technological challenges, it is important to get a fundamental understanding of fracture

mechanisms and properties in gas shale. In turn, the insight gathered will extend to

the broader realm of efficient energy-based operations such as carbon dioxide geological

storage in depleted wells and nuclear waste storage. It will also fuel and accelerate the

discovery of advanced composites structural materials with enhanced performance.

Although many investigations have focused on the assessment of the elastic-plastic

properties of gas shale, the characterization of its fracture properties has not been fully

explored. A major limitation is that most studies have been confined to the macro-

scopic sphere despite the fact that fracture is intrinsically a multi-scale phenomenon.

Abousleiman and coworkers (Sierra et al.) [179] carried out Chevron notched semi-circular

bend tests on 5-cm wide cylindrical cores of Woodford Shale. The recorded values of the

fracture toughness ranged from 0.74 to 1.7 MPa
√
m with the Upper Woodford shale ex-

hibiting a fracture toughness much higher than that of the Lower Upper Shale. Chandler

et al. [180] defined three orientations to capture the anisotropy of the fracture response.

In the short-transverse configuration, the fracture surface lies in the bedding plane. In the

arrester configuration, the crack propagates in a direction perpendicular to the bedding

plane, whereas in the divider configuration, the crack propagates parallel to the bedding

plane. Chandler and coworkers carried out short rod fracture toughness measurements on

Mancos shale: the fracture toughness was found to be higher in the divider orientation

than in the short-transverse and arrester ones.

At the microscopic scale, very few methods have been proposed to assess the fracture

properties. Recently, Recently Liu [181] suggested the use of nano-indentation-based

methods [182]. For instance, they carried out nano-indentation tests on Antrim shale

using a sharp cube-corner tip so as to induce crack propagation [183]. Later, scanning

electron microscopy and digital image analysis was employed to measured the crack length

and correlate it to the fracture toughness. However, indentation-based methods tend to
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yield qualitative results due to the need to measure the crack length using optical imaging

methods. This can be very challenging especially for opaque materials such as shale and

it can leads to a great level of inaccuracy and subjectivity.

We recall here the multi-scale thought model for shale developed by Ulm et al. to

describe the different scales and constituents of organic-rich shale. The level 0 at the

scale of nanometers is the level of elementary clay particles connected to a units of gaseous

kerogen. At the level 1, 100 nm- 1 µm, there is a porous clay fabric made of clay minerals,

pores and organic matter. At the level 2, 10 µm- 100 µm, exists a composite made of

quartz and carbonate inclusions embedded in the porous clay fabric. Finally, level III is

the macroscopic scale, mm-cm, where the solid exists as a layered composite. The bulk

of unconventional shale fracture characterization has focused on the macroscopic sale. In

this study, we explore level 1 and level 2 and investigate fracture at these length-scales.

Therefore, the objective of this work is to present a novel method to assess the frac-

ture toughness and the fracture energy of organic-rich shale at the microscopic scale

by integrating scratch testing and nano-indentation. In particular, we seek to capture

the complexity of this material in terms of heterogeneity and anisotropy. We illustrate

the method on three unconventional shale systems: Niobrara and Marcellus as well as

Toarcian shale materials. This paper is organized as follows. First, we introduce the

shale systems considered: we detail the specimen preparation procedure; then, we apply

advanced imaging techniques including optical microscopy, scanning electron microscopy

and x-ray diffraction analysis to observe the structural arrangement at small scales. Next,

we present the micro-indentation tests; we also formulate a fracture mechanics framework

that takes into account the transverse isotropic behavior of shale materials. Finally, we

implement our method so as to measure the fracture properties and investigate the frac-

ture mechanisms.

8.1.1 Grinding and Polishing Procedure

The nature of the surface plays an important role during microscopic examination and

determine the accuracy of the small-scale mechanical characterization. Therefore, the

objective of the preparation routine is to achieve a high quality polished surface char-

acterized by a minimum amount of scratches, pitting and relief. This is a challenge for

organic-rich shale because of the presence of both extremely hard and very soft (organic)
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phases. A balance must be achieved between removing scratches and pits on hard grains

while limiting the amount of intergranular relief [184]. In this endeavor, we adapted

standard methods devised for cementitious and shale materials [185].

Prior to polishing, flat and thin slices of material were precisely cut using a low speed

diamond saw. Afterward, the resulting 7-mm thick sections were mounted on a steel disk

using a cyanoacrylate adhesive. In this study the Ecomet 250/ Ecomet 300 (Buehler, Lake

Bluff, IL) provided optimum conditions in terms of time, convenience and degree of polish.

This is a versatile semi-automated polished that can hold up to six specimens. As the

base rotates samples on a flat platen, the power head applies an equal force, individually

to each specimen. The different variables that can be controlled by the operator are:

choice of polishing cloth, amount and type of abrasive, amount and type of lubricant,

wheel speed and level of pressure.

The generic grinding and polishing procedure selected is described here. Grinding was

carried out using a resin-bonded aluminum oxide pad. Three different grit sizes were em-

ployed for 2 minutes each: 240, 400 and 600, in consecutive order. Between each grit size,

the specimen was cleansed by ultrasonic action in N-decane bath, to prevent contamina-

tion. Afterward, polishing was performed where both Texmetr and Tridentr polishing

pads were used in combination with micron-size polycrystalline diamond particles in sus-

pension in oil-based solutions. For coarse polishing, 9 µm particles were used, whereas

for fine polishing, we used consecutively 3 µm, 1 µm and 0.25 µm abrasives.

Figure 8.1: Optical and scanning electron microscopy for Toarcian shale. Several mi-
crostructural features can be observed: 1) pockets of gaseous kerogen, 2) interparticle
pores, 3) quartz inclusions and 4) intraparticle pores.

The mineral composition of the specimens are reported in previous chapters. Where

Toarcian is a quartz rich specimen. Niobrara is a calcite rich specimen. The fabric and

the structure of the specimens are different.

Three gas shale materials were studied in this investigation. The Toarcian shale spec-
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imens were provided by Total S. A. (Paris, France), a major oil & gas stakeholder in

France. The Toarcian shale is a major organic-rich formation from the Paris Basin in

France [3, 186]; in particular, the samples were extracted at a depth of 5000 meters below

the earth surface.

Figure 8.1 displays digital photography, optical and scanning electron microscopy im-

ages of the Toarcian shale system. The optical microscopy observation was carried out

with a Nikon microscope at magnification levels ranging from 20X to 100X. Meanwhile,

both a JEOL 6060 LV and a JEOL 7000 LV scanning electron microscopes with a back-

scattered electron detector were employed to visualize the microstructure after grinding

and polishing. On both the optical microscopy and sem images, we can see a granular

microstructure. The grain size ranges from 30 µm to 100 µm. In addition, there are (3)

quartz inclusions in white. (2) Organic matter is visible on Figure 8.1 b) as a dark pocket.

Moreover, Figure 8.4 reveals the presence of micropores in grains, 2.5-5 µm large, and

micropores at the grain boundaries, 10-30 µm large.

Gas shale is a complex multi-scale composite material with a two-scale porosity [187].

We observed micron-sized pores within and between grains for our specimens. In ad-

dition, we expect the presence of nanometer-sized pores due to the small sizes of the

clay minerals that are part of the chemical constitution. For instance, illite particles are

typically 10-nm big whereas kaolinite particles are 1-micron in diameter and 0.1-micron

thick [188]. Furthermore, Obrien and Slatt [189] carried out SEM and field emission

scanning electron microscopy (FESEM) on Barnett and Woodford shale that revealed the

presence of nanopores as well as clay floccules arranged in a house-of-card fashion. They

reported several kinds of nanometer-sized pores: voids between clay flakes, between pyrite

crystals, within the organic matter and finally voids that result from the dissolution of

micro-organisms.

Table 9.2 lists the values of the Young’s modulus and Poisson’s ratio that were reported

for the shale specimens considered. The elastic constants were characterized via mini-

compression tests as well as ultrasonic pulse velocity tests. Because of the geological

process of layer deposition that is at the origin of the rock formation, the mechanical

behavior is generally assumed to be transversely isotropic with the axis of symmetry e3

being perpendicular to the bedding plane (e1, e2). Figure 8.2 shows the orientation of the

cylindrical specimens tested so as to measure the Young’s modulus and Poisson’s ratios in

the bedding plane, E1 and ν12, and perpendicular to the bedding plane, E3 and ν31. For

all three material, the elastic constant parallel to the bedding plane, E1, is much higher
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in the elastic constant perpendicular to the bedding plane, E3.

e3
e2

e1

e2

e1

e3

a) b)

Figure 8.2: Elastic characterization of gas shale: specimen orientation for mini-
compression and ultrasonic pulse velocity tests. a) specimen machined parallel to the
axis of symmetry e3. b) Transverse specimen cut perpendicular to the bedding plane
(e1, e2). Courtesy of Prof. Akono.

Table 8.1: Elastic-plastic constant of organic-rich shale materials. E3 is the Young’s
modulus measured along the solid’s axis of symmetry; meanwhile E1 is the modulus
perpendicular to the solid’s axis of symmetry. ∗ Results from mini-compression tests;
data courtesy of Total S. A., France. ∗∗ Results from [190]. ∗∗∗ Results from [142].

Material E1 (GPa) E3 (GPa) ν12 ν31
Toarcian 23.5 17.3 0.2 0.22
Niobrara ∗∗ 34.2 24.8 0.26 0.34
Marcellus ∗∗∗ 40 20 0.18 0.26

In this study, we employ microscopic scratch testing, which is a cutting-edge technique

commonly used for quality control of thin films and coatings [109, 191, 192], in order to

characterize the fracture properties. In our experiments, a sphero-conical stylus is drawn
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across the surface of the sample under a linearly increasing vertical load as shown in Figure

8.4 a). The test is performed on an Anton Paar testing platform (Anton Paar, Ashland

VA). The vertical force is prescribed via a piezo-actuated active force feedback loop so

that any potential tilt of the specimen top surface has little influence on the vertical

force history. A motorized XYZ stage as well as high-accuracy force and depth sensors

record the specimen mechanical response. The resolution on the prescribed vertical force

and on the measured horizontal force is 1 mN whereas the resolution on the measured

penetration depth is 3 nm. In addition, an acoustic emission sensor keeps track of stress-

induced damage events. Finally, an optical microscopy is integrated with the scratch

routine so as to capture a panorama of the resulting groove immediately after scratch

testing as shown on Figure 8.5 d).

Our starting point is the scratch fracture mechanics model that we developed in [112,

114–116] for linear elastic isotropic materials. Optical microscopy and scanning electron

microscopy were employed to observed the residual groove after scratch testing. In partic-

ular, for tests on ceramics, metals and polymers [116], we observed a succession of curved

cracks regularly spaced and perpendicular to the scratch direction. Based on these obser-

vations, in the theoretical model we focus on a single fracture event in which a horizontal

crack emanates from the tip of the stylus below the surface and propagates horizontally

thereafter. We employ an Airy stress function to evaluate the stress and strain fields ahead

of the probe and then use a path-independent contour integral [113], the J-integral, to

calculate the energy release rate G as a function of the scratch forces and scratch probe

geometry. Under plane strain conditions, G can be expressed as:

G =
1− ν2
E

F 2
T

2pA
(8.1)

where E and ν are respectively the Young’s modulus and Poisson’s ratio of the shale

specimen. FT is the measured horizontal force, p is the perimeter of the fracture surface

whereas A is the value of load-bearing contact area as projected in the horizontal direction.

To mark the onset of cracking, we utilize a threshold criterion applied to the energy release

rate: crack propagation occurs once G = Gf , where the threshold value is the fracture

energy Gf , assumed to be a material constant. Equation 8.1 enables to connect the
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fracture energy to the scratch toughness Ks, which is defined as:

Ks =
FT√

2pA (d)
(8.2)

The quantity 2pA is the shape probe function and its depends on the stylus geometry as

well as the penetration depth d. The expression of 2pA was derived for different scratch

probe geometries: flat punch, sphere, cone or sphero-conical. In particular, in our tests

we will use the conical approximation; for a conical probe of half-apex angle θ, we have:

2pA = 4 tan θ/ cos θ d3. The shape probe function is calibrated prior to testing using a

reference material of known fracture energy. The resulting function is then used as an

input to measure the scratch toughness, Ks = FT/
√

2pA.

Figure 8.3 illustrates the scratch probe and the crack in front of the probe as the

scratch progress. The crack is a semi-circular crack in front of the tip of the scratch

testing. This figure illustrates the crack opening and the location of this opening in 3D

schematic.

Scratch testing induces a mixed mode fracture. Numerical simulations were carried

out in Abaqus [116] considering a scratch test with a prism with varying back-rake angle θ.

The mode mixity angle tan γ = KII/KI was found to increase with the back rake angle θ.

Furthermore, Equation 8.1, based on the J-integral method, provided an accurate estimate

of the energy release rate. Next, we define the vector K = {KI , KII}T . For elastic

isotropic solids in plane strain conditions, the Griffith-Irwin relation [193, 194] yields

Gf = (1−ν2)/E |K|2, where |·| is the euclidean norm operator defined by: |x| =
√
x21 + x22.

Thus, our fracture criterion becomes |K| ≤ Kc, where Kc is the fracture toughness given

by: Kc =
√
EGf/(1− ν2). Therefore, for linear elastic isotropic materials and in the

fractured-driven regime, the fracture toughness is equal to the scratch toughness shown

in Equation 8.3.

Ks (FT , d) = Kc (8.3)

The question remains how to extend the model presented above to anisotropic mate-

rials. This is the focus of the next paragraph.
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Scratch Groove Scratch Probe

Crack tip in front of 
scratch tip.

Figure 8.3: 3D schematic representation of scratch tip, scratch groove and crack in the
fracture process.
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8.2 Micro-Scale Fracture Energy of Gas Shale

In order to estimate the fracture energy, Gf , we apply the J-integral for an anisotropic

material. The theoretical solution was derived by Laubie and Ulm [195, 196] for fracture

propagation in transversely isotropic materials. In particular, we must take into account

the specimen orientation and the scratch direction with respect to the bedding plane.

Herein, we study the case where both the scratch direction and the fracture plane are

parallel to the bedding plane as illustrated in Figure 8.4 b). This orientation leads to

cracks in the short -transverse configuration. Using Voigt notations, we denote S the

transversely isotropic compliance tensor in the (e1, e2, e3) Cartesian reference frame. e3 is

the axis of symmetry and (e1, e2) forms the plane of symmetry, which is also the bedding

plane. For plane strain conditions, the energy release rate depends on the compliance

tensor components and on the scratch toughness Ks according to:

Gf =

(
S11 −

S2
12

S11

)
K2
s (8.4)

Where S is the compliance tensor. The components of the compliance tensor can be ex-

pressed as a function of the longitudinal Young’s modulus E1 and of the in-plane Poisson’s

ratio ν12: E1 = 1/S11, ν12 = −S12/S11. Therefore, we can rewrite Equation 8.4 as:

Gf =
1− ν212
E1

K2
s (8.5)

where the scratch toughness Ks is given by Equation 8.2. Thus, we observe a coupling

between elasticity and fracture. A major consequence is that in the case of anisotropic

materials, the scratch toughness Ks depends on the orientation. Nevertheless, we can

combine the scratch tests with independents elastic characterization testing methods such

as uniaxial compression or ultrasonic pulse velocity tests in order to estimate the fracture

energy.

Figure 8.4a) displays a digital photograph of a scratch test on organic-rich shale. In

the case of organic-rich shale, we must take into account the scratch orientation. We

performed the scratch tests within the bedding plane as illustrated in Figure 8.4 b). In

this configuration, the crack is short-transverse. In our tests, we employ a Rockwell C

diamond probe characterized by a half-apex angle 60◦ and a tip radius of R = 200 µm. For

each single test, the vertical force was increased linearly from 30 mN to 30 N meanwhile
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the scratch speed was held constant and equal to 6 mm/min over a scratch path of 3

mm. The resulting depth of penetration spanned 3 orders of magnitude from tens of

nanometers to close to 100 µm.

Another challenge when it comes to gas shale is to account for the heterogeneous

microstructure and composition while maintaining a high level of accuracy. We include

the heterogeneity via the polish of the top surface, the scratch length and the area of

the tested region. As seen in Figure 8.1 using optical microscopy and scanning electron

microscopy, this is a granular material with a grain size of 30-100 µm. The first step is to

rigorously polish the surface to test so that the roughness is an order of magnitude less

than the maximum penetration depth, herein dmax ≈ 80 − 100 µm. This requirement,

keeping a surface roughness that is negligible compared to the measured depth, is essential

to accurately calculate the fracture properties. In our case, surface force profilometry

carried out prior to testing revealed an average roughness of 1.8 µm, which is close to

two orders of magnitude less than the maximum penetration depth. Second, the scratch

length value, 3 mm, is selected so as to span a minimum of 30 grains. Finally, we carry

out a minimum of 4 consecutive tests with a spacing of 2 mm between each test so as to

cover an area, 3 mm × 6 mm, that includes more than 1800 grains. Ideally, one would

like to carry a larger amount of tests. However, ensuring an average roughness an order of

magnitude less than the maximum penetration depth over such a large area is a difficult

task. That is why we developed advanced polishing and grinding methods like the one

presented in the Materials and Methods section. Using this specimen preparation method

and by carrying out 4 consecutive scratch tests of a length of 3 mm each, we achieved the

balance between accuracy and getting enough statistical information.

Figure 8.4 c) superimposes the evolution curves of the horizontal force along with the

acoustic emission for a single test on unconventional shale. In average, the horizontal

force increases as the vertical force is increased along the scratch path. However, the

horizontal force curve locally exhibits an irregular saw-tooth waveform shape as a result

of the local heterogeneity as well as the succession of several microscopic fracture events.

In fact, the acoustic emission log displays peaks that correspond to rapid releases of the

elastic strain energy. In particular, each peak of the acoustic emission is followed by

a sudden drop of the horizontal force. This indicates that the acoustic emission peak

correspond to local micro-cracking events. Therefore, the acoustic emission log provides

a physical evidence of fracture processes at work during the test. Furthermore, Figure 8.4

d) displays a panoramic view of the residual surface that was captured after observing
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the tested specimen under an optical microscope and stitching digitally up to 10 pictures

of the top surface. We can see a groove (in dark in the picture) with an increasing width,

which results from the material removal processes—micro cutting and micro-chipping.

Moreover, the width increases with the scratch path because as we apply a larger vertical

force, we activate cracking mechanisms at a higher depths and therefore remove a larger

volume of material.
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Figure 8.4: Scratch testing of gas shale: Ideal representation of a scratch test in a trans-
versely isotropic material. Credits: Akono, Kabir, UIUC 2014. Side view a) and front
view b). A vertical force is applied along with a constant speed in the scratch direction,
here e1, resulting in a horizontal force FT and a penetration depth d. c) Acoustic emis-
sion (dotted black curve) and horizontal force (solid blue curve) recorded during a single
scratch test. d) Residual groove after scratch testing.

Figure 8.5 displays the application of our fracture model to gas shale. Prior to testing,

the probe tip function 2pA was calibrated using Lexan 934 as the reference material and

by following the calibration procedure given in [116]. For each single test, both FT are d

are continuously recorded along the scratch path X, yielding a curve (FT (X), d(X)) with

1000 data points. Our post-processing algorithm computes then the scratch toughness

Ks(X) = FT/
√

2pA(X) as a function of the scratch path X for all 4 tests. Figure 8.5

displays the curves (Ks, d/R) obtained for the campaign of tests carried on the Toarcian,

Niobrara and Marcellus shale systems. R = 200µm is the probe tip radius. The fracture

behavior is similar for all three materials: the scratch toughness Ks decreases as the depth

d increases and converges toward an asymptotic value K∞s . A similar behavior had been
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Figure 8.5: Scratch fracture scaling of gas shale. a) Marcellus shale. b) Niobrara shale. c)
Toarcian. Ks is the scratch toughness given by Equation 8.2. d is the penetration depth
and R = 200 µm is the scratch probe tip radius. Each graph correspond to 4 consecutive
tests carried out over a scratch length of 3 mm for Niobrara and Toarcian. Each graph
correspond to 12 tests carried out over a scratch length of 3 mm for Marcellus shale.

observed for homogeneous materials: this convergence is indicative of a ductile-to-brittle

transition that is activated by the depth of penetration [112, 114, 115]. In the brittle and

fracture-driven regime, the force scales as FT ∝ d3/2 and thus the nominal strength scales

as σN ∝ 1/
√
d, which is characteristic of brittle fracture.

The next step is to apply fracture mechanics in order to estimate the fracture energy.

First, we calculate the scratch toughness by taking the average value of FT/
√

2pA for all

tests and for all depth values higher than the sphere-to-cone transition depth threshold, 30

µm. Table 8.2 lists the values of the scratch toughness calculated for our three materials.

The values of the microscopic toughness are two to three times greater than the fracture

toughness values reported at the macroscopic scale, 0.7-1.4 MPa
√
m. In a second step,

we computed the energy release rate by applying Equation 8.5 given the elastic constants

listed in Table 9.2. The results are presented in Table 8.2.

The fracture toughness reported for Marcellus specimen in the literature is 1.06 MPa
√
m

to 1.34 MPa
√
m for different orientation of the specimen [16]. In their study, the three

point bending test method is used to measure the fracture toughness of the specimens.

Table 8.2: Fracture assessment of gas shale at the microscopic scale using scratch tests.
Ks is the scratch toughness calculated by application of Equation 8.2. Meanwhile, Gf is
the fracture energy that is estimated using Equation 8.5.

Toarcian Niobrara Marcellus
Kc (MPa

√
m) 3.06±0.07 4.32±0.07 5.19±0.23

Gf (N/m) 125.0 117.7 125.5
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The fracture toughness of the three point bending is lower compared to scratch testing

due to the larger crack tip area. In addition, the difference in the scale of the tests carried

out can describe the difference due to size effect.

8.3 Toughening Mechanisms of Gas Shale

To understand the origin of the extraordinary toughness of organic-rich shale, we examined

the residual groove after scratch testing. The toughening mechanisms of gas shale have not

been extensively documented. Our goal is to observe and report the physical mechanisms

of fracture. Figure 8.6 a)-e) show scanning electron microscope images of the residual

grooves after scratch testing on gas shale. A general observation is that the crack surfaces

are very rough and not smooth. Crack front roughening in heterogeneous materials can

occur as a result of a mismatch in elastic and fracture toughness values between micro-

constituents that lead to a non-planar crack surface. In the case of organic shale, the

interaction between soft phases such as clay and hard particles such as quartz is likely to

cause the crack to deflect.

Furthermore, we observe extensive 1) particle pull-out. Brochard et al. [197] studied

the pullout phenomenon of ductile particles in a brittle matrix. Using molecular simula-

tions, they modeled a microporous carbon-silica polymorph nanocomposite. Their work

highlighted the importance of the organic-inorganic interfaces. In particular, when the

interface is much weaker than the matrix, the effective fracture toughness of the compos-

ite could be enhanced by a factor of 2 for a fraction of ductile inclusions equal to 10%

and by a factor of 3 for a fraction of ductile inclusions equal to 20%. We can reconsider

our scratch tests and SEM results in light of their work. It appears that scratch test-

ing triggers microscopic fracture mechanisms, perhaps as a result of the multiaxial stress

field. We see significant pull out of softer phases. We also see 2) crack bridging, which

in the case of ceramics [198] , cementitious materials [199] and cortical bone [200], has

been reported to lead to substantial fracture toughening. Finally, we observe 3) crack

branching, micro-cracking and crack trapping, although to a lesser extent.

Although the toughening mechanisms of other composite materials such as cementi-

tious materials, cortical bone and ceramics have been actively studied, investigated and

modeled; when it comes to gas shale, the current state of research is still at the early

stages. However, this multi-scale fracture behavior that is characterized by various failure

mechanisms must be considered while developing a rigorous and physics-based constitu-
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Figure 8.6: Fracture mechanisms in gas shale at the microscopic scale. Scanning electron
microscopy image of residual grooves after scratch testing. Several microscopic fracture
mechanisms can be observed: a) (1) particle pull-out, b) (1) particle pull-out, c) (2)
crack bridging and (3) crack deflection and branching, d) (2) crack bridging and (3) crack
deflection and branching, e) residual groove of scratch path with cracks observed in the
groove.
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tive model of the material. The main question is then how do the microstructure and

composition of gas shale affect its fracture resistance. Going back to our initial problem

of hydraulic fracturing, another question is what fracture mechanisms are induced and at

which scale are they active. These are broad and challenging questions that go beyond the

scope of this research. Nevertheless, given the scalability of scratch tests, the framework

presented here will pave the way toward a more systematic fracture characterization of

gas shale at multiple length scales, thereby yielding a fundamental understanding of its

mechanical performance.

8.4 Conclusion

The research objective was to measure the fracture toughness of gas shale specimens. To

this end, a hybrid experimental and theoretical framework was developed that integrates

cutting-edge imaging techniques alongside advanced fracture mechanics and small scale

mechanical testing methods. Microscopic examination revealed a porous and granular mi-

crostructure with a grain size in the range 30-100 µm for Toarcian, Marcellus and Niobrara

shale specimens. The scratch fracture toughness technique was extended to shale so as

to fully incorporate the heterogeneity and the anisotropy. The anisotropy was accounted

for by deriving the energy release rate in orthotropic materials. The heterogeneity was

accounted for via the specimen preparation method and the test parameters. In turn, a

coupling between fracture and elasticity was found. As a consequence, combined scratch

test results with independent elasticity measurements is used to estimate the fracture

energy at the microscopic scale. It was found that gas shale exhibits exceptional frac-

ture properties at the microscopic scale: the scratch toughness is two times higher than

the macroscopic fracture toughness. Similarly, the microscopic fracture energy is twice

larger than that at the macroscopic scale. Scanning electron microscopy shows evidence

of toughening mechanisms such as front roughening, particle pullout and crack bridging.

These findings are novel and they call for advanced constitutive models of organic-rich

shale and that will be the focus of future research. In brief, the methodology and results

presented here are important and can be employed to yield a fundamental insight of the

mechanical behavior of gas shale. The field of application is broad including powerful

geomechanical models for an optimal design of hydraulic fracturing operations as well as

new generations of tough organic-inorganic engineering materials.
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Chapter 9

Effect of Injection Rate and

Anisotropy on Hydraulic Fracturing:

Effect of Rate and Speed on Fracture

Behavior of Organic-Rich Shale

9.1 Introduction

Organic-rich shale or grey shale or black shale is a unique class of organic-inorganic nano-

composite that plays a crucial role in several climate change mitigation strategies such as

energy recovery from unconventional resources [4–9], carbon dioxide subsurface capture

and storage [10–12], and nuclear waste geological disposal [13, 14]. Understanding the me-

chanical behavior of the source rock at the microscopic [15–17] and nanometer [18] length

scale is key to achieve significant breakthroughs in the science and technology of horizon-

tal well drilling and hydraulic fracturing [19–21]. CO2 geological sequestration involves

pumping industrial carbon dioxide emissions into deep permeable geologic formations at a

steady rate [10]. Potential suitable formations include aquifer, depleted oil and gas fields,

and coal seams. Maintaining the structural integrity of the well, preventing the occur-

rence of micro-seismic events and understanding potential chemo-mechanics degradation

processes in the source rock due to brine exposure is a major concern [22, 23]. Although a

lot of attention has been given to coal seams, depleted organic-rich shale formations [24]

represent an alternative yet unexplored. The safe disposal of radioactive wastes requires
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these wastes to be isolated from all ecosystems for thousands of years. Deep argillaceous

formations with a low intrinsic permeability such as organic-rich shale have been investi-

gated as potential repositories [13, 14]. Thus, it is important to understand the chemical

as well as mechanistic properties and fracture properties of organic-rich shale [25].

The multi-scale nature of gas shale [138, 201, 202] complicates the mechanical charac-

terization of the fracture response. At the macroscopic level (millimeter and above), gas

shale is a layered fabric due to the geological deposition process [203, 204]. At this scale,

it is common to idealize the mechanical behavior using transversely isotropic models [205].

The fracture toughness is measured via three-point bending tests on single-edge notched

specimens [16, 206], double cantilever beam tests [207], burst tests [208], Brazilian disk

tests [209], and chevron-notched semi-circular bending tests [179]. At the microscopic

level, gas shale consists of a porous clay fabric with quartz, feldspar and pyrite inclusions

[210, 211]. A wide array of advanced methods such as scanning electron microscopy,

energy-dispersive spectroscopy [212], wavelength-dispersive spectroscopy [213], and X-ray

diffraction [214, 215] are employed to identify the chemical composition. Mechanical

characterization consists of micro-indentation testing [216], bending tests on micro-beams

[217], Vickers indentation fracture [181] tests and scratch tests. At the nanometer level,

the basic unit consists of kerogen molecules bonded to clay minerals (illite or smectite).

Nano-indentation [7, 137, 218, 219], atomic force microscopy [220, 221] and nano-scratch

tests can be used to assess the behavior. Moreover, recently, molecular dynamics and

atomistic simulations [141, 222, 223] have emerged as means to predict the mechanical

properties from first principles. Yet, characterizing the fracture response of gas shale at

several length-scales remains a challenge.

Previously, we showed that scratch tests are a powerful means to assess the fracture

behavior and the fracture micro-mechanisms [112, 224]. A nonlinear fracture mechanics

analysis for articulated to measure the fracture characteristics from scratch test measure-

ments [111, 115]. We studied both tests at the macroscopic level [111, 112, 117, 225] and

at the microscopic level [111, 114–116, 119, 120, 224, 226]. The theoretical framework

was implemented into an experimental protocol applicable to metal, polymers and ce-

ramics [114, 116]. Finally, the framework was extended to heterogeneous materials such

as rocks [111, 112], cement-based composites [117, 119, 225], biological tissues [226] and

organic-rich shale systems [120].

Our aim is to to study the influence of mechanical loading rate and testing speed on

the measured fracture toughness of organic-rich shale at the microscopic length scale. We
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build on a prior analytical solution to correlate loading rate and speed to the observed

scratch toughness, that was validated on polymers [227]. Our focus is on a grey and

black shale material, respectively Toarcian and Niobrara, that differ in their mineralogy,

total organic content, as well as their micro-structure. We connect the composition and

topography to the fracture response using microscopic scratch tests and nonlinear fracture

modeling. First, we introduce the materials and methods utilized in this study, then we

articulate a nonlinear fracture mechanics model and apply the theory to yield fundamental

insights into the fracture response of shale systems.

9.2 Experimental Investigation

In this study, we investigate two different major gas plays, Niobrara from northeastern

Colorado in the United States, and Toarcian shale from the Paris basin in France. Two-

inch long and one-inch round cylindrical Toarcian shale samples were provided by Total

Corp. The specimens were extracted from cores at depths of 5106–5130 m. Three speci-

mens were investigated: B1, B2, B3. As for the Niobrara formation at the southwestern

Wyoming Province (SWWP), it is a sedimentary basin that formed during the Larmide

orogeny (Late Cretaceous through Eocene). All specimens were kept under vacuum (10

inch of mercury) to prevent potential hydration, degassing, or drying susceptible to de-

grade the mechanical properties.

In order to assess the mineralogy, powder X-ray diffraction was carried out at the

Frederick Seitz Materials Research Laboratory in collaboration with the Illinois State Ge-

ological Survey. Quantitative X-ray diffraction analysis of clay-bearing rocks is a very

challenging and to-date there is no clear standard. We followed the protocol recommend

by [147, 152]. Each specimen was cleaned and dried in a vacuum oven. Afterward,

each specimen was mechanically ground down to an even particle size around 44 mi-

crons. The resulting powder was then spread on a glass slide and characterized using

a Siemens/Bruker D5000 X-ray Powder Diffraction instrument. JADETMsoftware was

utilized to identify the constituents and percentages of Niobrara specimen using XRD

pattern.

Table 9.1 displays the mineralogy of the Toarcian specimens as measured via X-ray

diffraction analysis. The dominating micro-constituents are quartz and illite, with trace

amounts of albite. Meanwhile, Niobrara’s major micro-constituents are : calcite, quartz,

pyrite, illite and dolomite with a weight fraction respectively of 70 %, 11.3 %, 1.2 %, 15.5
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%, and 2.0 %. Letoc Eval were also carried out to evaluate the organic matter content.

Based on the total organic content (TOC) of 1%, the Toarcian shale specimens can be

classified as grey shales, characterized by 0.5% <TOC <2%. In contrast, a TOC above

2% enables to classify Niobrara as a black shale, with TOC≥2%.

Table 9.1: Mineral composition in weight percent of the gas shale specimens tested in this
study.∗Data courtesy of Total S. A., Paris, France.

Material Toarcian B1 Toarican B2 Toarcian B3 Niobrara
TOC (%) 1∗ 1∗ 1∗ 2.50
Mineral, (%)
Quartz 85.1 85.1 80.1 11.3
Illite 14 14.5 14.2 0
Illite/smectite 0 0 0 15.5
Albite 0.9 0.4 1.5
Pyrite 0.2–1 1.2
Dolomite - 2.0
Calcite - 70.0

The objective of the grinding and polishing protocol is to achieve a surface roughness

an order of magnitude less than the maximum penetration depth [185]. Organic-rich shale

are difficult to prepare as they exhibit soft phases (clay and organic matter) that coexist

with hard inclusions (pyrite and quartz particles). tend to polish the hard particles to

the detriment of the softer phases that get eroded. Conventional methods such as resin-

embedding under vacuum [228] must be avoided because the embedding media and gas

shale exhibit a fracture toughness (≈ 4 MPa
√
m) which is comparable to that of the

material (≈ 1–2 MPa
√
m). As a result, probing the fracture performance at the mesoscale

(≈ 1–10 µm) of a specimen embedded into epoxy resin will yield the composite behavior

of the rock/epoxy composite instead of the isolated fracture response of the individual

specimen.

Given these constraints, the grinding and polishing procedure is very specific to the

gas shale system chosen, and is derived via an iterative process. The preparation routine

involved three different steps: machining, grinding and polishing. The lubricating and

cleaning media was N-decane to prevent any drying or hardening of the organic phase.

Grinding occurred in three steps, using silicon carbide abrasive pads of different grit sizes.

Afterward, polishing was done using soft synthetic woven cloths along with diamond par-

ticle oil suspensions of different sizes, consecutively 9 µm, 3 µm, 1 µm and 0.25 µm.

Between each step of the grinding and polishing procedure, the specimens were cleansed
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in an ultra sonic bath of N-Decane to prevent cross contamination. Atomic force mi-

croscopy (AFM) [30] was used to quantitatively assess the quality of the polished surface

by measuring its roughness. The average root-mean squared roughness over a 50 µm ×
50 µm polished surface was less than 30 nm.

Scanning electron microscopy was conducted at the Frederick Seitz Materials Science

Laboratory and Beckman Institute Visualization Laboratory to identify the composition

and micro-structure. Polished shale specimens were imaged using an environmental scan-

ning electron microscope JEOL 6060LV, a high-resolution analytical SEM JEOL 7000F,

and a FEI Quanta. The presence of micro- and nano-pores has been previously shown on

organic-rich shale systems such as Woodford shale and Barnett [229, 230]— but not on

Niobrara and Toarcian shale systems. Previous investigations have also shown the pres-

ence of clay minerals [231–233]. In this study, we aim to employ SEM as a complement to

X-ray diffraction in order to identify the morphology and mineralogy and thus understand

the mechanical response.

Creep indentation tests were carried out to measure the visco-elastic and plastic char-

acteristics. Two orientations were considered: perpendicular to the bedding plane and

parallel to the bedding plane. Previous studies of indentation in visco-elastic materials

have connected the visco-elastic behavior to the force and depth measurements during

indentation testing [95, 234]. All tests were carried out using the Anton Paar TriTech

multi-scale testing platform (Anton Paar, Ashland,VA). The indenter was a Berkovich

indenter whose contact area had been calibrated prior to testing using fused silica as a

reference material. For each specimen and each orientation, a 10 × 10 grid (100 tests) was

carried out with a maximum load of 100 mN, a loading/unloading rate of 200 mN/min

and a holding phase of 480 s. Assuming a logarithmic creep behavior, characteristic of

shale, the viscoelastic parameters were calculated following the methodology introduced

by Vandamme et al. [90, 95, 234].

The scratch test consists of moving a sharp diamond stylus over the surface of a softer

material under a linearly increasing load (cf. Figure 9.2) a). In this study, we used

an Anton Paar (Anton Paar, Ashland VA) multi-scale testing platform with an acoustic

enclosure. The stylus is a Rockwell C probe which consists of a cone with a half-apex angel

of θ = 60◦ ending in a half-sphere of radius R = 200 µm. The vertical force is prescribed

via a piezo-actuated force feedback control loop, meanwhile the displacement is measured

via high-accuracy sensors. The scratch test is performed in two steps: first, the probe

scans the surface profile while applying a low constant force. Second, the vertical force
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is linearly increased as the probe moves along the scratch path. This two-step method

allows for accurate testing that can account for irregular, curved or slanted specimens.

An optical microscope is integrated with the scratch testing unit to facilitate pre- and

post-testing microscopic examination.

We summarize our recent findings on scratch testing. We showed that scratch tests

are governed by a ductile-to-brittle transition [111, 112]. For low penetration depths,

failure occurs through plastic flow as the material is plastically deformed and pushed to

the sides of the residual groove. Whereas for deep penetration depths, micro-fractures

are generated at the center of the groove and are propagated via fracture dissipation.

Based on observations at the macroscopic scale [117, 225] and at the microscopic scale

[116, 120], the fracture surface is a flat semi-circular surface that originates below the

scratch tip and propagates horizontally below the surface, and in the same direction as

the motion of the scratch probe. As a consequence, for an axisymmetric scratch probe,

the crack front is curved and perpendicular to the direction of scratch testing as shown in

Figure 9.1 Furthermore, a succession of fracture surfaces is generated, instead of a single

crack.

The competition between strength and fracture was modeled using the Bažant’s Size

Effect Law [224] as well as dimensional analysis, computational fracture mechanics [116]

and nonlinear fracture mechanics theory [120]. In a fracture-driven process where plastic

deformation is negligible, the scratch toughness is defined as the asymptotic value of

FT/
√

2pA:

Ks = lim
d→+∞

FT√
2pA

(9.1)

where FT is the measured horizontal scratch force, A is the projected horizontal area and

p is the probe perimeter. 2pA is the scratch probe shape function which is calibrated

prior to testing with a material of known fracture toughness. For homogeneous materials,

a great agreement was found between the the microscopic scratch toughness and the

fracture toughness measured using conventional macroscopic fracture testing methods.

The basic idea is to monitor the prevalence of fracture processes based on the force

scaling. Figure 9.1 displays the evolution of the quantity FT√
2pA

as a function of the scratch

path for a test on organic-rich shale. For low values of the penetration depth d, the

scratch groove is smooth and FT√
2pA

varies greatly pointing to various sources of energy

dissipation such as plastic flow, friction, visco-plasticity and fracture. In contrast, for large

penetration depths, FT√
2pA

reaches a steady value; meanwhile SEM reveals fracture surfaces
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(1) in at the center of and microscopic debris (2) at the edges of the residual groove. As a

consequence, for large penetration depths, friction and plastic flow fade and the primary

means of energy dissipation are fracture dissipation and/or viscous dissipation. We focus

on this regime and seek to uncouple viscous dissipation from fracture dissipation.

Figure 9.2: a) Digital photography of scratch on polished Niobrara specimen. Credits:
Ange-Therese Akono, Pooyan Kabir, Kavya Mendu, UIUC, 2016. b)-d) Scratch orienta-
tions: (b) Short-Transverse, (c) Divider, and (d) and Arrester (d).

Recently, we extended our nonlinear fracture mechanics framework to Maxwell-type

visco-elastic solids [227]. However, for organic-rich shale, the Maxwell model is ill-suited.

In addition, we must account for the heterogeneity and the anisotropy. Thus, our objective

is to assess the influence of the scratch speed, the loading rate and the scratch orientation

on the mechanical response of gas shale specimens while accounting for the mineralogy,

anisotropy and total organic content.

To this end, we carried out scratch tests for ten scratch speed values ranging from
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V = 0.8 mm/min to V = 12 mm/min. The following two loading rate values were

considered: ḞV = 60 N/min and ḞV = 90 N/min. In all tests, the vertical force was

linearly ramped up from 0.03 N to 30 N. For each duo (V, ḞV ), a minimum of three

consecutive scratch tests were carried out. The scratch length was selected to span several

grains. The rock mineralogy and texture was consistent between different locations where

the scratch test and creep tests were conducted. The short supply of Toarcian shale

materials prevented us from testing all three orientations. Thus, a single orientation

was considered: parallel to the bedding plane. Yet, we tested three different specimens:

Toarcian B1, Toarcian B2 and Toarcian B3. We considered three orientations in the case

of Niobrara shale. The aim was to measure the level of anisotropy of the fracture behavior.

The three scratch orientations considered were: Short Transverse, Divider, and Arrester.

These three orientations are shown in Figure 9.2 b)-d). Thus a total of 270 scratch tests

were performed.

9.3 Theoretical Model

This section was developed in previous works [110, 227] and adopted herein. In previous

work [111, 112, 114, 117, 224, 225], we have focused on separating fracture and plasticity

in scratch testing. Herein, we select a regime where plastic dissipation is negligible, by

evaluating the scratch toughness at large depths and waiting for a full convergence of

the quantity FT/
√

2pA toward a horizontal line within a single scratch test, cf. Equation

9.1. Given that plastic flow is negligible, the remaining forms of energy dissipation are

fracture dissipation and viscous behavior. Given those two means of energy dissipation,

we consider a brittle visco-elastic behavior. In particular plastic deformation such as

visco-plasticity or hypoelasticity-plasticity do not apply given plastic flow is very small.
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Consider a scratch test in a homogeneous viscoelastic material as schematically shown

in Figure 9.3. We assume the existence of a horizontal crack of length ` emanating from

the tip of the crack. (ex, ey, ez) is the reference frame in Cartesian coordinates. We

operate within the framework of linear viscoelasticty [235–238]. The total strain ε can be

decomposed into an elastic component, εel, and a viscous component, εv:

ε = εel + εv (9.2)

Similarly, the volume density of the Helmholtz free energy ψ involves two contributions,

the elastic strain energy ψel = 1
2
εel : C0 : εel and the frozen energy U

(
εv
)
:

ψ = ψel + U
(
εv
)

(9.3)

εel = C−10 : σ is the elastic strain which is recovered immediately upon unloading, σ being

the stress tensor and C0 being the instantaneous stiffness tensor.

The elastic energy ψel is the energy stored within a unit volume of material that

is immediately recovered upon unloading. In contrast, the frozen energy is the energy

stored within the material which is not immediately recovered after load removal, due

to irreversible deformations of the structural skeleton taking place at the micron and

nanometer levels [239]. In [227] we did not account for the frozen energy because the

focus was on homogeneous materials such as polymers. However, for heterogeneous,

porous and granular materials such as organic-rich shale, the frozen energy cannot be

neglected. According to the Clausius-Duhem inequality, the internal viscous dissipation

rate ϕ is given by:

ϕdt = σ : dε− dψ ≥ 0 (9.4)

where σ : dε is the elementary work done by external forces, dε is an infinitesimal strain

increment, and dt is the infinitesimal time increment. In other words, in the absence

of fracture processes, the external work is either stored within the structure—as elastic

and frozen strain energy—or dissipated via viscous processes. On the other hand, the

dissipation rate can be rewritten as the sum of two terms: a volumetric dissipation term

due to viscous processes in the bulk of the material and the surface dissipation associated

to fracture propagation (cf. [240]):

dD
dt

=

∫
Ω

ϕdΩ + GΓ̇ (9.5)
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where Γ = p` is the crack surface and Ω is the material volume. Γ̇ = ∂Γ
∂t

is the partial

derivative of Γ with respect to time. G is the energy release rate which is given by the

J-integral [113, 241, 242] :

G =
1

p

∮
C̃

[
ψnx − T ·

∂ξ

∂x

]
dS (9.6)

ξ is the displacement vector, T = σ · n is the stress vector, and C̃ is a closed contour

including the crack tip. σ is the stress tensor, n = nxex + nzez is the outward unit vector

and (ex, ey, ez) is the reference frame in Cartesian coordinates. In the case of scratch

testing, by choosing a suitable closed contour, we can rewrite Equation 9.6 as [111, 112]:

G =
1

p

∫
I

[
ψnx − T ·

∂ξ

∂x

]
dS (9.7)

where I is the interface between the probe and the material. The term 1/p takes into

account the 3-D nature of the fracture surface.

Extended Correspondence Principle

The next step consists in solving for the stress, strain, and displacement fields of a vis-

coelastic boundary value problem. We are looking for a stress tensor σ(t), a strain tensor

ε(t) and a displacement vector ξ(t) that satisfy the equations below.

• Equilibrium:

div σ(t) = 0 (9.8)

Herein div designates the divergence operator [243, 244].

• Compatibility:

ε(t) =
1

2

(
∇ξ(t) + T∇ξ(t)

)
(9.9)

where T · indicates the transpose operator and ∇· represents the gradient operator.

• Boundary conditions: there is no stress applied on the top of the material and

at the bottom on the crack faces. Moreover the resulting force at the interface
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between the blade and the material must be equal to the applied horizontal force,

the contribution of the vertical force to the fracture process being neglected:

σ(z = ±d
2
, x ≥ 0, t) · ez = 0 (9.10)∫
I

σ(t) · n dS = FT ex (9.11)

Finally, we assume a linear viscoelastic material constitutive law. Let’s decompose the

strain and stress tensors into their volumetric and deviatoric parts: σ = s + σm1 and

ε = e+ 1
3
ε1. Based on the Boltzmann superposition principle, the constitutive law reads

[235, 236]:

σm(t) =

∫ t

−∞
κ(t− u)

dε

dt
(u)du (9.12)

s(t) = 2

∫ t

−∞
µ(t− u)

de

dt
(u)du (9.13)

where, κ(t) is the relaxation bulk modulus and µ(t) is the relaxation shear modulus. e

is the deviatoric strain tensor. Applying the Laplace transform to Equations 9.12–9.13

yield:

σ̂m(s) = sκ̂(s)ε̂(s) (9.14)

ŝ(s) = 2sµ̂(s)ê(s) (9.15)

Herein, ĝ(s) indicates the Laplace transform of function g(t). Thus, in the Laplace domain,

there is a linear relationship between the Laplace transform of the stress field and that of

the strain field.

We then use the extended elastic-viscoelastic correspondence principle in order to solve

the boundary value problem. The elastic-viscoelastic correspondence principle states that

the solution to our boundary value problem for a linear viscoelastic material is similar to

the linear elastic solution expressed in the Laplace transform space [235]. Thus by replac-

ing viscoelastic operators instead of elastic constants, we find the Laplace transform of

the solution to the time-dependent problem. In particular, the extended correspondence

principle applies also to time-dependent boundary conditions as long as the loading is

monotonically increasing as is the case for scratch tests [235, 245]. The key is to have a

strictly increasing loading so that the boundaries of the region probed are always expand-
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ing. The extended correspondence principle has been applied to model indentation cases

[58, 89, 246] in which boudary of the domain increases monotonically due to increasing

penetrations depths. The extended correspondence principle has also been applied to

model moving cracks in viscoelastic solids [242, 247–249]. In our scratch tests, those two

conditions are applied: the penetration depth increases and crack propagate; thus, the

extended correspondence principle is applicable.

Plane strain conditions are considered to coincide with the LEFM solution [111, 112,

115]. Under plane strain conditions, we consider the following class of stress and strain

fields:

σ(t) = σxx(t)ex ⊗ ex + σyy(t)ey ⊗ ey (9.16)

ε(t) = εxx(t)ex ⊗ ex + εzz(t)ez ⊗ ez (9.17)

where ⊗ designates the dyadic product [243, 244]. For this class of fields, Equations 9.8,

9.9 and 9.10 are automatically satisfied. By solving the remaining Equations 9.11–9.13,

it comes:

σ̂xx(s) = sM̂(s)ε̂xx(s) (9.18)

M̂(s) is the Laplace transform of the plane strain modulus M(t) defined by:

M(t) = L−1
(

4µ̂(s)
3sκ̂(s) + sµ̂(s)

3sκ̂(s) + 4sµ̂(s)

)
(9.19)

Here, we use the notation L−1 (·) to indicate the inverse Laplace transform operator. We

also introduce M0 as the initial plane strain modulus. If a constant strain rate εxx(t) = ε̇0t

is applied, then, in the time domain, the stress is connected to the initial plane strain

modulus M0 via:

σxx(t) = λ̄(t)M0εxx(t) (9.20)

where λ̄ is a plane strain viscoelastic factor defined by:

λ̄(t) =
1

M0t
L−1

(
sM̂(s)

s2

)
=

∫ 1

0

M(tu)

M0

du (9.21)
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Energy Release Rate

The elastic strain energy is given by ψel = σ2
xx(t)
2M0

where M0 = 4µ0(3κ0 + µ0)/(3κ0 + 4µ0),

and κ0 and µ0 are the initial bulk and shear modulus respectively. Let’s define the energy

ratio, γ̄, by the ratio of the frozen energy to the elastic strain energy γ̄ = U
(
εv
)
/ψel. The

volume density of the Helmholtz free energy is then related to the stress components by:

ψ = [1 + γ̄(t)]
σ2
xx(t)

2M0

(9.22)

By application of Equation 9.6, the energy release is then equal to Equation 9.23.

G = A/p

[
1
¯λ(t)
− 1

2
(1 + γ̄(t))

]
σ2
xx(t)

M0

(9.23)

On the other hand, we have: σxx(t) = FT (t)/A. Therefore, the energy release rate

reads as:

G =
1

2M0

F 2
T

pA

[
2

λ̄(t)
− 1− γ̄(t)

]
(9.24)

where p is the perimeter of the probe and A is the projected load bearing contact area.

We note the presence of a viscoelastic correction factor, H(t), that takes into account the

viscoelastic dissipation. H(t) is related to the plane strain viscoelastic multiplicator, λ̄(t)

and to the energy ratio γ̄(t) by Equation 9.25:

H(t) =

[
2

λ̄(t)
− 1− γ̄(t)

]
(9.25)

At this stage, we apply the fracture criterion. The crack propagates when the energy

release rate reaches a threshold: G = Gf . Thus, the condition G(tc) = Gf defines the

moment tc when fracture occurs and defines the evolution of the scratch toughness as

well. tc is called the time-to-fracture. Therefore, by application of the fracture criterion,

the evolution of the scratch toughness can be described via:

FT√
2pA

=
Kc0√
H(tc)

(9.26)

with Kc0 =
√
GfM0. Thus, we predict a coupling between fracture and the viscoelastic
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behavior. In the next sections, we specify the expression of H(t) for standard rheological

models.

M0

ηm

M0 M1

η1

M2

η2

Mn

ηn

a) b)

Figure 9.4: Common viscoelastic rheological models: a) Maxwell and b) Maxwell-
Wiechert.

9.3.1 Application to a Maxwell Model

When studying the creep behavior of rocks, cements, and polymers, it is very common to

assume a constant Poisson’s ratio [95]. The Maxwell model consists of a purely viscous

damper of viscosity η and a purely elastic spring of stiffness M0 connected in series as

illustrated in Figure 9.4 a). It corresponds to the case where the relaxation modulus

exhibits a single characteristic time τ = ηM/M0. In that case, there is no frozen energy.

The energy ratio and the plane strain viscoelastic factor for a Maxwell material read:

γ̄(t) = 0; λ̄(t) =
1− e−t/τ
t/τ

(9.27)

For t/τ → 0, λ̄(t) = 1, and FT/
√

2pA → Kc0. In other words, the theory predicts that

for short testing periods—usually achieved using high scratching speeds—, the scratch

toughness converges towards a constant value, Kc0 =
√
GfM0. In contrast, for t/τ →

+∞, λ̄(t) → 0, and FT/
√

2pA → 0. For long testing periods—usually achieved at a

slower pace—, the scratch toughness decreases to be very small and vanishing. Another
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way of understanding the predicted evolution of FT/
√

2pA is by considering the scratch

schematic on a Maxwell material shown in Figure 9.3. At high scratch speeds, the external

work provided is stored in the piece of material in front of the blade and then released to

propagate fracture surfaces; because the test is short, there is not enough time for viscous

processes to develop. In contrast, for very slow tests, viscous dissipation is prevalent and

the fracture dissipation becomes negligible.

9.3.2 Application to a Generalized Maxwell Model

Although very convenient, the Maxwell model neglects the fact that there can be several

viscous mechanisms described by different characteristic time constants. Another limita-

tion of the Maxwell model, is that it cannot account for the presence of frozen energy that

occurs due to permanent structural changes in porous and granular materials [239]. In

the case of complex viscous mechanisms, it is best to use the generalized Maxwell model

also known as the Maxwell-Wiechert or Prony series. The generalized Maxwell model

can be thought of as several Maxwell units in series as illustrated in Figure 9.4 b). Each

Maxwell unit i is characterized by a stiffness Mi = piM0 and a viscosity ηi resulting in

a characteristic time τi = ηi/Mi. M0 is the initial plane strain modulus and {pi} are the

Prony series parameters. The plane strain modulus is defined by:

M(t) = M0

(
p0 +

n∑
i=1

pi exp(−t/τi)
)

(9.28)

The generalized Maxwell model is versatile and can be employed to fit a wide array of

relaxation curves. The Maxwell-Wiechert model is usually represented via a series of

individual Maxwell units in parallel. In this case, the plane strain visco-elastic coefficient

is given by a weighted average of functions λ̄i defined by:

λ̄(t) =
n∑
i=0

piλ̄i(t) (9.29)

λ̄0 = 1; λ̄i =
1− e−t/τi
t/τi

, i = 1...n (9.30)

169



For a Prony series, the Helmholtz free energy is the sum of the contribution from each

Maxwell unit. In turn, the frozen energy is non-zero and the energy ratio reads:

γ̄(t) =
n∑
i=0

pi

[
λ̄i(t)∑n
i=1 piλ̄i

]2
− 1 (9.31)

For slow speeds, V ∝ 1/t → 0, t/τ → +∞, λ̄(t) → p0, and FT/
√

2pA → √p0Kc0. For

high speeds, FT/
√

2pA → Kc0, with Kc0 =
√
GfM0. In other words, due to the frozen

energy, at slow speeds, the scratch toughness is small but non-zero. In the next steps,

we will apply our theoretical model to shed light on the influence of the loading rate and

scratching speed on the scratch testing of organic-rich shale materials.

 OM

micropores

Figure 9.5: Scanning electron microscopy of Toarcian gas shale. (1) Organic-rich pocket.
(2) Micro-pore.
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Figure 9.6: Nano-scale constituents of Toarcian (a)-b)) and Niobrara (c)-d)) shale. a)
Quartz crystal. b) Illite platelets. c) pyrite framboids and d) illite flakes.

Figure 9.7: a) SEM image of Niobrara shale in the bedding plane. b) SEM image of Nio-
brara shale perpendicular to the bedding plane. OM stands for organic matter. Courtesy
of Prof. Akono
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9.4 Does Organic-Rich Shale Creep?

9.4.1 Microstructure and Chemistry

The micro-structure and chemistry are important elements that govern the mechanical

response of shale systems [250–253]. As such, micro-structural and chemical characteri-

zation is key to obtain true insights into the fracture response. To this end, we employ

scanning electron microscopy and environmental scanning electron microscopy. Figure

9.5, Figure 9.6 and Figure 9.7 display scanning electron microscopy images of both grey

shale—Toarcian— and black shale—Niobrara—specimens. The goal of the SEM is to

highlight some features on the microstructure and composition and they complement the

XRD analysis. As shown in Figure 9.5, a granular and heterogeneous micro-structure was

observed for Toarcian specimens with a grain size of 50–100 µm. Given the grain size,

we considered only tests for which the width of the scratch path in the fracture-driven

domain is 300 µm and above; in addition, the minimum scratch length considered was 0.3

mm. Thus for all scratch lengths considered,—0.3 mm to 6 mm—the volume probed was

large enough to be representative of the material at the meso-scale.

No significant anisotropy was observed for Toarcian shale. In Figure 9.5, among grains,

we can observe black pockets 1) corresponding to organic-rich phases as well as micro-

pores 2) inside and at the interface of grains. As for Niobrara shale shown in Figure

9.7 a)–b), there is a striking anisotropy. A laminar micro-structure is observed for a

transverse cut, with the particles being elongated in the horizontal direction. In contrast,

within the bedding plane, the particle arrangement is disordered. The composition is

also non-uniform: dark grey pockets correspond to organic-rich phases; meanwhile the

light grey inclusions represent clay or calcite and the white particles represent pyrite

particles. By organic-rich pocket or phases, we mean clay composites where the micro-

and nanopores are filled with gaseous kerogen or kerogen particles are adsorbed to clay

minerals.

A closer look is necessary to properly identify micro- and nano-constituents. For in-

stance, Figure 9.6 displays high-resolution scanning electron micro-graphs of both Toar-

cian and Niobrara shale with magnification levels ranging from ×1,700–×33,000. Figure

9.6 a) shows the presence of 10-µm long hexagonal quartz crystals along with a 15-µm

round micro-pore on Toarcian shale. Figure 9.6 displays 100-nm thick clay platelets ver-

tically stacked as well as the existence of nano-pores with a 200-nm average size. The

findings of our E/SEM imaging are in agreement with the results from X-ray diffraction
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analysis.

The micro-structural observations points to a wide range of viscous processes that

originate at different length-scales. At the microscopic levels, viscous processes are gen-

erated due to the friction between grains and the change in free volume in the granular

skeleton [138]. At the nanometer length-scale, the sliding of clay nanoplatelets gives rise

to viscous dissipation [254–258]. . Furthermore, creep is also linked to the presence of

organic matter: recent studies showed that kerogen is a cross-linked polymer [259]. As

such, chain rotations, chain entanglements and chain sliding are potential bulk energy

dissipation mechanisms [260].

9.4.2 Viscoelastic Behavior

According to Equation 9.26, it is important to evaluate the viscoelastic behavior so as

to decouple stress relaxation and fracture. To this end, 600 creep indentation tests were

carried out as explained in previous sections, cf. Figure 9.8 a). Given a single creep

indentation test, the contact creep compliance L(t) is measured from the depth increment

during the holding phase ∆h(t) according to [90, 95, 234]:

L(t)− 1

M0

=
2aU∆h(t)

Pmax
(9.32)

where aU = S/(2M0) is the contact radius, S = dP/dh is the indentation stiffness and M0

is the initial indentation modulus. Figures 9.8 b)–c) display the vertical load history as

well as a representative load-depth curve. The initial indentation modulusM0 is calculated

from the initial unloading slope, cf. Figure 9.8 b), according to the Oliver & Pharr method

[79]. Figure 9.8 displays the increment of indentation depth under constant vertical load,

during the holding phase. A logarithmic creep response was observed, which is common

in sedimentary and igneous rocks [261, 262]. For a logarithmic creep, the contact creep

compliance is of the form L(t) = 1
M0

(
1 + M0

4C
ln
(

1 + t
τcr

))
where C is the contact creep

modulus and τcr is the characteristic time of the material.

Table 9.2 lists the visco-elasto-plastic constants—M0, C, τcr, and H—measured for

both Toarcian and Niobrara shale specimens. Our experiments support the general ob-

servation that in earth materials, stiffness and strength are positively correlated. Grey

shale (Toarcian) are much stiffer and stronger than black shale (Niobrara) that is more

compliant and softer. Grey shale specimens exhibit high hardness values due to their
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Figure 9.8: a) Micro-indentation grid. b) Prescribed load history. c) Representative load-
depth curve. d) Increment of indentation depth during holding phase. P is the prescribed
vertical load, tL = 30 s is the duration of the loading step, ∆h is the depth increment
during the holding phase and t is the time.
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high quartz content. In contrast, black shale are softer and more compliant due to the

higher amount of clay and organic matter. Moreover, the high volume fraction of clay

and organic matter is favorable to viscous process such as sliding movement between clay

nanosheets or chain rotations in kerogen. As a results, black shale exhibit a lower contact

creep modulus C compared to grey shale. Furthermore, Niobrara shale exhibit a slight

anisotropy due to the laminar microstructure, cf. Figure 9.7 and the presence of clay

minerals, cf. Figure 9.6 d).

Table 9.2: Logarithmic Creep Constants for grey (Toarcian B1, B2, and B3) and black
(Niobrara) shale systems and for different orientations. M0 is the initial indentation
modulus, C is the contact creep modulus, τcr is the logarithmic creep characteristic time,
and H is the indentation hardness.
Material M0 (GPa) C (GPa) τcr (s) H(GPa)
B1 52.73 414.6 0.134 5.42
B2 58.76 587.6 0.067 6.14
B3 57.58 431.2 0.113 6.00
Niobrara-⊥ to
bedding plane

47.84 97.0 0.116 1.07

Niobrara-‖ to
bedding plane

48.04 104.3 0.130 1.11

Table 9.3: Coefficients of plane strain modulus described: M(t)/M0 = p0 +∑
i pi exp(−t/τi), cf. Equation 9.28. The values of M0 are given in Table 9.2.

Material p0 p1 p2 p3 τ1 (s) τ2 (s) τ3 (s)
B1 0.79 0.109 0.030 0.069 1.30 21.27 142.85
B2 0.83 0.050 0.061 0.062 1.05 2.55 103.20
B3 0.79 0.087 0.054 0.068 0.97 6.65 104.60
Niobrara-
⊥ to
Bedding

0.49 0.313 0.090 0.100 1.41 18.21 158.75

Niobrara-
‖ to
Bedding

0.50 0.289 0.105 0.102 1.21 12.33 141.44

Based on the creep behavior, the relaxation behavior was evaluated. The creep com-

pliance L(t)—measured via creep indentation tests— and the plane strain relaxation

modulus L(t) are conjugate quantities. In particular, the following equations hold [235,
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236]: ∫ t

0

M(t− u)L(u)du =

∫ t

0

L(t− u)M(u)du = t (9.33)

M̂(s)L̂(s) =
1

s2
(9.34)

where s is a complex number frequency parameter in the Laplace domain.

Thus given, the creep compliance, L(t), we can calculate the plane strain relaxation

modulus M(t) through Laplace inversion. A numerical Laplace inversion algorithm was

carried out [263] to calculate the plane strain relaxation modulus M(t). The logarithmic

creep leads to a continuum spectrum of relaxation times. In turn, this continuum spectrum

points to the multiple source of viscous dissipation in organic-rich shale: granular micro-

structure, clay fabric and organic matter. We discretize the continuum spectrum into a

Pony series representation, cf. Equation 9.28. Table 9.3 gives the plane strain relaxation

modulus function for each material in each orientation. The calculated Prony series

representation is given for each material and each orientation. As expected, black shale–

which creeps more because of the high clay fraction and total organic content—exhibits

a lower p0 coefficient.

9.4.3 Fracture Processes During Scratch Testing

Environmental scanning electron microscopy was utilized to examine the presence of frac-

ture surfaces in Niobrara shale during scratch testing. We focus on the fracture-driven

regime (cf. Figure 9.1 b) and seek to understand the nature and shape of the generated

fracture surfaces. In Figure 9.9 a), c), and d), we see the presence of debris inside an at

the edges of the groove. The debris are a result of material removal processes. Figure

9.9 b) shows a micro-crack with a crack front which is curved and perpendicular to the

direction of scratch testing. Due to the width of the crack, 50 nm, it is not possible to

tell whether the generated crack surface is vertical or horizontal. Nevertheless, Figure

9.9 supports the hypothesis of a semi-circular horizontal crack that originates below the

tip of the indenter and propagates outward and forward below the surface. Furthermore,

Figure 9.9 a) shows a succession of micro-cracks pointing to several consecutive micro-

fracture events. In this regime where fracture is predominant, the scratch force scales as

FT ∝
√

2pA as shown in Figure 9.1. Due to the scaling of the force and the physical

evidence of fracture phenomena, it is reasonable to consider ductile behavior negligible
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Figure 9.9: Fracture processes in organic-rich shale during scratch testing: ESEM images
of top surface after testing. a) Presence of a residual groove with debris and fracture
surfaces. b) Micro-crack. c) Micro-crack and debris. d) Debris at the edge of the groove.
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and adopt a nonlinear visco-elastic fracture modeling as done in previous section.

9.5 Influence of Rate on Fracture Behavior

Figure 9.10 displays the scratch toughness FT/
√

2pA for 360 scratch tests carried out

on grey shale—Toarcian— and black shale—Niobrara—specimens at different scratch

speeds and loading rates. Each data point corresponds to three consecutive scratch tests

carried out under a constant speed and loading rate. By considering the force and depth

measurements at large penetration depths, and taking into account the scratch probe

shape function, one can calculate the apparent toughness Ks from Equation 9.1 as shown

in Figure 9.1. For all six specimens and all three scratch orientations—defined in Figure

9.2—, the scratch toughness Ks increases when the scratch speed V increases. Given a

loading rate ḞV , at low speeds, the scratch toughness is small; however, as the scratch

speed increases by nearly two orders of magnitude, the scratch toughness is multiplied by

two.

At first, the increase in scratch toughness with the scratch speed could be attributed

to the frictional properties of shale materials. In fact, for clay-rich materials, the friction

increases linearly with the logarithm of sliding velocity [264, 265]. The origin of the

time-dependent increase of friction is the indentation creep effect [266, 267]. When two

surfaces are brought in contact, each contact point locally behaves as a small indent. As

time increases the depth of penetration increases and so does the local contact area. As

the top surface slides forth, the old contact points are discontinued as a new population

of contact points is forged. However, this transition from old contact points to new ones

is continuous as no microscopic crack was observed. Thus the friction increase has a

different origin from the rate-dependent scratch tests: indentation creep for the former

versus stress relaxation and fracture for the latter. In addition, no microscopic fracture

surface was observed in speed-dependent friction tests. In contrast, Figure 9.9 shows

the presence of microscopic fracture surfaces during scratch testing. Thus, the frictional

behavior of clay-bearing material is not a suitable observation for the evolution of the

scratch toughness with the scratch speed.

On the contrary, the significant increase of the scratch toughness with the scratch

speed is evidence of a competition between viscous dissipation and fracture processes.

For Toarcian B1 and B2 specimens, we note a convergence of the scratch toughness Ks at

high speeds towards a constant value which appears to be invariant with respect to the
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loading rate. A more detailed analysis is needed to identify a potential rate-independent

toughness value. As expected, for Niobrara shale, the scratch toughness varies with the

scratch orientation. The scratch toughness is higher for the divider orientation than for

the short transverse or the arrester.
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Figure 9.10: Scratch test data on grey (Toarcian) and black (Niobrara) shale specimens. a)
Toarcian B1 specimen. b) Toarcian B2 specimen. c) Toarcian B3 specimen. d) Niobrara-
Short Transverse orientation e) Niobrara-Divider orientation f) Niobrara-Arrester orien-
tation. Two loading rates: 60 N/min and 90 N/min were considered.

9.5.1 Intrinsic Fracture Toughness

We implement our theoretical model, cf. Equation 9.26 in order to describe the observed

scratch response. To this end, we integrated the scratch tests and indentation data. First,

we must correlate the scratch time-to-fracture tc to prescribed rates. From Dimensional

Analysis, the scratch toughness is related to the loading rate ḞV , scratch speed V and
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mechanical constants—M0, Kc, and τcr—according to [110, 227]:

Ks = F2

(
K2
c /M

2
0

τcrV
,
ḞV
V

M0

K2
c

)
(9.35)

Therefore, we identify two invariants:
K2
c /M

2
0

τcrV
and ḞV

V
M0

K2
c

Thus, we introduce two dimen-

sionless material constants, c and V0 that link the time-to-fracture to the scratching speed

and the loading-rate-to-scratching-speed ratio [110, 227]:

tc
τcr

= c
ḞV
V

+
V0
V

(9.36)

The parameter tc/τcr characterizes the relative importance of viscous dissipation. For

tc/τcr � 1, bulk viscous dissipation is predominant, whereas, for tc/τcr � 1, viscous

processes are negligible. 1
c

has units of a surface energy. V0 is a critical speed value

induced by the fracture process that captures the influence of the scratching speed for

tests performed with a constant vertical force. τcr is the logarithmic creep characteristic

time of the material.
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Figure 9.11: Intrinsic fracture toughness assessment: workflow.
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Figure 9.11 illustrates our workflow process. Step 1: scratch test data are collected for

various scratch speeds V and loading rates ḞV as shown in Figure 9.10. Step 2: Indentation

tests are carried out as illustrated in Figure 9.8. Step 3: the viscoelastic creep constants

are extracted from the indentation test data by application of the indentation viscoelastic

model by Vandamme and coworkers [90, 95, 234]. The viscoelastic characteristics are

reported in Table 9.2. Step 4: the plane strain relaxation modulus M(t) is calculated.

Step 5: a nonlinear constrained optimization algorithm is performed to calculate the

model parameters c, V0, and Kc0 by minimizing the equation below:

min
c,V0,Kc

∑
n

(
Ks

(
V, ḞV

)
− Kc0√

H (tc)

)2

(9.37)

where n ∈ [1, N ] refers to the number of scratch tests performed (N = 60 per material

and per orientation). H is the viscoelastic correction factor for a Generalized Maxwell

model defined by Equations 9.25, 9.29,9.30, and 9.31.
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Figure 9.12: Intrinsic fracture toughness assessment: analytical model vs. experimental
data on grey (Toarcian), and black (Niobrara) shale. a) B1 specimen. b) B2 specimen. c)
B3 specimen. d) Niobrara-Short Transverse orientation. e) Niobrara-Divider orientation.
f) Niobrara-Arrester orientation. τcr is the logarithmic creep characteristic time calculated
in Table 9.2 whereas tc is the time-to-fracture given by Equations 9.36 and 9.37.
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Figure 9.12 confronts the theoretical model with experimental scratch test data. Figure

9.12 displays the scratch toughness as a function of τcr/tc where the time-to-fracture tc is

given by Equation 9.36 and τcr is the logarithmic creep characteristic time. For all three

Toarcian shale specimens and the three orientations for Niobrara shale, the analytical

model is able to accurately reproduce the experimental data. Thus, although in organic-

rich shale there is a strong coupling between creep and fracture, by carefully selecting

the scratch speed and loading rate, it becomes possible to reduce the effect of viscous

behavior.

Table 9.4: Intrinsic fracture toughness: generalized Maxwell model. Kc0 is the rate-
independent fracture toughness, and c and V0 are material parameters that describe the
coupling between creep and fracture. The root mean squared error (RMSE) is provided.

Material Kc0 (MPa
√
m) c (mm

N
) V0 (mm

min
) RMSE

B1 4.09 57.20 0.81 0.3198
B2 4.07 117.78 1.25 0.3747
B3 4.02 582.43 0.54 0.36
Niobrara-
Short Trans-
verse

4.40 0.2462 42.36 0.1288

Niobrara-
Divider

5.26 0.001 45.23 0.1337

Niobrara-
Arrester

4.88 0.09 55.42 0.2254

Table 9.4 summarizes the computed values of Kc0, c and V0 for all six specimens and

three orientations. Herein, the rate-independent fracture toughness is Kc0 =
√
GfM0.

Where as the grey shale specimens exhibit similar values of c and V0, for black shale, c is an

order of magnitude smaller and v is an order of magnitude larger. Ultimately, the scratch

toughness Ks is a function of the intrinsic fracture toughness Kc, the time-to-fracture tc

and the viscoelastic correction factor H, which depends on the viscoelastic properties.

Thus, the material constants c and v0 cannot be compared separately. Nevertheless, the

low root mean squared error, point toward the validity and accuracy of our modeling

approach to represent the observed mechanical behavior.

For grey shale (Toarcian), the rate-independent fracture toughness is in the range

4.02–4.09 MPa
√
m. As for black shale (Niobrara), the intrinsic fracture toughness is in

the range 4.40–5.26 MPa
√
m. There is a stark anisotropy that can be traced back to

the presence of clay minerals as well as the layered microstructre. The rate-independent

fracture toughness is highest for the divider orientation and is lowest for the short trans-
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verse orientation. These findings are in agreement with previous reports of anisotropy in

fracture behavior as witnessed in Mancos shale [209] and oil shale [206]. Furthermore, at

the nanometer length-scale, atomistic simulations reveal an intrinsic anisotropic fracture

behavior of clay [223]. In illite, in mode II, mechanical energy is dissipated by the sliding

of clay layers thereby inhibiting crack propagation [223]. As a consequence, the fracture

toughness is higher for crack perpendicular to the layers than along the toughness of illite

or smectite as measured via molecular dynamics is 0.12 MPa
√
m for fracture along the

clay layers and 0.61 MPa
√
m for fracture perpendicular to the clay layers.

9.5.2 Composition-Strength-Toughness Relationships in Organic-

Rich Shale

Our fracture tests reveal that black shale (Niobrara) exhibits a higher fracture toughness

Niobrara compared to grey shale (Toarcian). A first, this finding may seem counter-

intuitive given that grey shale are stronger and stiffer than black shale. However, one

must take into account the mineralogy, the presence of kerogen, and the nature of the

kerogen-clay interfaces. The high toughness of Niobrara is due to its micro-consituents:

clay and kerogen. In turn Toarcian shale specimen exhibit lower fracture toughness values

due to the high quartz content. The fracture toughness of quartz is 0.8 for silica and 1.1

Mpa
√
m for α-cistobalite (metastable silica crystal) as measured via experiments and via

atomistic simulations [197]. In contrast, the toughness of kerogen—which is a microporous

amorphous polymer–as measured via atomistic modelling is 1.6 MPa
√
m. This value is in

agreement with microscopic observation of a tough polymeric kerogen phase [259]. Thus,

the higher fracture toughness of kerogen compared to quartz explains the higher fracture

resistance of black shale.

Another explanation for the exceptional fracture resistance of black shale is the pres-

ence on intrinsic toughening mechanism at the nanometer length-scale. A potential mech-

anism is the unfolding of macromolecules and the rupture of sacrificial bonds via a re-

peatable and reversible process. Abousleiman et al. [259] carried out bending test on

micro-machined Woodford shale beams at the mciroscopic scale. For beams with a high

organic content, they observed that post-failure the presence of a residual ligament still

connecting the severed micro-beam to its base. Abousleiman et al, explained the pres-

ence of the rod-like polymer by the high tensile strength of kerogen. However, in our

experiments, a higher organic content led to a decrease in strength characteristics.
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Thus, an alternative explanation is the presence of sacrificial bonds and hidden length

as in the case in mineralized collagen fibrils [268]: when a force is applied to bone,

the organic matrix is stretched leading to the rupture of sacrificial bonds. These bonds

are weak and reformable bonds that break in order to dissipate energy and protect the

integrity of more critical bonds. As a consequence of these sacrificial bonds and the

hidden length available, more energy is required to break bone. In the case of kerogen, a

plausible mechanism is the unfolding of macromolecules (hidden length) and the breaking

of sacrificial bonds leading to a partial crack closure. This theory is able to explain

Abousleiman’s observations as well as our observations of a small crack gap (50 nm).

Nevertheless, in order to fully test this hypothesis, additional tests are required at the

nanometer level, which will be the focus of future investigations.

Another intrinsic toughening mechanism is due to the presence of weak clay-kerogen

interfaces. Molecular dynamics revealed low toughness value at the silica-kerogen interface

is only 0.6 MPa
√
m. The weak nanoscale interfaces promotes crack deflection and crack

bridging, which dissipates energy. This principle—toughness through weak interfaces– is

very common in mineralized biological tissues. For instance, nacre consists in a staggered

array of brittle aragonite (crystalline form of calcium carbonate) platelets cemented by a

5% volume fraction of bio-glue made of proteins and polysaccharides. Whereas the mineral

brings strength, the weak interfaces provide energy dissipation mechanism such as crack

deflection, crack bridging, inter-granular friction and crack trapping. As a consequence,

the effective toughness of nacre is order of magnitude greater than that of aragonite. Our

resuls suggests that similar mechanisms are at work in organic-rich shale systems. Last

but not least, at the microscopic scale, extrinsic toughening mechanisms such as crack

bridging, crack deflection, and particle pull-out explain the gap between the macroscopic

and the microscopic values of the fracture toughness [120].

9.6 Influence of Viscous Behavior on Fracture Be-

havior

The objective is to understand the influence of consideration of viscous dissipation of the

hydraulic fracture at the reservoir length-scale. I employ an existing fracture model for

reservoir in the literature. The model is a two dimensional elastic solution under plane

strain conditions. The fracturing fluid leak off is neglected due to low permeability of the
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source rock. An incompressible viscous fluid of viscosity, µ which is injected at a constant

rate, Q0, and with a finite non-zero fluid lag. The half crack length is l while the portion

of the crack filled with fracturing fluid is lf and ξf = lf/l is the fluid lag. I consider

two case, one the Niobrara shale system without viscous dissipation and Niobrara with

viscous dissipation. The focus is on the evolution of the fluid lag, ξf at early times.

The governing equation of the hydraulic fracturing solutions are developed based on

lubrication theory, linear elastic fracture mechanics model crack propagation criterion.

In addition, the fracture opening is provided by the Snedon and Lowengrubb non-local

elasticity relation.

The MKO parametric space [25, 269–271] where the K-space represent the toughness

driven solution. The M-space represents the viscosity driven solution. Three invariants

(Equations 9.38–9.41) are of great importance to capture the physics of the problem [272,

273].

Km =
K ′

M3/4Q
1/4
0 (µ′)1/4

(9.38)

Mk =
M3Q0µ

′

(K ′)4
(9.39)

(9.40)

Tm =
−pt
E ′

(
Mt

µ′

)1/3

(9.41)

Tm is the underpressure time, whereas both the viscosity Mk and the toughness Km
scalings determine the propagation regime [25, 272, 273]. Herein, the parameters for the

model assumed to be µ = 0.3 cP, σ0 = 25 MPa, and Q0 = 0.2 m3/s.

Figure 9.13 displays the predicted fluid lag ξf as a function of the underpressure time

Tm for the two different cases of Niobrara shale materials. Given the low non-zero values

of the toughness scaling and for early propagation times, the small underpressure, small

toughness solution prevails. Thus the fluid lag is solution of an implicit equation [272].

The fluid lag is higher for the case of Niobrara without consideration of viscous dissipation
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whereas the fluid lag is lower if the viscous dissipation is considered. Thus, consideration

of viscous dissipation when calculating the fracture toughness of the reservoir rock is

necessary.
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=m
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Niobrara

Figure 9.13: Influence of Viscous Dissipation Consideration on Hydraulic Fracturing So-
lution. Fluid lag ξf is a dimensionless parameter. τm is the underpressure time that is
dimensionless. Code courtesy of Prof. Akono.

9.7 Conclusion

Our focus was to assess the influence of orientation, rates, composition and morphology

on the fracture behavior of organic-rich shale at the microscopic level. Thus, we carried

out microscopic scratch tests on both black (Niobrara) and grey (Toarcian shale) speci-

mens. Our microscopic tests combined with advanced micro-structural characterization
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and nonlinear fracture mechanics modeling tests show that creep and fracture are cou-

pled phenomena in shale systems. By combining scratch tests and micro-indentations

tests, it was possible to decouple stress relaxation and fracture so as to evaluate the

rate-independent fracture toughness at the microscopic scale. Our experiments bring new

insights into the fracture of organic-rich shale materials. Even at low concentrations,

the organic matter greatly influences the strength, creep and fracture characteristics of

black shale. In particular, the exceptional toughness of black shale is due to toughening

mechanisms operating at the nanometer scale in the kerogen and at the clay-kerogen inter-

face. Furthermore, the fracture behavior is anisotropic as a combined result of a layered

micro-structure as well as an intrinsic fracture behavior of clay. These findings are impor-

tant and will inform advanced physics-based constitutive materials law for geo-mechanics

simulation in energy-related applications such as hydraulic fracturing in unconventional

reservoirs or CO2/nuclear waste storage into depleted organic-rich shale wells.
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Chapter 10

Mt. Simon Sandstone

10.1 Introduction

Fossil fuels such as coal, oil and natural gas currently provide and are expected to continue

provide the vast majority of energy needed to sustain societies. These fuels contain high

percentages of one source of carbon element. Thus, burning these fossil fuels carbon

reacts with oxygen to produce CO2. Due to the reliance on fossil fuels for both energy

production and industrial processes, the amount of CO2 in the atmosphere has increased

since the Industrial Revolution. This increase in the CO2 production leads to increase in

global temperatures due to heat radiating back from Earth’s surface and getting trapped

in the Earth’s atmosphere. The use of natural gas and coal will continue to play a critical

role in generating electricity for the next several decades. Thus, carbon dioxide mitigation

is needed to control the atmospheric emissions. There are several methodology to reduce

CO2 emissions, e.g. end-use fuel switching, power generation efficiency and fuel switching

and carbon capture and storage (CCS). The United Nations Intergovernmental Panel

on Climate Change concluded that CCS was a technology with potential for important

contributions to the mitigation of green house gas emissions by 2030 [26]. CCS is an

inevitable component of the broad portfolio of approaches and technologies that will be

needed if climate change is to be successfully addressed.

Carbon capture and storage (CCS) is the separation and capture of carbon dioxide

from the emission of industrial processes before release into the atmosphere and storage

of the CO2 in some state for long periods of time. A key aspect of CCS is the amount

of carbon storage resources available to effectively help reduce the greenhouse gas emis-

sions. Three main storage resources for this purpose are oil and natural gas reservoirs,
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unmineable coal and saline formations. The highest amount of storage resource estimate

is saline formations [274]. Thus, CCS enables different industries to continue to oper-

ate while emitting fewer greenhouse gases, making a powerful tool for mitigating CO2 in

the atmosphere. Carbon dioxide should be stored underground as a supercritical fluid.

Supercritical condition is where the temperature is exceeding 31.1 ◦C and pressure is ex-

ceeding 72.9 atm (1,057 psi). This temperature and pressure only occurs at depths below

the Earth’s surface of about 800 m (2,600 feet). At these temperatures and pressures,

carbon dioxide has some properties like a gas and some properties like a liquid. The main

advantage of storing CO2 in this state is the reduction in volume compare to standard

temperature and pressure conditions. The reduction in volume is of an order of magnitude

where assuming a 100 volume of CO2 will reduce to 0.27 volume at supercritical state.

One of the primary challenges to geological carbon sequestration is operational ex-

penses. The greatest cost of in this procedure is the cost of capture. The highest amount

of storage source of geologic storage is brine saturated formations. There is not direct

revenue source from storing CO2 in geological formations, thus storage must be completed

through a government mandate. CO2 storage in oil reservoirs may lead to oil production

while storage in saline formations represents an additional operating cost. This cost may

be offset by a credit system or a government support. There has been several studies to

assess the applicability of CO2 storage in several countries. The GEODISC program in

Australia [275] investigated the possibility of sequestrating CO2 in sedimentary basins.

Another study in Algeria, the In Salah storage project has been providing many insights

into the challenges of CO2 subsurface sequestration [276–278]. Norway registered the first

CO2 storage commercial project [279, 280]. In another project, a pilot project was carried

out for more than six years to store CO2 in a mature reservoir [281].

The main technical challenges remaining relate to risk associated with CO2 injection

and long-term storage. One of the most important challenge remaining is the induced

seismicity. It raises concerns that geological carbon storage will result in damage to in-

frastructure and and near the ground surface. This might induce fractures within the

reservoir or overlying caprock. These two risks can lead to reduced storage capacity or

reservoir leakage. The storage site selection and design is an important step which aims

to identify and avoid sites with mechanically weak subsurface features or that are likely to

induce seismicity [282–284]. In simplest terms, the primary objective of a single injection

well is the adequate storage and containment of CO2. Another objective is the ability to

monitor over the life of the project the pressure in the storage formation and the CO2
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plume distribution [285, 286]. It is typical to inject CO2 using the lowest pressure and

smallest areas possible to reduce costs (less CO2 compression) and the physical “foot-

print”: the smaller the pore volume leased, the lower the costs of leasing/purchasing and

monitoring efforts. The greater awareness of the possibility of induced seismicity results

in an emphasis on injection without any recorded seismic events [287, 288]. In turn, any

record of seismic event may potentially lead to a reduction in injection rates (i.e. in-

jection pressure) or a complete cease of the injection operations. Consequently, seismic

monitoring (including micro-seismic) has become one of the most important aspect for

site screening, selection, design and operational considerations for CO2 storage.

Here a review of some of the active large scale CO2 is presented. The Sleipner CGS

project is located offshore Norway and utilizes the world’s first offshore-based CO2 capture

facility [279]. The CO2 is stored in the Utsira formation at a depth of 800–1000 m below

the sea surface. Water depth is at 82m. The Utsira formation contains a 200–300 m thick

sandstone unit, with sime thin (¡1m) shale strings. The formation water is saline, with

high porosity (38%) and permeability (1-8 Darcy). The Utsira formation is overlayed

by a thick shale caprock, with some silty intervals in the upper part. To take CO2 far

away from the producing wells and from the production platform to avoid any external

corrosion of casing [289].

In Salah CGS project is onshore, in the middle of the Sahara desert, and the saline

storage formation is Carboniferous Sandstone, 2,000 m deep, 20 km thick with low perme-

ability (around 10 millidarcy). Three horizontal wells around 1,800 m long were required

to achieve sufficient injectivity. Another project is the Snøhvit (Snow White) project, in

the Barnets Sea offshore Norway, which started injection of CO2 from an liquified natural

gas (LNG) plant in 2008. CO2 is captured onshore and transported in a 150 km subsea

pipeline ending in a subsea template and a well. The CO2 is continuously flowing along

and injected at a depth of 2,600 m below sea level into Tubaen formation. Here sandstone

units have permeabilities of several hundred milli darcy. These are some of the project

CGS project that are active large scale CO2 storage projects.

10.2 Mt. Simon Sandstone Basin

The Illinois Basin is a cratonic basin located in the Midwest (central portion of the

United States) which provides an important resource for pilot testing, cf. Figure 10.1

b). The Cambrian-age Mt. Simon Sandstone follows the Precambrian granite basement
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of the Illinois Basin. The Mt. Simon is a pervasive siliciclastic unit that can range over

792 m. The upper Mt. Simon transition to Eau Claire to Mt. Simon, which serves

as the cap rock for CO2 storage. The Illinois Basin covers an area over 155,399 km2

and contains a regionally significant saline reservoir. The Mt. Simon Sandstone has an

assessed storage capacity of 11–150 billion tons, as reported by the U. S. Department

of Energy (www.netl.doe.gov). Figure 10.1 illustrates the Illinois Basin, which extends

throughout most of Illinois, Southwestern Indiana, and Western Kentucky.

The Mt. Simon Sandstone is the host formation for the current pilot study on CO2

storage at the Illinois Basin-Decatur Project (IBDP). This site is located in Decatur,

Illinois where 1 million metric tons of CO2 were injected between November 2011 and

November 2014. The specimens in this investigation came from verification well 1 (VW1),

which was designed for deep reservoir monitoring. In particular, the specimens were cored

from VW1, between a depth of 2110.7 m (6925 ft.) to 2111.4 m (6927 ft.) below ground.

A detailed study of seismicity was undertaken as part of a United States Department Of

Energy funded demonstration project, i.e., Illinois Basin Decatur Project (IBDP) [290,

291]. A significant number of micro-seismic events were recorded during and after the

CO2 injection operations [292]. The IBDP was part of their Regional Carbon Sequestra-

tion Partnership program that included measurement of micro-seismicity [293]. Injection

started at IBDP in November 2011 into the lower most part of the Cambrian Mt. Simon

Sandstone at depth of 2141-2149m (7025-7050 ft.), which overlies the crystalline basement

composed of rhyolite [294]. Figure 10.1 illustrates the storage capacity of the Mt Simon

sandstone formation. Generally, crystalline basement rocks are known to have fractures,

and IBDP well logs indicate the presence of fractures. CO2 injection at a rate of 1000 tons

per day occurred from November 2011 until November 2014 [295]. The injection pressure

rate was kept well below the fracture propagation pressure as determined by a step-rate

test [294]. For about 18 months, the pre-injection seismicity was measured: less than 10

events with a magnitude below 1.5 were recorded; these events were attributable to the

geologic formation—i.e. after industrial and distant natural earthquakes were removed

from the data set [296]. In contrast, during the 3 years of injection over 4700 events

were recorded. These events are shown on a map in Figure 10.2. These seismic events

were determined to originate in the lower Mt. Simon Sandstone as well as the underly-

ing crystalline basement rock. Many of these events were grouped into several, parallel,

3-dimensional elongated clusters centered from 1200 to 2700 ft. from the injection well.

The magnitude of all 4700 events were under 1.2 and only 6 % of the events were over
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magnitude zero [292].

Figure 10.1: Illinois Basin Decatur Project storage site. Thickness of the Mt. Simon
sandstone in the Illinois Basin is shown. The darker color shows a higher thickness.
Adopted from [297].
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10.3 Illinois Basin Decatur Project

Another notable observation was the presence of post-injection seismic events. After CO2

subsurface injection, the pore pressure decreased and approached the initial pressure.

However, during this time, specific microseismic events continued to occur within the

previously defined clusters. Nevertheless, the post-injection seismic events were more

randomly distributed compared to those occurring during injection. Moreover, relative

to all events located during injection, most of the post-injection events were closer to the

injection well and the projected CO2 plume. These observations of significant microseismic

activity during and after CO2 injection call for a deeper understanding of the geo-chemo-

mechanical interaction between the reservoir rock, supercritical liquid CO2 and brine,

which is the purpose of the following Chapters.
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Figure 10.2: Illinois Basin Decatur Project seismicity map from December 2011 to Mar
2015. Adopted from [293].
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Although geological carbon sequestration is a strategy to continue to meet the world’s

energy needs using fossil fuels, there are several risks. On the one hand, the underground

storage option offers enough capacity worldwide and the potential ability to store CO2

for long geological periods. Sedimentary rocks with a low permeability – one the or-

der of 1.3 10−14 m2—and a high porosity—on the order of 15% to 20%– represents an

excellent alternative for CO2 subsurface capture and storage. On the other hand, CO2

geological sequestration presents many risks such as fault activation, fracture opening,

leakage of CO2 to the surface, and ground surface elevation. For instance, in the In-Salah

project in Algeria, a surface uplift of 5 mm per year was observed using interferometric

synthetic aperture radar satellite surveillance [277, 298]. Further analysis revealed that

the uplift of the ground surface may be due to pressure changes, geomechanical changes,

and geochemical reactions in the subsurface. To prevent leakage to the surface, a layered

formation with a tight capstone rock is usually preferred. Geomechanics analysis is es-

sential to provide a risk assessment of geological carbon sequestration operations, assess

the likelihood of different failure mechanisms along with their dependence on prescribed

parameters. Geomechanics enable to identify safe injection pressure limits and determine

a safe location for injection wells, away from faults at risk to be activated [299]. Herein,

the goal is to maintain zonal insulation, capstone integrity, and reservoir hydromechanical

integrity. Geomechanics is also an indispensable tool to monitor injection operations and

yield quantitative predictions of field observations. An example of a fully-disciplinary ap-

proach is the study by Bissel et al. [298] that utilizes a wide range of computational tools

and models to monitor CO2 injection operations in the In-Salah system. The prediction

of multi-scale reservoir simulation models was compared to observation of CO2 plume

using seismic monitoring as well as micro-seismic events recorded via geophones. In turn,

predictive, physics-based mathematical geomechanical models will contribute to increase

society acceptance and help to monitor the outcome of the injected CO2.

Presently, a primary technical challenge and hurdle to widespread CO2 subsurface

storage is the possibility of seismic activity triggered by geological carbon dioxide injec-

tion. Many hypotheses have been proposed to rationalize the observed seismic events.

Nevertheless, more scientific research is crucial to enhance the current understanding,

improve the current state-of-the-art in science and technology of GCS, and inform the

drafting of local and global standards and regulations. In the oil and gas industry, in-

duced seismicity due to increase in pore pressure is a serious concern that had led to

significant regulatory changes. A recent example is successful large hydraulic fracture
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treatments in shale formations. To stimulate a high number of wells, a large amount of

fracturing fluid is required, which must be disposed of upon completion. A common prac-

tice is to set central disposal wells capable of injecting daily large volumes of fluid into

thick, high-porosity, and high-permeability geologic formations. Often these geologic for-

mations are made of basal sandstones immediately adjacent to pre-Cambrian crystalline

basement rock (e.g. granite and rhyolite). Many of the large magnitude seismic events

recorded were attributed to the disposal of fluids in high porosity formations and not to

the hydraulic fracture treatment itself.

10.4 Microstructural Characterization of Unaltered

Mt. Simon Sandstone

Here, a detail experimental investigation of fabric, mineralogy and characterization of Mt.

Simon sandstone is presented.

X-ray powder diffraction was carried out at the Fredrick Seitz Materials Research

Laboratory in collaboration with the Illinois State Geological Survey to determine to

mineralogical composition of Mt. Simon sandstone. A reliable quantitative analysis of

clays still remains a challenge [145, 146, 151]. There are four general approaches for

XRD-based quantification for clay minerals: known addition [148], absorption-diffraction

[149], full-pattern-fitting [150, 151], and the use of mineral intensity factors [152, 153]. In

this study, we employ the mineral intensity factors method and assume that the sum of

all phase quantities in a sample is 100 %. Quantitative X-ray diffraction analysis of clay-

bearing sandstones is a very challenging task, and a proper procedure should be followed

[154]. Thus, a detailed preparation procedure developed by the Illinois State Geological

Survey was used in this study [300, 301].

We used scanning electron microscopy (SEM), environmental scanning electron mi-

croscopy (ESEM), and energy-dispersive spectroscopy (EDS) to expand our understand-

ing of the fabric and composition of the Mt. Simon micro-structure. Scanning electron

microscopy and back-scattered electron microscopy was conducted at the Frederick Seitz

Materials Science Laboratory and Microscopy Suite of the Beckman Institute Imaging

Group at the University of Illinois at Urbana-Champaign, using a JEOL 6060 LV and

a FEI Quanta FEG 450 respectively. Scanning electron microscopy was performed at

low vacuum (1 Torr) without coating the specimens. The accelerating voltage ranged
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from 15 kV to 20 kV, with the working distance ranging from 6 mm to 10 mm, and the

magnification levels ranging from 100X to 10,000X.

Figure 10.3 demonstrates the progression in grinding and polishing procedure through

optical microscopy images. The removal of scratches from the previous steps are evident.

The surface of the polished specimen is reflective of the overhead lights.
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Figure 10.3: Optical microscope image of a) unpolished Mt. Simon, b) after 400 grit size,
c) 600 grit size, d) 800 grit size, e) 3 micrometer, f) 0.3 micrometer.
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Figure 10.4 displays back-scattered scanning electron microscopy (BSE) images of

unaltered Mt. Simon cores in the bedding plane at magnification levels ranging from

100X to 10,000X. Figure 10.4 a) shows a granular and heterogeneous microstructure.

Chemical components are identified based on their gray levels. K-feldspar grains are

shown in light gray whereas quartz grains are shown in dark gray. The grain size ranges

from 50 to 500 µm. Figure 10.4 b) shows the presence of 10-100 µm micropores in

the inter-granular space. Figure 10.4 c) shows clay nanosheets surrounding clay fabric

around the grain with nanopore sizes of 500-2,000 nm in diameter. The observations of

a two-scale porosity is presented in this figure. Thus, a porous, granular and multiphase

microstructure is observed. Moreover, the grains are not spherical. The BSE findings are

also in agreement with the X-ray powder diffraction analysis that revealed three major

mineral phases—quartz (57 % wt.), feldspar (35 % wt.), and siderite (5 % wt.)–with the

clay being the cement between grains.
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Figure 10.4: Back scattered scanning electron images of Mt. Simon sandstone in the
bedding plane at a) 100X magnification, b) 600X magnification, c) 5,000X magnification,
d) 10,000X magnification.
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In addition, Figure 10.5 demonstrates additional scanning electron microscopy images

of Mt. Simon.

Figure 10.5: Scanning electron microscopy images of Mt. Simon sandstone: a) 45X
magnification, b) 190X magnification, c) 500X magnification, d) 330X magnification. All
the images are taken using a JEOL 6060LV in low vacuum without coating the specimen.

Figure 10.6 illustrates the diffractogram for the Mt. Simon specimen. The specimen is

prepared from the verification well 1 from the depth 6925 feet. The specimen is prepared

according to the previous chapters.
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10.5 Incubation Experiments on Mt. Simon Sand-

stone

Six alteration regimens were applied to investigate fluid-rock interactions in Mt. Simon

sandstone. For the first two alteration regimens, the fluid was a CO2-saturated brine, at

high temperature high pressure conditions: (52 ◦C, 17.2 MPa) and (50 ◦C, 22.7 MPa).

The third alteration regimen involved deionized water. For the remaining three alteration

regimens, the fluid was brine and incubation took place at room temperature, 22 ◦ C,

and atmospheric pressure, 0.1 MPa. Three different brine solutions were synthesized for

incubation at room temperature. The solutions differ in their concentration of NaCl,

KCl, and MgCl. The brine solutions were found to be slightly acidic with a pH of 5, as

measured by a pH probe. The exact composition of each solution is given in Table 10.1.

The incubation of specimen at high temperature and high pressure is carried out in

Prof. Werth ’s lab (AS4 specimen). The second specimen at high temperature and high

pressure is carried out in Prof. Tsotsis ’s lab (AS1 specimen). The schematic of the

experimental setup for incubation for CO2-saturated brine is shown in Figure 10.7.

Table 10.1: Chemical salt concentrations in brine solution recipes. Recipe 1= high sodium
chloride content-medium ionic strength, Recipe 2= high potassium chloride-highest ionic
strength, Recipe 3= moderate concentration-lowest ionic strength.

Salts Recipe 1 Recipe 2 Recipe 3
NaCl (g/l) 111.6 74.95 37.47
CaCl2.2H2O (g/l) 78.35 48.74 24.37
MgCl2.6H2O (g/l) 16.52 16.73 8.36
KCl (g/l) 4.31 150.00 75.00
SrCL2.6H2O (g/l) 2.37 0.12 0.06
LiCl (g/l) 9.36 2.43 1.21
pH 5 5 5

Figure 10.7 displays the experimental set-up utilized for the CO2-saturated incubation.

A custom-built high pressure and temperature cell was used, as shown in Figure 10.7. The

cell consists of a hollow stainless steel cylinder with an outer diameter of 96.5 mm and

an inner diameter of 25.4 mm, and an interior volume of 20 mL. The cell can withstand

pressures of up to 68.9 MPa. The cell is sealed with two Teflon O-rings with four equally

spaced ports around the cylinder, for brine introduction, CO2 injection, pressure release,

and pressure monitoring. The supercritical liquid CO2 is connected to a Teledyne Isco

fluid pump and injected into a stainless steel reactor for equilibration with the synthetic
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brine. The temperature of the cell was regulated using thermocouples.

Table 10.2 summarizes our alteration protocol. Specimen 6925-AS4 was embedded in

epoxy resin and then aged in CO2-saturated brine at 50 ◦C and 3290 psi for 28 days.

Specimen 6925-AS1 was incubated in a CO2-saturated brine at 52 ◦C and 2500 psi for

seven days. Specimen 6925-DI, 6925-B1, 6925-B2, and 6925-B3 were incubated in deion-

ized water, brine recipe 1, brine recipe 2, and brine recipe 3, respectively, for 14 days at

room temperature and room pressure.

Table 10.2: Alteration protocols utilized in this study. AS4 alteration was performed by
Prof. Werth Group. AS1 alteration was performed by Prof. Tsotsis Group.

Specimen name Fluid Incubation
Time

Temperature Pressure

6925-AS4 CO2-saturated
brine

28 days 50 ◦C 3290 psi

6925-AS1 CO2-saturated
brine

7 days 52 ◦C 2500 psi

6925-DI Deionized wa-
ter

14 days 22 ◦C 15 psi

6925-B1 Brine recipe 1 14 days 22 ◦C 15 psi
6925-B2 Brine recipe 2 14 days 22 ◦C 15 psi
6925-B3 Brine recipe 3 14 days 22 ◦C 15 psi
6925-U N. A. N. A. N. A. N. A.
6927-U N. A. N. A. N. A. N. A.

10.6 Conclusion

In this Chapter, a comprehensive review of the sequestration projects is presented. In

particular, the Illinois Basin Decatur Project is reviewed where the CO2 was injected

for three years. This review demonstrates the large scale sequestration project and the

main problems during and after injection such as extensive micro-seismic events, leak

off, and pressure drop-off. The most important issue is the micro-seismicity during and

after injection at the site of the project. The large scale field projects are reviewed. The

Illinois Basin Decatur Project is reviewed with the detail of injection of CO2 in the host

rock reservoir. In addition, a comprehensive review of reservoir rock characterization is

presented. A review of the experimental plan for incubation of specimens is presented

here.
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Chapter 11

Impact of Fluid-Rock Reactions on

Elastic Properties of Mt. Simon

Sandstone

11.1 Introduction

Geological carbon sequestration consists of capturing man-made CO2 emissions and in-

jecting them into the viable formations. The international Energy Agency has identified

carbon capture and storage (CSS) as a significant option necessary to stabilize greenhouse

gas concentrations in the atmosphere. The CCS identified as the third largest percent-

age (22%) of the necessary reductions from industrial and power sources (United States

Carbon Utilization and Storage Atlas, 2012). The approach is currently being explored

in many regions around the world [275, 277, 302, 303]. Pilot carbon dioxide injection and

storage has been performed at sites such as the Illinois Basin Decatur Project (IBDP),

where microseismicity was recorded at or far from the injection site. Therefore, a funda-

mental understanding of fluid-rock interactions and their effect on the mechanical behavior

of the host rock is essential to promote sustainable geological carbon sequestration sys-

tems. Despite the current understanding of fluid-rock interactions in geological materials,

novel characterization methods are needed to resolve the changes in micrometer length

scales. Mostly, experiments have been carried out at the macroscopic scale to investigate

the fluid-rock interactions. Waza et al. [304], experimentally investigated the effect of

water on the velocity of crack propagation in an andesite and a basalt specimen using a
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double torsion method. They found that water increases the rate of crack propagation

and results in a decrease of strength in silicate rocks. In another study, Holder et al. [305],

experimentally investigated the subcritical crack growth parameters for several sedimen-

tary rocks, where the increase in moisture content increased the susceptibility of samples

to subcritical crack growth.

Several studies [306, 307] investigated the effect of dissolution mechanisms on sand-

stone permeability and porosity. In these studies, they concluded that the porosity and

permeability will increase with chemical or mechanical alterations. Furthermore, Gr-

gic and Giraud [308] characterized the influence of different type of fluids on the poro-

mechanical coupling as well as chemical effects on the porous rock structure. They found

out that the micro-crack damage plays a major role in the creep response of hard porous

rocks and on the evolution of the static elastic properties. In addition, the concluded

the chemical effect of fluid is related to the development of stress corrosion reactions at

the crack tips which enhance subcritical crack growth. In another study, Rathnaweera

et al. [309], studies the influence of different fluids on the mechanical behavior of sand-

stone, where they concluded that fluid chemistry plays an important role in the strength,

Young’s modulus and failure mode of Hawkesbury sandstone. However, these methods

characterized the mechanical properties at the macroscopic scale and relied on far-field

measurements. In a recent study, Sun et al. [310], studies Crystal Geyser rocks and re-

ported a degradation of mechanical properties after exposure to reactive CO2 water using

scratch tests. Although, they only performed a constant vertical load scratch test for

their study. Thus, our research objective is to apply advanced nanomechanical testing

experiments, in conjunction with physics-based models to predict the changes in mechan-

ical response due to fluid-rock alterations in sandstone samples from the Illinois Basin.

In addition, the Mt. Simon microstructure was characterized before and after fluid-rock

reactions using advanced imaging techniques such as environmental scanning electron mi-

croscopy and energy dispersive spectroscopy. Grid nanoindentation was carried out before

and after fluid-rock reactions to capture porosity changes.

11.2 Materials and Methods

The Illinois Basin is a Paleozoic depositional located in the Midwest, underlying most

of Illinois, and extending into southwestern Indiana and western Kentucky (cf. Figure

11.1). The formation consists of a granite basement followed by the Argenta formation
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and then the Mt. Simon formation. The Mt. Simon is a pervasive siliciclastic unit that

can range over 792 m. The Eau Claire formation conformably overlies the upper Mt.

Simon formation and serves as the cap rock for CO2 storage. The Mt. Simon Sandstone

has an assessed storage capacity of 11-150 billion tons of CO2 as reported by the U.S.

Department of Energy (United States Carbon Utilization and Storage Atlas, 2012). The

Mt. Simon Sandstone is the host formation for the demonstration project for CO2 storage

at the Illinois Basin-Decatur Project (IBDP). The project is located in Macon County,

Illinois where 1 million metric tons of CO2 were injected between November 2011 and

November 2014 [290]. The specimens for this study were extracted from verification well

1 (VW1), which was utilized for deep reservoir monitoring. In particular specimens were

cored from VW1, between the depths of 2110.74 m (6925 ft.) to 2110.88 m (6925.44 ft.).

210



IA
WI

MI

OHIN

IL

MO

KY

TN
NC

SC
GAAL

MS

AR

Verfication Well 1 Coordinates: 
39.88 N, 88.89 W

0 400 km

VW1

Illinois
 Basin

Figure 11.1: Location of Verification Well 1 in IBDP project in Illinois Basin. Adopted
from [292].

211



We used a wide collection of advanced microstructural characterization techniques,

environmental scanning microscopy, statistical nanoindentation. These characterization

and analytical tools expand our understanding of the composition, porosity and mechan-

ical response of the Mt. Simon microstructure. A polishing procedure was developed

to yield a surface finish with a roughness of several nanometers. A major challenge was

the heterogeneous nature of the Mt. Simon sandstone. The first step was to embed the

specimen in epoxy to preserve its microstructure. Next, a linear precision diamond saw

was used to cut the specimen. Afterward, a series of silicon carbide grinding pads were

used at various speeds and pressures. This progressive process was utilized to remove

subsurface damage induced by previous steps. Polishing was carried out using aluminum

oxide pads with different gradations: 9 µm, 3 µm, 1 µm and 0.3 µm. In between each

step, the surface was cleansed using an ultrasonic bath. In addition, optical microscopy

was used to observe the progress in grinding and polishing. Furthermore, the quality of

our polishing procedures was assessed using atomic force microscopy, where the average

root-mean squared roughness over a 25 µm × 25 µm area for polished Mt. Simon was

less than 30 nm. Specimens were incubated in a high relative humidity chamber (85 %

relative humidity) after polishing. The specimens were extracted from the chamber at

intervals to find the effect of incubation time on the mechanical properties of specimens.

All specimens used in this study were cored from the same depth to minimize the effect

of sample heterogeneity.

We employed scanning electron microscopy (SEM), environmental scanning electron

microscopy (ESEM), and energy-dispersive spectroscopy (EDS) to broaden our under-

standing of the fabric and composition of the Mt. Simon micro-structure. Scanning elec-

tron microscopy and back-scattered electron microscopy were conducted at the Fredrick

Seitz Materials Science Laboratory and at the Microscopy Suite of the Beckman Institute

Group at the University of Illinois at Urbana-Champaign, using a JEOL 6060 LV and

a FEI Quanta FEG 450 respectively. In addition, we used a FEI Quanta FEG 650 at

the EPIC facility at Northwestern University at NUANCE Center. Scanning electron

microscopy imaging was performed at low vacuum (1 Torr) and without coating the spec-

imens to preserve its microstructure. The accelerating voltage ranged from 15 kV to 25

kV, working distance ranged from 6 mm to 10 mm, and the magnification levels ranged

from 500X to 20,000X. The specimens were quickly rinsed with ethanol before scanning

electron microscopy to remove any surface contamination.

Statistical nano-indentation or grid indentation testing is commonly used to develop
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maps of several constituents in heterogeneous materials [92, 216, 311–313]. Herein, all

indentation tests were carried out using an Anton Paar nano-indentation module (Anton

Paar, Ashland, VA). Figure 11.2 demonstrates a schematic of an indentation test where

the load and penetration depth is measured every 70 ms. Moreover, each indentation

test consists of a loading, holding and unloading section. The vertical force P is linearly

increased up to 5 mN, held constant for 5 s and then linearly decreased. High accuracy

force and depth sensors were employed with a resolution of 0.01 µN and 0.01 nm, respec-

tively. A diamond Berkovich tip was used and its contact area was calibrated prior to

testing using fused silica as reference material.

Figure 11.2: a) Schematic of indentation test on Mt. Simon sandstone, b) Schematic of a
typical vertical force-penetration depth curve for indentation testing.

Figure 11.2 displays a typical vertical force-penetration depth curve during an indenta-

tion, where the plane strain indentation modulus and indentation hardness are calculated

according to the Oliver and Pharr method [79, 314]. The spacing between the indents

were 20 µm to preclude interaction between individual indents. The grid indentation

consists of conducting a large grid of indentations over the surface of the heterogeneous

medium of interest. Each indentation experiment could be regarded as statistically in-

dependent. This principle enables us to identify the microscopic phases by representing
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the experimental probability density functions of the local elastic characteristic using a

Gaussian mixture model. The grid size for specimens are 20 × 20, 15 × 15, 10 × 10 and

15 × 15 for Day 0, Day 1, Day 2 and Day 5 respectively.

11.3 Micro-structural Observations

Figure 11.3 shows the granular and heterogeneous microstructure of Mt. Simon sandstone.

The gray levels in the back-scattered images identify the difference between chemical

compositions of grains. K-feldspar grains are shown in light gray whereas quartz grains

are shown in dark gray. The grain size ranges from 50 to 500 µm. Figure 11.3 shows

the presence of 10-50 µm micropores in the intergranular space. In addition, we observe

the presence of clay surrounding the grains with a nanometer pore size. The structure of

the clay shown in Figure 11.3 is captured after grinding and polishing procedure which

confirms the presence of clay particles after polishing. Figure 11.3a) demonstrates the

effect of incubation on the microstructure of the Mt. Simon sandstone after 1 day of

incubation. The residue on the intergranular space shows the precipitation on this area of

the specimen. Figure 11.3b) shows a focused image of the inter-granular area with cubic

salt formed on around the clay particles. Furthermore, Figure 11.3b) demonstrates the

precipitation of salts in the intergranular area.

Figure 11.3: Back-scattered scanning electron microscopy images of Mt. Simon sandstone
at a) Day 1 and b) Day 2.
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11.4 Mechanical Alterations

Figure 11.4 represents the experimental probability density function (PDF) as well as

the deconvoluted phases on the same graph for each grid of indentation data. The hor-

izontal axis of this figure shows the indentation modulus while vertical axis represents

the density of that indentation modulus. We decompose the experimental PDF into four

different phases, where the first phase indicates the porosity due to its lowest indentation

modulus. The epoxy used has a low indentation modulus, one order of magnitude lower

than micro-constituents of Mt. Simon. This low mechanical property of epoxy result in

identification of porosity from microconstituent of Mt. Simon. Each phase modeled as a

Gaussian distribution with a mean value, µ and standard deviation value, σ. The mean

and standard deviation of four phases for each test is summarized in Table 11.2. More-

over, microscopic results obtained from grid indentation data is utilized to connect the

mechanical properties from microscopic scale to macroscopic level. An average medium

theory is used to predict the average indentation modulus for bulk modulus using Hashin-

Shtrikman theory where the indentation value of each point is considered and the average

mechanical property is calculated.
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Table 11.1: Summary of nanoindetation test results on Mt. Simon sandstone.

Specimen Day 0 Day 1 Day 2 Day 5
Predicted
MMacro (GPa)

36.22 24.49 21.93 22.74

Surface Rough-
ness (nm)

36 58 289 478

Porosity (%) 30 49 63 63

Table 11.1 summarizes the result of nanoindentation and atomic force microscopy

measurements on different specimens. In this study, we found that the fracture toughness

of the Mt. Simon sandstone decreases with exposure to humidity over time. The porosity

of the samples increased as the interaction time increased. In addition, as summarized in

Table 11.1, an increase in roughness is measured with AFM. Also, a decrease in predicted

macroscopic modulus is observed (cf. Table 11.1).

A decrease in fracture toughness was observed after incubation of Mt. Simon speci-

men in high relative humidity. This decrease in fracture toughness suggests several feasi-

ble mechanisms, for instance dissolution of grains, precipitation of secondary phase and

swelling of clays. The dissolution of quartz and feldspar grains at this short fluid-rock

interaction timespan is not feasible. While, the precipitation of salt as well as reactions

of water vapor with other constituents of Mt. Simon sandstone are feasible mechanisms

of reactions. The quartz and K-feldspar grains are less reactive with water at room tem-

perature, whereas the clay particles are more susceptible to water reactions. Aksu et al.

[315], showed that the clay swelling occurred almost instantaneously after water-clay con-

tact using micro-CT images. The environmental scanning electron microscopy images of

Mt. Simon reveals montmorillonite clay structure present in Mt. Simon sandstone stud-

ied here. As observed in Figure 311.3a) the precipitation occurs more in intergranular

areas. We observe that the precipitation density and covered area increases as the incu-

bation time increase for Mt. Simon sandstone. In addition, we observe these precipitants

are mostly concentrated around intergranular and clay rich regions. Figure 11.5 demon-

strates the morphology of smectite particles where it’s surrounded by precipitation from

the fluid-rock interaction experiments in a unique scanning electron microscopy image.
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Figure 11.5: Back-scattered scanning electron microscopy image of clay particles and salt
precipitation on clay particles Mt. Simon sandstone at Day 5.
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Table 11.2: Summary of Grid nanoindentation deconvolution tests carried out on Mt.
Simon sandstone for Day 0, Day 1, Day 2 and Day 5. µ: average for Gaussian distribution
model. σ: standard deviation for Gaussian distribution model. Vol.: Volume Fraction.

Phase µM (GPa) σM (GPa) µH (GPa) σH (GPa) Vol. (%)

Day 0

1 22.6 17.1 0.5 0.9 30
2 51.3 11.66 2.5 2.5 16
3 75.7 12.7 5.1 5.1 32
4 104.7 12.5 8.9 8.8 22

Day 1

1 17.9 20.6 0.4 1.1 49
2 71.6 24.1 3.5 2.1 40
3 110.8 15.2 7.3 0.9 5
4 152.1 15.8 9.2 1.0 5

Day 2

1 13.2 10.3 0.1 0.2 63
2 38.5 8.7 0.5 0.2 19
3 54.1 6.8 1.1 0.4 13
4 69.5 6.9 3.1 0.7 5

Day 5

1 23.9 20.5 0.4 0.9 63
2 55.9 11.4 2.2 1.0 13
3 79.1 11.8 4.4 1.3 16
4 103.7 10.6 7.1 1.1 7

We construe that clay particles take the water vapor present in their surroundings and

swell. The uptake of water by montmorillonite appears to be controlled by the competi-

tive hydrogen bonding between water molecules and between water and silica tetrahedral

[316]. Furthermore, Katti and Katti [317], demonstrated that relative swelling of mont-

morillonite is attributed to the disorientation of the clay platelets and the hydration of

platelets and moving them apart. Segad et al. [318], found out that more of the swelling

takes places between the tactoids and not between the single platelets. A 40–100 percent

increase in volume percentage of clays are observed after swelling. This swelling of clay

particles can occur promptly after interaction with water. We construe this to mean that,

as clay layers move apart because of water interaction, clay particles exert force on the

grain boundaries where the weaker grains undergo a prescribed strain which result in

creation of microcracks in grains. This microcracking of grains, produce a weaker matrix

of grains and decrease the fracture toughness of the Mt. Simon sandstone after fluid-rock

interaction. Figure 11.6a) demonstrates the salt formation in addition to micro-cracking

on the grains after 5 Days of incubation. Figure 11.6b) demonstrates another case of

microcracking on feldspar grains where the presence of clay, epoxy and the grain is evi-

dent. The clay particles are surrounding the grain particles and coating them extensively.
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This microcracking will decrease the strength of grains and thus decrease the fracture

toughness.

Figure 11.6: Back-scattered scanning electron microscopy images of Mt. Simon sandstone:
a-b) Day 5 incubation.

An increase in porosity was observed as summarized in Table 1 from analyzing the

grid statistical nanoindentation on Mt. Simon sandstone. The grid nanoindentation tests

are deconvoluted using mixture modeling technique. The summary of nanoindentation

deconvolution tests are shown in Table 11.2. The increase in porosity can be attributed to

the swelling of the clays as well as microcarking of grains. In addition, the predicted elastic

properties of the Mt. Simon decrease as the incubation time increases due to increase

in porosity and weakening of the grains. The plain strain indentation modulus decreases

as the incubation time increases (cf. Table 11.1), where most of this decrease of elastic

property is assigned to increase in porosity and micro-cracking of grains. In similar studies

[319, 320], researchers reported a decrease in the elastic modulus of limestone/sandstone

after exposure to acid and carbonated water. This increase in porosity can be attributed

to two different phenomena, one is the swelling of clay particles and disorientation of the

clay platelets. Second, fluid-rock interactions and its effect on microcracking of grains.

For instance, Rimmelé et al. [321], reported an increase in porosity of sandstone after

incubation in CO2-saturated water for a short duration. Similarly, Luquot and Gouze,

2009 noted an increase in porosity during tests on limestone samples exposed to CO2-

enriched fluid, where these changes are attributed to dissolution and/ or precipitation.
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11.5 Multi-scale Thought Model of Sandstone

A detailed multi-scale thought model of sandstone is developed based on the microstruc-

tural observation of the Mt. Simon specimen. A conceptual multi-scale model was for-

mulated for the Mt. Simon sandstone in order to connect the local behavior at the nano-

and microscopic length scales to intrinsic properties at the macroscopic scale. Figure 11.7

a) illustrates the model. At the macroscopic scale, the core level, the material is modeled

as a homogeneous isotropic solid. At the microscale or pore level, the material is modeled

as a granular multi-phase solid. Hard grains made of quartz or siderite and microscopic

air voids are embedded in a matrix made of nanoporous feldspar. In particular, at the

microscopic level, the air void, feldspar and quartz phases exhibit distinct morphologies.

At the nanometer length-scale or nanopore level, the representative elementary volume

consists of solid feldspar with uniformly dispersed nanopores.

Figures 11.7 b) and c) compare our model to prior conceptual models published in the

scientific literature for rock within the context of CO2-induced rock-fluid interaction. Sun

et al. [310] formulated a bonded-particle model for sandstone at the microscopic length

scale using the discrete element method (Figure 11.7 c.). They investigated the influence

of the inter-particle cement on the effective response. However, they did not account

for the porosity, at both the nano- and micro-scale. In addition, their model considered

the solid skeleton to be homogeneous despite the high heterogeneity of sandstone. In

contrast, Nguyen et al. [322] built a model which accounts for the dual-scale porosity,

(Figure 11.7 b). The nano-porosity is concentrated in the clay phase surrounding the

micro-scale grains, thus limiting the model to high clay volume fractions. Furthermore,

although different solid phases are considered at the micro-scale, a similar morphology

was assumed for all solid phases. Their model is inadequate for Mt. Simon sandstone as

the clay fraction, 1 % wt, is too small to be sensed using grid indentation. Furthermore,

they omitted to take into account the influence of the particle morphology on the effective

mechanical response. On the other hand, our three-level model captures the heterogeneous

and porous nature of the Mt. Simon sandstone. Next, we present statistical method and

the nonlinear upscaling model to describe the mechanical response.
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Figure 11.7: a) Multi-scale model of Mt. Simon sandstone. Level 1: Solid feldspar
with nanoporosity. Level 2: Heterogeneous grains of quartz, sidertite, and micropores in
a nanoporous feldspar domain. Level 3: Homogeneous material response at macroscopic
length scale. Adopted from [323], b) Thought model from Nguyen et al. [322], c) Thought
model from Sun et al. [310].
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Two grid of indentation for AS4 and AS1 is presented here to see the effect of CO2

incubation on the porosity and the values of different phases. Figure 11.8 illustrates

the constructed continuous phase map for an AS1 specimen. Figure 11.8 b) illustrates

the optical microscopy image of the indented area. The conionous phase map roughly

represent the probed area.

Figure 11.8: a) Continuous phase map of deconvolution of statistical nanoindentation
on AS1 specimen. The tests are carried out on a 20 by 20 grid of indents. b) Optical
microscopy of indented area for AS1 specimen. AS1 specimen was aged at Prof. Tsotsis
research group.

Table 11.3 summarizes the results of deconvolution of nanoindentation grid tests for

AS1 and AS4 specimens. The porosity (phase 1) increase in the case of AS1 compare to

Day 0 alteration specimen.

Similarly, Figure 11.9 demonstrates the phase map constructed for the AS4 specimen.

Qualitatively, the amount of dark blue increase for AS1 compared to original specimen.

This illustrate an increase in the porosity of specimen.

In addition, the indentation modulus is used to predict the mechanical response in the

macroscopic length scale using a micromechanics approach. This calculation results in a

predicted bulk modulus for AS1 and AS4 as 33.44 GPa and 28.54, respectively.
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Table 11.3: Summary of Grid nanoindentation deconvolution tests carried out on Mt.
Simon sandstone for AS1 and AS4. µ: average for Gaussian distribution model. σ:
standard deviation for Gaussian distribution model. Vol.: Volume Fraction.

Phase µM (GPa) σM (GPa) µH (GPa) σH (GPa) Vol. (%)

AS1

1 11.03 19.77 0.15 0.18 45
2 49.41 17.20 1.14 0.20 16
3 89.13 21.50 7.64 3.63 33
4 125.03 14.18 12.79 0.58 5

AS4

1 4.68 2.39 0.28 0.13 19
2 21.63 13.03 1.49 1.06 20
3 56.89 20.55 4.88 2.27 22
4 102.51 23.26 11.62 2.89 38

Figure 11.9: a) Continuous phase map of deconvolution of statistical nanoindentation on
AS4 specimen. The tests are carried out on a 20 by 20 grid of indents. AS4 specimen was
aged at Prof. Werth research group.
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11.6 Conclusion

We used experimental micro-mechanical testing such as nanoindentation to character-

ize the fluid-rock reactions for short exposure time to high humidity using 4 different

specimens. Furthermore, we utilized finite mixture modeling for grid nanoindentations

to capture the changes in elastic properties and fracture toughness of altered specimens.

An increase in porosity is observed using grid nanoindentation tests. While a decrease

in fracture toughness was observed with an increase in time of fluid-rock interaction.

The precipitation of salt was observed using environmental scanning electron microscopy

imaging.
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Chapter 12

CO2-Induced Degradation of

Fracture Behavior of Mt. Simon

Sandstone

12.1 Introduction

In this Chapter, the goal is to find the effect of geochemical reactions on fracture tough-

ness of sandstone. The incubation experiments performed are summarized here for frac-

ture toughness characterization. The microscratch experiments performed here will be

summarized and the details of the specimen preparation. Furthermore, the geochemical

reactions and the geomechanical alterations and their effect at macroscopic scale and on

the reservoir is presented.

12.2 Scratch Testing on Mt. Simon Sandstone

The first protocol is to test the fracture toughness without epoxy impregnation. The

second approach is to epoxy mount the specimens without vacuum. The third is a series

of vacuum impregnation with several different epoxies. The first epoxy is this study is an

acrylic resin where it cures at room temperature. The second epoxy is a heat curing epoxy

with a viscosity of 32 cps, this epoxy has a peak exotherm around 170 ◦C and the epoxy

cures at 55 ◦C. The third epoxy is a higher viscosity epoxy with a peak exotherm at 30
◦C and the epoxy cures at room temperature. In the next session a series of experimental
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result is shown to summarize the reasoning behind choosing one preparation for further

testing.

12.3 Influence of Surface Preparation Method on Frac-

ture Results

As described in previous sections the microscratch experiments can be used to character-

ize the fracture toughness of heterogeneous materials. The fracture toughness is measured

by utilizing the horizontal force measurements as well as the depth measurements. The

scratch tests are performed on to capture the fracture toughness of different specimens.

For example, Figure 12.1 demonstrates the results of a series of scratch tests on a not em-

bedded specimen. This specimen is prepared using the grinding and polishing procedure

described in previous chapters. The scratch tests are characterized at a maximum force of

7N over a length of 3 mm with a speed of 6mm/min, total of 9 different tests are carried

out on this specimen. Figure 12.1 a) demonstrates the fracture toughness of the specimen

and the Ra value. This value characterizes a indirect measurements of roughness of the

specimen, a mean average of surface roughness measured with a small force on specimen.

The fracture toughness is Kc =0.32±0.17 MPa
√
m. The high value of standard variation

on the fracture toughness as well as the high value of the roughness demonstrates that

the surface of the specimen is polished enough to meet the criteria for scratch testing. In

addition, Figure 12.1 b) illustrates the panorama optical microscopy image of the scratch

path and there is no visible groove. The red arrow in this figure shows the scratch path.

The visual inspection of the specimen shows the movement of grains instead of breaking

of grains. This behavior alter the fracture properties of the material.
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Scratch Path X ,mm

a)

b)

Figure 12.1: Scratch scaling for Mt. Simon sandstone: 6925-U. FT/
√

2pA values for
scratch length X. The specimen is not embedded. The solid line shows the value of
fracture toughness,Kc in MPa

√
m. The red line shows the scratch path direction.
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The second protocol is mounting the specimen in epoxy without using vacuum system.

The method is developed to eliminate the movement of the quartz particles in the scratch

testing. Figure 12.2 demonstrates the result of scratch testing for embedded specimens in

epoxy. The embedding process is done at room temperature and over 9 hours. This figure

consists of 3 sub-figures (Figure 12.2a-c), where the Figure 12.2a illustrates the results of

scratch tests with a maximum force of 7N, 3mm length and 9 different paths. The fracture

toughness is characterized as Kc =0.39±0.19 MPa
√
m. This demonstrates the same trend

on the fracture toughness, a high standard deviation with a high value of Ra =10.70µm.

Figure 12.2 b–c illustrates two different specimens tested with a maximum force of 4N,

3mm length and total of 16 tests carried out on these specimens. The fracture toughness

variation decrease for these specimens given the lower maximum force compared to the

first set of tests. This protocol shows an improvement in the optical microscopy panorama

images of scratch tests.

The next step to improve the preparation process is to vacuum embedding the spec-

imens. The vacuum impregnation setup is developed for filling the pores as much as

possible. The specimens are vacuum embedded with the use of three epoxies, acrylic

resin, heat cured resin and room temperature cured resin.
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Scratch Path X ,mm Scratch Path X ,mm

Scratch Path X ,mm

a) b)

c)

Figure 12.2: Scratch scaling for Mt. Simon sandstone: 6925-U. FT/
√

2pA values for
scratch length X. The resin embedded specimen. The solid line shows the value of
fracture toughness,Kc in MPa

√
m. The red line shows the scratch path direction.

230



Figure 12.3 demonstrates the results of scratch testing on vacuum embedded specimen

in acrylic resin. Figure 12.3a-c illustrates the three different specimens with a maximum

of 4N load, 3mm length and total of 15 tests. The fracture toughness for this procedure

resulted in Kc =0.55±0.10 MPa
√
m on average. This shows that the variation of scratch

toughness has decreased dramatically from the two previous procedures. The root average

roughness, Ra is between 1.55 µm and 0.99 µm. Thus, this hows a significant decrease in

the roughness of the surface. In addition, a set of atomic force microscopy characterization

is performed, where the root mean squared roughness is 164 nm for a 40 µm × 40 µm

area.

Scratch Path X ,mm Scratch Path X ,mm

a) b)

c)

Scratch Path X ,mm

Figure 12.3: Scratch scaling for Mt. Simon sandstone: 6925-U. FT/
√

2pA values for
scratch length X. The acrylic resin vacuum embedded. The solid line shows the value of
fracture toughness,Kc in MPa

√
m. The red line shows the scratch path direction.

In addition to the acrylic epoxy, a heat cured epoxy is evaluated to find the best

embedding medium. Figure 12.4 illustrate the vacuum embedded with heat cured epoxy.

Figure 12.4a-b illustrates the scratch tests from two set of specimens with the maximum

scratch force of 4N, scratch length of 3mm and 12 tests in total. The fracture toughness
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value is Kc =0.74±0.07 MPa
√
m and Kc =0.62±0.11 MPa

√
m. The root mean squared

roughness of these tests are 0.63 µm and 0.99 µm. Although the values of fracture

toughness and roughness are in acceptable ranges but the high peak exotherm of this

epoxy prevents of utilizing this epoxy. There might be thermal damage due to this high

peak temperature of epoxy curing.

Scratch Path X ,mm Scratch Path X ,mm

a) b)

Figure 12.4: Scratch scaling for Mt. Simon sandstone: 6925-U. FT/
√

2pA values for
scratch length X. The heat cured vacuum embedded. The solid line shows the value of
fracture toughness,Kc in MPa

√
m. The red line shows the scratch path direction.

The last procedure is devoted to an epoxy with a higher curing time in room temper-

ature, 9 hours. The maximum exotherm for this epoxy is 30 ◦C. The benefit of this low

temperature is preservation of the specimen structure as well as low thermal damage. The

vacuum embedded specimens for this case is done with EpoThinTM. Figure 12.5 illus-

trates the two tests carried out with a maximum force of 4N, scratch length of 3mm and

total of 6 tests. The fracture toughness is Kc =0.53±0.13 MPa
√
m and Kc =0.41±0.07

MPa
√
m. The mean average surface roughness of this procedure is Ra = 0.95 µm and

1.66 µm for two specimens respectively. The atomic force microscopy analysis resulted in

a root mean squared roughness of 36 nm for 40 µm × 40 µm area. The specimen here is

prepared with a high speed diamond saw.

The implementation of vacuum impregnation significantly improved the quality of

optical microscopy images of scratch tests and reduced the mean average roughness of
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Scratch Path X ,mm Scratch Path X ,mm

a) b)

Figure 12.5: Scratch scaling for Mt. Simon sandstone: 6925-U. FT/
√

2pA values for
scratch length X. The Epothin vacuum embedded and cut with high speed saw. The
solid line shows the value of fracture toughness,Kc in MPa

√
m. The red line shows the

scratch path direction.

surfaces. The next step is to use a slow speed diamond saw to cut the specimens. Figure

12.6 illustrates the result of scratch testing for vacuum embedded with room temperature

curing epoxy while cutting the specimen with low speed diamond saw. Figure 12.6a

demonstrates the result of 7 scratch tests with a maximum force of 4N and resulted in

Kc =0.71±0.21 MPa
√
m. Figure 12.6b represents 6 scratch tests with a maximum of

30N, 3mm scratch length. This procedure results in Kc =0.88±0.25 MPa
√
m. The mean

average surface roughness, Ra is 0.63 µm and 1.2 µm, respectively.

Thus, a detailed experimental study is carried out to find the most suitable epoxy

where the structure of the specimen is reserved and the fracture toughness characterization

results in reasonable standard deviation of fracture toughness values. In addition, an

optical microscopy comparison of these steps will be helpful.
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Scratch Path X ,mm Scratch Path X ,mm

a) b)

Figure 12.6: Scratch scaling for Mt. Simon sandstone: 6925-U. FT/
√

2pA values for
scratch length X. The Epothin vacuum embedded and cut with slow speed saw. The
solid line shows the value of fracture toughness,Kc in MPa

√
m. The red line shows the

scratch path direction.

12.4 Effect of Chemical Alterations on Fracture Tough-

ness

As mentioned in chapter 10, different chemical alterations are carried out to assess the

effect of different chemical alterations on mechanical performance of the host rock. Fig-

ure 12.7 demonstrates the schematic of the experimental setup for incubation in CO2-

saturated brine.

Figure 12.8 demonstrates the fracture toughness as well as the panorama image of the

scratch test for an unaged specimen. The fracture toughness Kc =0.88 ± 0.25 MPa
√
m

for the unaged specimen and the average mean roughness is Ra=1.2 µm. The maximum

force of 30 N with a scratch length of 3mm, a speed of 6 mm/min and six tests are carried

out.

Next, a presentation of several geochemical reactions are presented. The first series

of geochemical reactions are performed in the room temperature and pressure. The spec-

imens were cut into suitable pieces. The specimens were kept in a tight container for

14 days. After the incubation the specimens are extracted and dried out under a vac-

uum before testing. The chemical composition of brine recipies used in this incubation
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Figure 12.7: Schematic of the Experimental Setup for incubation in CO2-saturated brine.
Adopted from [324].
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Scratch Path X, mm

Figure 12.8: Scratch scaling for Mt. Simon sandstone: 6925-U. FT/
√

2pA values for
scratch length X. The solid line shows the value of fracture toughness,Kc in MPa

√
m.
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experiments is presented in Chapter 10.

Figure 12.9 illustrates the scratch tests results for maximum load of 30 N, scratch

length of 3mm, speed of 6 mm/min and total of 9 tests. The pH of the deionized water

(DI) was measured at 6. The results illustrates fracture toughness of Kc =0.91 ± 0.14

MPa
√
m. The average roughness is measured at Ra = 0.8 µm. The fracture toughness

shows an increase with respect to the unaged specimen on the mean value but still falls

within the standard deviation of the unaged specimen.

Scratch Path X, mm

Figure 12.9: Scratch scaling for Mt. Simon sandstone: 6925-DI. FT/
√

2pA values for
scratch length X. The solid line shows the value of fracture toughness,Kc in MPa

√
m.

Figure 12.10 summarizes the results of scratch testing on Brine Recipe 1 samples. The

tests are carried out at maximum load of 30N, scratch length of 3mm, speed of 6mm/min

and total of 7 scratch tests. The solution has a high concentration of salts and the pH is

measured at 5 for this solution. The fracture toughness Kc =0.84 ± 0.08 MPa
√
m. This

shows that the fracture toughness did not decrease significantly after incubation in this

solution.
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Scratch Path X, mm

Figure 12.10: Scratch scaling for Mt. Simon sandstone: 6925-B1. FT/
√

2pA values for
scratch length X. The solid line shows the value of fracture toughness,Kc in MPa

√
m.

Next, Figure 12.11 illustrates the results of scratch testing on Brine Recipe 2. This

brine is higher in the KCL content compared to the recipe 1. The tests are carried out

at 30 N, 3mm length and total of 9 tests. The fracture toughness from this specimen is

evaluated as Kc =0.51 ± 0.15 MPa
√
m. Incubation in this high concentration of KCL

resulted in a significant decrease in the value of fracture toughness.
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Scratch Path X, mm

Figure 12.11: Scratch scaling for Mt. Simon sandstone: 6925-B2. FT/
√

2pA values for
scratch length X. The solid line shows the value of fracture toughness,Kc in MPa

√
m.

The last geochemical reaction in room temperature and pressure is done on Brine

Recipe 3. Figure 12.12 summarizes the results of scratch testing for this recipe. The tests

are carried out at maximum load of 30 N, 3mm length, 6mm/min and total of 7 tests. The

fracture toughness is Kc =0.97 ± 0.13 MPa
√
m. The mean average roughness is Ra =

1.6 µm. The pH of the solution is measured at 5. The concentration of KCL is lower in

this solution. The fracture toughness has not decreased at this incubation experiment.
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Scratch Path X, mm

Figure 12.12: Scratch scaling for Mt. Simon sandstone: 6925-B3. FT/
√

2pA values for
scratch length X. The solid line shows the value of fracture toughness,Kc in MPa

√
m.

In the next part of this chapter, the aging experiments with brine-saturated CO2 is

presented. These experiments are divided into two different protocol. First one, is aging

the specimen at 52 ◦C and 3290 psi in the incubation chamber presented in Chapter 10

for 28 days. Figure 12.13 demonstrates the results of scratch testing for aging the Mt.

Simon sandstone for 28 days. Scratch tests are performed with a maximum load of 30N,

scratch length of 3mm and total of seven scratch tests are carried out. The fracture

toughness is Kc =0.33 ± 0.12 MPa
√
m. The average mean roughness, Ra, is 1.2 µm.

There is a significant decrease in fracture toughness in this case in comparison to the

unaged specimen.

Furthermore, two more specimens are tested for aging in brine-saturated CO2 con-

ditions. These specimens are aged for 7 days at 50 ◦C and 2500 psi. Figure 12.14

demonstrates the results of scratch testing on the 7 days aged specimen. The scratch

tests are performed with a maximum vertical force of 30N, scratch length of 3mm and

total of 7 tests. The fracture toughness is Kc =0.76 ± 0.20 MPa
√
m while the average

mean roughness, Ra is 0.7 µm.

The second specimen aged in brine-saturated CO2 conditions for 7 days at 50 ◦C and

2500 psi. Figure 12.15 illustrates the results of scratch testing on the second specimen.
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Scratch Path X, mm

Figure 12.13: Scratch scaling for Mt. Simon sandstone: 6925-AS4. FT/
√

2pA values for
scratch length X. The solid line shows the value of fracture toughness,Kc in MPa

√
m.

Scratch Path X, mm

Figure 12.14: Scratch scaling for Mt. Simon sandstone: 6925-AS1-SP1. FT/
√

2pA values
for scratch length X. The solid line shows the value of fracture toughness,Kc in MPa

√
m.
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The maximum vertical load is 30N, 3mm of scratch length and total of 7 scratch tests.

The fracture toughness is Kc =0.66 ± 0.23 MPa
√
m while the average surface roughness,

Ra, is 0.5 µm.

Scratch Path X, mm

Figure 12.15: Scratch scaling for Mt. Simon sandstone: 6925-AS1-SP2. FT/
√

2pA values
for scratch length X. The solid line shows the value of fracture toughness,Kc in MPa

√
m.

12.5 Microscopic Scale Investigation of Unaltered Mt.

Simon specimen

The next step in understanding the geochemical alterations and its effect on geomechanical

properties is illustrated with scanning electron microscopy. The extent of geochemical

alterations are investigated with environmental scanning electron microscopy. Figure

12.16 illustrates the microstructural fabric of Mt. Simon sandstone. The sandstone has

granular microstructure with coated clay particles. In this figure, presence of clay particles

on the grain surface and grain boundary is obvious.
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Figure 12.16: Scanning electron microscopy imaging of Mt. Simon sandstone before
polishing.

One of the main concerns regarding the polishing and grinding of porous media is

removal of phases from the fabric of the material. Figure 12.17 illustrates the granular

fabric of the specimen after grinding and polishing. The presence of clay particles in

inter-granular space is shown in this figure. Figure 12.17 illustrates two scale porosity for

the Mt. Simon sandstone fabric.
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Figure 12.17: Scanning electron microscopy imaging: a–d) Mt. Simon sandstone after
grinding and polishing.
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12.6 Microstructure of CO2-altered Mt. Simon Sand-

stone

A clearer understanding is achieved by examining the microstructure of Mt. Simon sand-

stone, before and after aging. Here, we examine the stitched image of scanning electron

microscope for altered specimen. In addition, a scratch groove is imaged to observe differ-

ent mechanism present in fracture of Mt. Simon sandstone. Figure 12.18 demonstrates a

high quality scanning electron image of 100 scanning electron microscopy images. These

100 images are stitched together to demonstrate the detail of grains and their boundaries.

Figure 12.18 illustrates a debonding of the surrounding clay from the grain particles. In

addition, a breaking of K-feldspar grains are observed in this image. The quartz grains are

intact with complete integrity. The cracking of K-feldspar grains are more concentrated

around the grain contacts with higher concentrations of clay at these locations.

Figure 12.18: Scanning electron microscopy imaging of AS4 specimen. AS4= 28 days of
aging at 50 ◦C and 3290 psi.

Lastly, Figure 12.19 demonstrates the scratch groove on a Mt. Simon sandstone aged

for 28 days at 50 ◦C and 3290 psi. The scratch path shows the cracking of the grains,

dislocating of the grains, crushing of the grains and crack propagation in the groove.
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Figure 12.19: Scanning electron microscopy imaging of AS4 specimen. Zoomed in image
of scratch groove. AS4= 28 days of aging at 50 ◦C and 3290 psi.

Furthermore, Figure 12.20 illustrates the scratch groove for Mt. Simon sandstone,

unaged specimen. In these figures, micro-cracking, chipping, pull out and branching of

the fracture path is visible. The scratch path shows the fracture processes involved in the

process of the path. In the first portion of the scratch path when the depth is small the

fracture is not dominated and as the depth increases the fracture processes increase and

result in chipping, micro-cracking and particle pull out. This illustrates the presence of

fracturing events during the test where the stylus is moved on the surface of the specimen.

Figure 12.20: Scanning electron microscopy imaging of Mt. Simon sandstone after scratch
testing. The residual groove shows the fracture processes after scratch testing.
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12.7 Influence of Incubation on Fracture Behavior

The summary of the scratch testing for all of the seven specimens are presented here.

Figure 12.21 illustrates the fracture toughness values of 7 specimens in this investigation.

The fracture toughness remains almost constant, within the standard deviation range for

unaged, incubation in deionized water for 14 days, incubation in brine recipe 3 for 14

days, incubation in brine recipe 1. The fracture toughness of incubation in brine recipe 2

for 14 days resulted in a significant drop in fracture toughness. The fracture toughness for

unaged specimen is, Kc =0.88±0.25 MPa
√
m while fracture for brine recipe 2 has dropped

to Kc =0.51±0.15 MPa
√
m. This decrease can be attributed to the high amount of KCL

in brine recipe 2. The high concentration of KCl can result in dissolution of feldspar

phases. The most significant decrease is for AS4 specimen, incubation in brine-sc-CO2

for 28 days at 52 ◦C and 22.7 MPa, where fracture toughness is Kc =0.33±0.12 MPa
√
m.

This decrease can be attributed to microcracking of feldspar grains or de-bonding of clay

particles from the grains. In addition, the precipitation of secondary phases can induce

some weakness in the fabric and decrease the fracture toughness. The exact source of

this phenomenon needs more experimental data, as well as a modeling framework to

understand the effects of geochemical reactions on fracture toughness of this granular

host rock.
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Figure 12.21: Fracture toughness of Mt. Simon sandstone for several specimens. U=
unaltered, DI= incubation in deionized water for 14 days, B3= incubation in brine recipe
3 for 14 days, B2= incubation in brine recipe 2 for 14 days, B1= incubation in brine
recipe 1 for 14 days, AS4= incubation in brine/sc-CO2 for 28 days at 52◦C and 22.7 MPa,
AS1= incubation in brine/sc-CO2 for 7 days at 50◦C and 17.2 MPa.
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12.8 Conclusion

In this Chapter, a comprehensive review of different incubation experiments are presented.

The research objective was to measure the fracture toughness of sandstone specimens. To

this end, a hybrid experimental and theoretical framework is developed that integrates

cutting-edge imaging techniques alongside advanced fracture mechanics and small scale

mechanical testing methods. Microscopic examination revealed a porous and granular

microstructure with a grain size in the range 5-100 µm. The heterogeneity was accounted

for via the specimen preparation method and the test parameters. In addition, a through

experimental procedure is descried to find the most compatible embedding media. In

turn, a relation between fracture toughness and the embedding media and method is ob-

served. As a consequence, the scratch test results are carried out on the same preparation

procedure for the rest of the study. The results of scratch testing on several alteration ex-

periments demonstrate a decrease in fracture toughness after exposure to CO2-saturated

brine solution for 28 days, whereas this decrease was smaller in the case of 7-day alteration

procedure.
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Part V

Conclusions
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Chapter 13

Summary of Results and

Perspectives

13.1 Summary of Main Findings

At the outset of this thesis, the ultimate goal of this study was defined to be the implemen-

tation of the Materials Science paradigm for sedimentary rocks, that is the assessment of

the link between mineral composition, microstructure and mechanical performances. This

Chapter presents a summary of this implementation for organic-rich shale and sandstone.

Based on the findings and contributions some future research is proposed.

13.2 Summary of Main Findings

The study revealed the following scientific findings about the microstructure of organic-

rich shale and sandstone and its link with mineral composition and mechanical perfor-

mance. Below is the summary of the main findings in different parts of this study.

• To this end, a hybrid experimental and theoretical framework that integrates cutting-

edge imaging techniques alongside advanced fracture mechanics and small scale me-

chanical testing methods is developed. Microscopic examination revealed a porous

and granular microstructure for organic-rich shale materials. The scratch fracture

toughness technique is extended to organic-rich shale to fully incorporate the het-

erogeneity and the anisotropy of this naturally occurring composite. The anisotropy

is accounted for by deriving the energy release rate in orthotropic materials. The
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heterogeneity is accounted for via the specimen preparation method and the test

parameters. In turn, a coupling between fracture and elasticity is found. As a con-

sequence, combined scratch test results with independent elasticity measurements

are utilized to estimate the fracture energy at the microscopic scale. It was found

that gas shale exhibits exceptional fracture properties at the microscopic scale: the

scratch toughness is two times higher than the macroscopic fracture toughness. Sim-

ilarly, the microscopic fracture energy is twice larger than that at the macroscopic

scale. Scanning electron microscopy shows evidence of toughening mechanisms such

as front roughening, particle pullout and crack bridging. These findings are novel

and they call for advanced constitutive models of organic-rich shale. In brief, the

methodology and results presented here are important and can be employed to yield

a fundamental insight of the mechanical behavior of gas shale.

• The focus of Chapter nine was to assess the influence of orientation, rates, composi-

tion and morphology on the fracture behavior of organic-rich shale at the microscopic

level. Thus, microscopic scratch tests were carried out on both black, Niobrara, and

gray, Toarcian shale specimens. The microscopic tests combined with advanced

microstructural characterization and nonlinear fracture mechanics modeling tests

show that creep and fracture are coupled phenomena in shale systems. By com-

bining scratch tests and micro-indentations tests, it was possible to decouple stress

relaxation and fracture to evaluate the rate-independent fracture toughness at the

microscopic scale. The experiments bring new insights to the fracture of organic-rich

shale materials. Even at low concentrations, the organic matter greatly influences

the strength, creep and fracture characteristics of black shale. In particular, the

exceptional toughness of black shale is due to toughening mechanisms operating at

the nanometer scale in the kerogen and at the clay-kerogen interface. Furthermore,

the fracture behavior is anisotropic as a combined result of a layered microstructure

as well as an intrinsic fracture behavior of clay. These findings are important and

will inform advanced physics-based constitutive materials law for geomechanics sim-

ulation in energy-related applications such as hydraulic fracturing in unconventional

reservoirs and geological CO2 storage in deep saline formations.

• A multiscale nanomechanics framework is formulated to investigate fluid-rock reac-

tions in Mt. Simon sandstone using statistical nanoindentation integrated with non-

linear micromechanics. Several specimens were tested, corresponding to six different
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alteration cycles and leading to thousands of individual indentation tests. There is

an excellent agreement between the porosity measured by statistical nanoindentation

and values measured using X-ray diffraction, mercury intrusion porosimetry, helium

pycnometry, and flow perporometry. Nanoindentation results indicate that alkali

feldspar dissolution occurs during incubation regimes in slightly acidic brine and in

CO2-saturated brine. An increase in microporosity, and a decrease in nanoporos-

ity is also observed. At the macroscopic length-scale, a weakening of the rock is

predicted, and this is confirmed by independent macroscopic measurements. The

framework presented is unique, as it directly ties local changes in composition to

macroscopic alterations in the effective mechanical response while accounting for

the morphology, heterogeneity and multi-scale nature of Mt. Simon sandstone.

13.3 Research Contributions

The implementation of the materials science paradigm for organic-rich shale and sandstone

required the development of new indentation analysis technique and new scratch analysis

technique, which are listed below:

• A suite of micro-mechanical experimental and analytical tools were generated to

properly characterize the multi-scale mechanics of sedimentary rocks. Novel de-

velopments in characterization are related to the modeling of anisotropy based on

geometric descriptions of the underlying microstructure of shale, particle shapes

and orientation distributions of particles, and intrinsic elastic properties of material

constituents.

• The multi-scale framework approach developed in this thesis represents a compre-

hensive modeling framework that could be extended to other geochemical reactions

as well as other sedimentary rocks, soils and cement-based composites. In particular,

the implementation of micro-mechanical characterization with statistical nanoinde-

tation of nanoscale constituents advances the true objective of muli-scale modeling

of linking grain-scale and engineering properties.

• The yield design approach for the homogenization of strength properties based on

the LCC theory is developed in this work. This homogenization method offers an

improved framework for modeling of strength properties of frictional materials com-

pared to existing formulations. The predictive capabilities of the model in terms of

253



supported strength regimes are helpful in different sedimentary rocks. The extensive

analysis of the LCC-based strength homogenization model ensures a well-defined do-

main for its application.

13.4 Industrial Benefit

Associated with the scientific contributions are industrial benefits:

• The micromechanics approach for the prediction of fracture and strength becomes a

novel, physics-based alternative for industrial applications. Departing from purely

empirical methods, the modeling framework pursued in this thesis demonstrates the

significance of incorporating grain-scale behaviors probed by nanotechnologies into

engineering predictive models;

• For seismic events in geological sequestration, new understanding of the nano-scale

origin of geomechanical alterations due to geochemical alterations may drive more

accurate interpretations of seismic logging data. In particular, a careful combination

of material constitutive modeling and strength modeling could provide a direct link

between seismic data and strength behavior of sandstone host rocks.

13.5 Limitations and Suggestions for Future Research

The presence of microcracks and crack-like porosity, which are often difficult to character-

ize or quantify, introduces structural sources of anisotropy that could significantly alter

the macroscopic response of these sedimentary rocks. While experimental techniques,

such as X-ray tomography, are advancing the microstructural assessment of shale, future

developments related to micromechanics modeling may include fracture formulations in

order to fully simulate and predict the behaviors of shale rock masses at scales relevant

to engineering applications.

The homogenization scheme designed to estimate the macroscopic mechanical behavior

needs to be updated for a four-phase material with prestress. In addition, the model can

be extended for a case of altered sandstone. The observed discrepancy on the strength

of sandstone can be attributed to micro-cracking during the geochemical alterations. A

deeper scrutiny of the reasons for this discrepancy is necessary. If it is confirmed that
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cracking is a governing mechanism of failure at the macroscopic scale, an extension of the

strength description that incorporates the fracture parameters needs to be developed.

Modeling of the sandstone and its phases has been performed within the framework

of continuum mechanics. The analogy of the mechanical behavior of sandstone with the

granular materials suggest however that the use of granular mechanics could be well-suited

to model sandstone. Such an analysis might help to explain the micro-cracking of feldspar

phases with geochemical alterations, which for now remains unexplained.

13.6 Perspectives

Civil infrastructures are usually built to last for at least for decades, sometimes for much

longer. For instance, nuclear waste storage sites are intended to retain structural integrity

for hundreds of years. Another example of these infrastructures are saline formations

for storage of supercritical CO2 where the storage sites are intended to retain structural

integrity for hundreds of years. For these critical structures, the knowledge of the material

behavior on time scales comparable to that of the structure is required. Obviously, this

is not experimentally practical without exposing the material for a long duration time or

an intensive environment for a shorter period of time.

This study suggests that to identify the fracture toughness and strength behavior prob-

ing the nanoscale enables an assessment of long term macroscopic behavior that is orders

of magnitude different in time scales. Given the potential impact of such an approach,

I hope this study will incite consideration of small scale testing and the equivalence of

length-time equivalence for other natural composites.
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constitutive model for shale and other anisotropic rocks. Journal of the Mechanics

and Physics of Solids 103, 155–178 (2017).

145. Ottner, F., Gier, S., Kuderna, M. & Schwaighofer, B. Results of an inter-laboratory

comparison of methods for quantitative clay analysis. Applied Clay Science 17, 223–

243 (2000).

146. Srodon, J., Drits, V. A., McCarty, D. K., Hsieh, J. C. & Eberl, D. D. Quantitative

X-ray diffraction analysis of clay-bearing rocks from random preparations. Clays

and Clay Minerals 49, 514–528 (2001).

147. Al-Jaroudi, S. S., Ul-Hamid, A., Mohammed, A.-R. I. & Saner, S. Use of X-ray

powder diffraction for quantitative analysis of carbonate rock reservoir samples.

Powder Technology 175, 115–121 (2007).

267



148. Hughes, R. E., Moore, D. & Glass, H. Qualitative and quantitative analysis of clay

minerals in soils. Quantitative Methods in Soil Mineralogy, 330–359 (1994).

149. Norrish, K. & Taylor, R. Quantitative analysis by X-ray diffraction. Clay Minerals

Bulletin 5, 98–109 (1962).

150. Weidler, P., Luster, J., Schneider, J., Sticher, H. & Gehring, A. The Rietveld method

applied to the quantitative mineralogical and chemical analysis of a ferralitic soil.

European Journal of Soil Science 49, 95–105 (1998).

151. Hillier, S. Accurate quantitative analysis of clay and other minerals in sandstones

by XRD: comparison of a Rietveld and a reference intensity ratio (RIR) method

and the importance of sample preparation. Clay Minerals 35, 291–302 (2000).

152. Moore, D. M. & Reynolds, R. C. X-ray Diffraction and the Identification and Anal-

ysis of Clay Minerals (Oxford university press New York, 1989).

153. Kahle, M., Kleber, M. & Jahn, R. Review of XRD-based quantitative analyses of

clay minerals in soils: the suitability of mineral intensity factors. Geoderma 109,

191–205 (2002).

154. Brindley, G. & Brown, G. Quantitative X-ray mineral analysis of clays. Crystal

Structures of Clay Minerals and their X-ray Identification 5, 411–438 (1980).

155. Jenkyns, H. The early Toarcian (Jurassic) anoxic event-stratigraphic, sedimentary,

and geochemical evidence. American Journal of Science 288, 101–151 (1988).

156. Tissot, B., Califet-Debyser, Y., Deroo, G. & Oudin, J. Origin and evolution of

hydrocarbons in early Toarcian shales, Paris Basin, France. AAPG Bulletin 55,

2177–2193 (1971).

157. Katz, B. in Petroleum Source Rocks 51–65 (Springer, 1995).

158. Bessereau, G., Huc, A. & Carpentier, B. Distribution of organic matter in the

Liassic series of the Paris basin: an example of organic heterogeneity in a source

rock interval. Generation, Accumulation and Production of Europe’s Hydrocarbons

II. Special Publication of the European Association of Petroleum Geoscientists 2,

117–125 (1992).

159. Kuuskraa, V., Stevens, S. H. & Moodhe, K. D. Technically recoverable shale oil

and shale gas resources: an assessment of 137 shale formations in 41 countries

outside the United States (US Energy Information Administration, US Department

of Energy, 2013).

268



160. Finn, T. M. & Johnson, R. C. Niobrara total petroleum system in the southwestern

Wyoming province. USGS Petroleum (2005).

161. Pollastro, R. M. & Scholle, P. A. Exploration and development of hydrocarbons

from low-permeability chalks–an example from the Upper Cretaceous Niobrara For-

mation, Rocky Mountain region (1986).

162. Coleman Jr, J. L., Milici, R. C., Cook, T. A., Charpentier, R. R., Kirshbaum, M.,

Klett, T. R., Pollastro, R. M. & Schenk, C. J. Assessment of undiscovered oil and

gas resources of the Devonian Marcellus Shale of the Appalachian Basin province

tech. rep. (US Geological Survey, 2011).

163. Vasconcelos, G., Lourenco, P., Alves, C. & Pamplona, J. Ultrasonic evaluation of

the physical and mechanical properties of granites. Ultrasonics 48, 453–466 (2008).

164. Sack, D. A. & Olson, L. D. Advanced NDT methods for evaluating concrete bridges

and other structures. NDT & E International 28, 349–357 (1995).

165. Hassan, M., Burdet, O. & Favre, R. Ultrasonic measurements and static load tests

in bridge evaluation. NDT & E International 28, 331–337 (1995).

166. Far, M. E., Hardage, B. & Wagner, D. Inversion of elastic properties of fractured

rocks from AVOAZ data Marcellus Shale example in 2013 SEG Annual Meeting

(2013).

167. Budiansky, B. On the elastic moduli of some heterogeneous materials. Journal of

the Mechanics and Physics of Solids 13, 223–227 (1965).

168. Hill, R. The essential structure of constitutive laws for metal composites and poly-

crystals. Journal of the Mechanics and Physics of Solids 15, 79–95 (1967).

169. Eshelby, J. D. The determination of the elastic field of an ellipsoidal inclusion, and

related problems. Proceedings of the Royal Society of London 241, 376–396 (1957).
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