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## Abstract

Establishing long-term human presence beyond low Earth-orbit will require cooperative use of emerging technologies, such as low-thrust solar electric propulsion, along with existing space exploration technologies. Trajectory analysis plays a key role in deciding the costs of using different propulsion technologies. Traditional trajectory design methods are usually confined to analyzing individual missions using high-thrust or low-thrust propulsion options - these techniques also do not usually consider the architectural aspects of the in-space network. On the other hand, determination of network architecture and mission sequence often relies on the expertise of mission designers. Thus, formulating and optimizing the problem as a multi-mission campaign can guide top-level decisions through rigorous mathematical modeling.

However, designing a multi-mission campaign with both propulsion options is generally computationally challenging due to the coupling of logistics network design and space transportation costs. Specifically, conventional space logistics planning methods are unable to account for the use of low-thrust vehicles for transportation due to the inherent nonlinear nature of associated costs. The aim of this work is to develop ways of handling low-thrust trajectory models within space logistics frameworks, so that propulsion technology trade-offs can be conducted internally.

This work develops two new frameworks for optimizing the combined use of low-thrust and highthrust propulsion options within campaign-level space logistics planning tools. The first framework uses a chromosomal representation of network arc parameters to drive a multiobjective genetic algorithm that explores the tradespace. The second framework combines the generalized multicommodity network flow model with novel event-based time steps for dynamic space logistics optimization in the presence of nonlinear flight times associated with low-thrust transportation.

These methodologies are applied to the case study of Apollo-style crew missions to the lunar surface supported by in-space refueling via predeployed tanks delivered by cargo tugs. Although
the costs for high-thrust trajectories are a part of the inputs to the formulation, the costs for lowthrust trajectories are determined internally because of their dependence on the thrust-to-mass ratio. For an efficient evaluation of low-energy, low-thrust transfers in the Earth-moon system, an approximation method is implemented based on a Lyapunov feedback control law called Q-law, and dynamical systems theory. This preliminary trajectory design technique is validated against literature sources and is then used to closely estimate the costs associated with cargo deliveries using low-thrust tugs.

Numerical results from the new space logistics frameworks reveal campaign profiles where highthrust and low-thrust propulsion options can be used cooperatively to achieve substantial improvement over the baseline no-refuel cases. These results also present multiple options that involve in-space propellant storage and transfer, deep-space rendezvous, and solar electric propulsion tugs for cargo delivery. By trading mission costs with campaign duration, these methods help quantify the impact of low-thrust solar electric propulsion in logistics supply planning.
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## Chapter 1

## Introduction

### 1.1 Background

Next-generation space exploration targets are set at sending humans to destinations that are beyond the International Space Station in Low Earth Orbit (LEO), and even past the moon, with the ultimate goal of reaching Mars. A metro map representation of nodes, potentially of interest as transit or target destinations, is shown in Figure 1.1. The road to Mars is expected to be paved


Figure 1.1: Metro-style map of near-term space exploration network illustrating a sample set of potential nodes of interest
with near-term missions to cislunar space meant to fill "strategic knowledge gaps" and progressively build up in-space capabilities. Many suggested architectures for Mars exploration campaigns call for the deployment of new space assets [1], for example, the idea of establishing an orbital outpost in the cislunar space called the Lunar Orbital Platform-Gateway has gained momentum recently. Such initiatives will require multiple long-duration missions; achieving exploration goals in an affordable manner will require a shift in perspective from designing independent missions to finding campaign-
level solutions, where missions can interact with each other in a concerted manner.
In this pursuit of sustaining future human space exploration activities, mathematical modeling can be used to optimize campaign profiles, instead of relying solely on mission designer expertise and intuition. Specifically, space logistics and supply chain planning tools can aid in the design of effective multi-mission campaigns; however, this field has not received adequate attention due to the limited nature of manned missions conducted thus far. The International Space Station (the current largest space facility) is located very close to the Earth and has been maintained by regular resupply of consummables. The only manned ventures beyond LEO were the Apollo missions, which landed humans on the lunar surface. These missions were short duration and required only a modest load of supplies/equipment, and thus were amenable to the carry-along-only strategy, where all required supplies were transported with the crew. However, future space campaigns to expand human activities beyond LEO, to destinations such as near-Earth objects or Mars for example, will be more complex and will need logistics strategies beyond resupply-only or carry-along-only.

Space logistics can also be better managed by taking advantage of new technologies being developed for the purposes of supporting long-term human exploration. For example, chemical propulsion systems are heavily relied upon currently to provide transport, but they possess low cargo capacities when compared to their total system mass. Maturing technologies such as low-thrust solar electric propulsion (SEP) systems can deliver higher mass fractions to their final destinations, albeit at the cost of long flight times. Other advancements such as in-situ resource utilization (ISRU), in-space manufacturing, and on-orbit propellant storage depots can also help expand exploration capabilities in incremental steps. Space logistics planning methods must be able to balance all associated costs of using these new emerging technologies in order to devise robust strategies.

Existing logistics tools for space supply chain management are based on terrestrial analogues. Extensive investigations of terrestrial logistics problems and associated solution methods have been conducted in the past [2]. However, the challenges of space exploration are vastly different from those of its terrestrial analogues. Transportation of commodities is vastly more expensive - using current propulsion technologies, the final deliverable mass is a very small fraction of the total system mass required. Trajectory considerations like launch windows, gravitational assists and low-energy
pathways can further complicate analysis. Additionally, current space logistics and supply chain optimization tools are unable to incorporate the vastly different paradigm of low-thrust (i.e., SEP) transfer costs. Briefly, this is because the associated costs are inherently nonlinear and require the trajectory itself to be designed.

Thus, the current need is for logistics and supply chain tools that can help mission designers make architectural decisions regarding space exploration campaigns by trading off cost, time and technology. Such tools will be able to conduct top-level trades in an automated manner and evaluate potential approaches to meeting the long-term strategic objectives. More importantly, by exploring a broad range of logistics strategies and supply chain tradespaces, solutions may emerge that expertise-based designs could miss.

The main purpose of this research is to develop a new way to optimize space logistics planning that also considers the effects of using different propulsion technologies cooperatively in the design of the supply chain network. The subsequent section presents a brief background about existing space logistics methods and their drawbacks specifically with regards to modeling low-thrust propulsion technologies, before explaining the current research objective in further detail.

### 1.2 Existing Space Logistics Frameworks

The field of campaign-oriented supply chain logistics planning for the purposes of space exploration has its roots in MIT's Space Logistics Project. This program gave rise to the network modeling approach to space logistics, resulting in an open-source discrete-event simulator called SpaceNet [3,4]. Use of metaheuristic algorithms to optimize commodities flow was also suggested $[5,6]$ as a part of the project. The modeling paradigms developed by the program have been continually refined over time and recently produced the generalized multi-commodity network flow (GMCNF) formulation $[7,8]$, along with its time-expanded variant [9]. Based on mixed-integer linear programming (MILP) formulations, they are both powerful formulations applicable to a broad range of space logistics scenarios.

The GMCNF model uses a graph-theoretic approach to cast the space exploration map into a network, with nodes corresponding to the candidates for surface destinations, orbits and staging locations. Arcs connecting these nodes represent directional flow of materials between nodes and
their associated costs. The mathematical formulation aims to minimize the cost of flow of commodities such as spacecraft, crew, cargo, propellant, etc. between these nodes. It builds on the basic minimum cost flow formulation, where demand/supply constraints are applied at the network nodes to conserve mass flow across the entire network. This basic model is "generalized" to account for flows with gains/losses, e.g., consumption of resources for arc transportation. This generalized model was then further upgraded to allow multiple commodities to flow within the network and include formulation to simulate their interactions, e.g. capacity constraints across arcs or conversion of resources from one type to another. Thus, the generalized multicommodity network flow (GMCNF) model emerged and was applied to campaign-level space logistics network problems with resource generation nodes. It enforces linear relationships in the form of mass balance constraints at the nodes, and flow transformation and concurrency constraints on the arcs. Considering a linear objective function, mixed-integer linear programming (MILP) solvers are then used to derive the optimal logistics strategy.

The major drawback of the conventional GMCNF model was its inability to deal with timerelated behavior correctly, which resulted in time paradoxes and infeasible flow-generation loops. These shortcomings related to the static nature of the original GMCNF model were addressed by its time-expanded variant (i.e. the TE-GMCNF model), which assimilated the time dimension by duplicating the entire static network at discrete time steps and connecting them via holdover arcs. The TE-GMCNF model can be used to solve a space logistics problem if its dynamic behavior can be discretized using known time steps. Both models are predicated on the linearity of constraints and the objective function.

However, many of the costs and constraints arising from incorporating emerging technologies into supply chain logistics planning are inherently nonlinear. For example, the cost of traveling on an arc where an SEP spacecraft is the propulsive element depends on the total mass of all commodities being transported by the spacecraft. This means that the time of flight for low-thrust SEP propulsion systems is coupled to the amount of payload that needs to be delivered. Since the flight time between nodes is not fixed in this case, the discrete time steps used to set up the TE-GMCNF model cannot be pre-calculated. Fine or adaptive time-step discretization could be employed to capture low-thrust trajectory costs correctly, but this induces an increase in complexity
and in computational time. Hence, the inherently complex costs of low-thrust transportation cannot yet be captured in existing logistics modeling frameworks in a computationally efficient manner.

In light of this background and motivated by it, the current work develops ways of integrating low-thrust propulsion technologies into space logistics and supply chain planning in a computationally efficient manner. This will help maximize exploration capabilities even in early concept-design phases by aiding technology selection for optimal transportation architecture.

### 1.3 Research Objective

The aim of this research is to develop a unified space logistics method to design effective space campaigns that make use of both high-thrust and low-thrust propulsion technologies. By doing so, the tradespace of astrodynamics studies will be broadened and campaign designers will be able to explore architectural options that use different propulsion technologies cooperatively. This will also involve concurrent optimization of the network itself, which will be composed from a set of potential nodes.

The specific case study considered here is a campaign for sustaining short-duration crew missions to the lunar surface through in-space refueling support provided by predeployed resupply propellant. Propellant depots, long considered to support sustainable spacefaring activities [10,11], can be delivered to their operational locations before the crew missions commence. While the crew missions themselves will use high-thrust vehicles, the propellant depots can be predeployed to their orbital locations using a fleet of cargo delivery vehicles consisting of high-thrust and low-thrust tugs. By optimizing the problem as a tightly-integrated campaign (rather than single-launch isolated missions), cheaper solutions can be found that still conform to the crew time of flight constraint by relaxing the overall time required.

To illustrate this point, let us consider the Apollo missions. These missions comprised of a fully-fueled vehicle stack launched to lunar orbit in a single launch, where the Translunar Injection (TLI) was provided by the launch vehicle's upper stage and all other maneuvers were conducted by the Command+Service Module or the Lunar Module. The tradespace typically consists of comparing initial mass in LEO (IMLEO) costs with mission flight time, where the maximum limit on the time allowed arises from the limitations on how long the crew can spend in deep space. This
limitation prohibits the use of SEP vehicles alone for crew journeys in the cislunar region, unless fuel efficiencies are pushed beyond the current envelope and/or very large solar arrays can be used to provide megawatts of power.


Figure 1.2: Transformation of objectives for typical Pareto front

However, if we move toward "distributed" launch architectures, the fuel for the crewed spacecraft can be delivered in advance to certain way stations along the crew's path, along with cargo not required by the crew during the journey. This strategy also lets mission designers circumvent the necessity of using super heavy-lift launch vehicles for crew launch. These refueling stations can be delivered using propulsion or trajectory options that are not normally considered for crewed spacecrafts, e.g. using cheaper transfers that may be long duration or using solar electric propulsion tugs. The tradespace then expands along the axis that denotes the total campaign duration, as shown in Figure 1.2. An example shape of the expected Pareto-front of IMLEO vs. campaign duration is also sketched out; all prospective solutions will lie above this frontier.

In this problem of refueling the crewed spacecraft during its journey, the final destination and mass delivery requirements for each of the cargo missions are decided by the profile of the crew missions. Additionally, the cargo vehicles used to deliver the refueling tanks must be chosen from an available fleet of vehicles, but the tug choices are unknown a priori. Any newly developed logistics and supply chain planning framework must be capable of optimizing the campaign along these dimensions (at minimum).

In further chapters, two frameworks are developed to help mission designers quickly obtain the Pareto front of cost versus time by optimizing propellant supply locations for crew missions concurrently with propulsion technology options (i.e., high-thrust or low-thrust) for corresponding
cargo deliveries. Both models are demonstrated for a return-to-the-Moon campaign, a case study that is derived from the Apollo missions but with added in-space refueling support for the crew. In the first framework, the problem is formulated in a combinatorial manner that allows for the use of multiobjective heuristic optimization algorithms. Its main drawback is the non-deterministic nature of solutions, with no guarantee of producing same results on successive runs or of optimality. Also, the formulation uses some assumptions to bound the problem size. This limiting assumption is eliminated in the second framework, which uses a new event-driven approach to discretizing the time dimension associated with the GMCNF logistics model.

An important aspect of this problem is the computation of setup costs of the in-space supply chain using available propulsion technologies. These mission costs are derived from the transportation of crew and cargo across the network. Many previous researchers have designed both highthrust and low-thrust trajectories in the cislunar region. However, these studies do not consider the tradeoff between propulsion technologies for the purposes of meeting campaign-level objectives, which the current study aims to elaborate.

Transportation costs associated with the use of high-thrust propulsion systems can be modeled adequately using the impulsive-burn assumption, which means that they will be independent of the total mass. However, the transfer costs of low-thrust trajectories are coupled to the spacecraft's thrust-to-mass ratio (or thrust acceleration) due to the continuous-burn nature of the corresponding propulsive maneuvers. Thus, the costs for employing SEP have to be calculated internally by designing the trajectory itself. As is pertinent to the case study, these low-thrust transfers can further leverage the low-energy pathways found in the cislunar region. These combined low-energy low-thrust (LELT) trajectories are complex - existing design techniques do not align well with the needs of campaign-level analysis. Thus a new preliminary LELT trajectory design method is developed, and applied to the current case study to calculate the cost models required within the space logistics planning frameworks.

Mathematical modeling of space logistics in the manner developed in this work can support campaign-level architectural decisions where different propulsion technologies can be traded-off to predeploy mission elements. This new approach has a higher potential of sustaining longterm human space exploration as local design decision-making can be replaced by campaign-level
optimization.

### 1.4 Thesis Overview

Figure 1.3 represents the outline of this thesis. Beyond the current introduction, the contents are organized as follows:


Figure 1.3: Thesis Outline

- Chapter 2 first provides a brief summary of dynamical system theory as applicable to the design of trajectories in the current case study. Then, the method developed for preliminary design of low-energy low-thrust trajectories in a three-body system is described. The efficiency and effectivity of the developed method is quantified by comparing it with methods and results that already exist in the literature.
- Chapter 3 details the problem setting and parameters of the case study, along with the
low-thrust cost model derived for it using the methods developed in the previous chapter.
- Chapter 4 describes the first solution methodology developed to concurrently optimize the space exploration network and the propulsion technology type within a campaign. The tradespace of parameters associated with all network arcs is evaluated using a multiobjective genetic algorithm. Optimal predeployment strategies are calculated for a campaign of one, two, or three human lunar missions, thus quantifying the game-changing impact of low-thrust propulsion for logistics supply planning in the selected case study.
- Chapter 5 presents an improved network logistics optimization framework, based on the GMCNF formulation. A new event-driven discretization is proposed for modeling dynamic behavior, so that the computational efficiency and robustness of using mixed-integer linear programming techniques can be realized. This second framework makes the problem formulation more general and is capable of exploring a wider tradespace of campaign architectures. Higher quality solutions are obtained, some displaying interesting interactions between missions that could be missed in a mission-wise analysis.
- Finally, Chapter 6 concludes this thesis by summarizing the key contributions and providing some ideas for future avenues for continuing this work.


## Chapter 2

## Preliminary Design of Low-Energy Low-Thrust Transfers in Cislunar Space

### 2.1 Introduction

Dynamical structures inherent to the circular restricted three-body system have been shown to play a significant role in the design of optimal spacecraft trajectories $[12,13]$ by providing lowenergy pathways, e.g. the "interplanetary superhighway network" for transport within the solar system [14], or the "petit grand tour" of the Jovian moons [15]. These low-energy pathways are of specific interest within the cislunar region for potential applications in near-term space infrastructure deployment. Within this region, the unstable halo orbits around the collinear Earth-moon Lagrange points $L_{1}$ and $L_{2}$ are being examined to serve as staging nodes for the expansion of human space activities [11]. Trajectories that leverage these unstable periodic orbits and their associated invariant manifolds allow transfers within the cislunar region for lower costs than conventional transfers [16]. Missions such as Hiten [17] and ARTEMIS [18] (among others) have demonstrated the use of these routes to accomplish low-cost transport in the Earth-moon system. Other missions such as Genesis [19] have used similar pathways in the sun-Earth system.

Achieving these same transfers with low-thrust propulsion is currently a growing research field because higher mass fractions can be delivered, albeit at the cost of longer times of flight. A sample low-thrust trajectory between Earth and a halo orbit can be conducted by breaking up the journey into two phases - a spiral thrust arc and a coast arc. The multi-revolution thrust phase connects the given Earth parking orbit to the coasting phase on the invariant manifolds associated with the halo orbit. Previous studies have used different thrusting strategies to design such transfers by casting them into optimal control problems and using gradient-based techniques like nonlinear programming (NLP) to solve them. Senent et al. [20] studied low-thrust transfers to libration point orbits in the sun-Earth/moon system via their manifolds using variable specific impulse engines.

A similar problem in the Earth-moon three-body system was solved by Ozimek and Howell [21] by employing iterative continuation to lower the thrust value until problem constraints were satisfied. Other efforts by Mingotti et al. [22-26] used the concept of attainable sets to seed initial guesses for low-energy low-thrust transfers in the Earth-moon system and sun-perturbed Earth-moon system, as well as in the sun-Earth/moon system. Constant specific impulse engines were assumed for these trajectories. Martin and Conway [27, 28] further refined the solution to the Earth-to-halo transfer problem by including the low-thrust escape spiral as a part of the optimization setup. Optimal low-energy low-thrust transfers commencing with ballistic escape from Earth-orbit (i.e., impulsive maneuver provided by launch vehicle) in patched three-body problems have also been studied [29, 30].

Solving these optimal control problems usually requires the mission designer to seed initial guesses using an understanding of the underlying dynamics (e.g., through the use of Poincaré sections) or generate them by solving a homotopically similar problem or continuation techniques. This task can be non-trivial and time consuming. Additionally, solving the fully-formulated optimal problem can be computationally intensive as it can suffer from the curse of dimensionality typically associated with transfers consisting of significant spiraling (on the order of tens or hundreds of revolutions) and the iterative nature of NLP methods. Since these methods usually consume substantial computational resources to generate single point solutions, they do not lend themselves well to rapid trade studies.

To alleviate this issue, simpler shape-based methods or feedback-driven control laws can be used to design the spiral thrust arcs as orbital transfers around the primary bodies. Shape-based lowthrust trajectory design methods usually assume tangential control direction and output the thrust levels needed to achieve the transfer $[31,32]$. In the past, they have been wrapped inside stochastic solvers to determine the best solutions that satisfy practical engineering constraints [33, 34]. On the other hand, feedback control laws are pertinent for designing trajectories that constant-thrust constant-specific impulse engines can execute. These control laws use Lyapunov control theory [35, $36]$ or blend optimal control directions [37,38] for each orbital element to calculate the thrust profile using knowledge of only the current and target states. The steering direction provided by blending optimal control directions is adequate for simpler problems, but Lyapunov-based control laws are
usually more robust to the demands of complex transfers. Though generally suboptimal, they can be used to generate fully feasible initial guesses for higher-fidelity gradient-based optimization methods since they use significantly less computational resources and are relatively easy to implement. This also allows them to serve as good approximations for calculating the costs associated with a transfer, namely the propellant mass consumed and the time of flight.

The problem of designing low-energy low-thrust (LELT) trajectories is a challenging one due to the many revolutions required for the transfer as well as coordinating the use of coast arcs with the system dynamics. Existing methods of designing LELT transfers are ineffective for preliminary trajectory analysis because of high computational effort and the need for successive preprocessing. This gap is critical for the planning of support and logistics for crew missions, where early-stage mission analysis tools capable of quick tradespace exploration are required. In response to this literature gap, a preliminary LELT transfer design method was developed using a Lyapunov-feedback control law called Q-law within a particle swarm optimization (PSO) algorithm.

This method, designated QLEPSO, is detailed in the current chapter. The three-body dynamics are developed first in Section 2.2, so that the concept of low-energy pathways can be explained. This introductory section will present the pertinent fundamental concepts; for more detailed expositions, the reader is referred to external literature sources, e.g. [39-41]. Next, the feedback control law, called Q-law, used for the design of low-thrust trajectory segments is introduced in Section 2.3. The rest of the chapter (from Section 2.4 onward) will put these together and deal with the design of low-energy low-thrust (LELT) trajectories for the purpose of estimating transfer costs as required in space logistics modeling (detailed in later chapters).

### 2.2 Low-Energy Dynamical Model: Circular Restricted Three-Body Problem

The circular restricted three-body (CR3B) model is used throughout this work to represent the Earth-moon system as an adequate first approximation. It provides a simplified system to qualitatively capture the fundamental dynamical behavior of a spacecraft in cislunar space. Dynamical systems theory can be applied to this system to extract useful long-term qualitative behavior from
the representative coupled differential equations. The CR3B model shown in Figure 2.1 describes the motion of an infinitesimal point mass $P_{3}$ (of mass $m_{3} \approx 0$ ) under the gravitational influence of two primary bodies $P_{1}$ and $P_{2}$ (with masses $m_{1}$ and $m_{2}$ respectively, such that $m_{1}>m_{2} \gg m_{3}$ ). Thus, by virtue of "restricting" the mass of $P_{3}$, its influence on the motion of the primaries can be neglected. Further, the frame of reference ( $\mathbf{x}-\mathbf{y}-\mathbf{z}$ axes) is centered at the barycenter of $P_{1}$ and $P_{2}$, and allowed to rotate with a constant angular velocity matching the motion of these primaries around their barycenter. The use of this non-inertial reference frame, also called the synodic frame, reduces the number of first-order differential equations required to describe the system from the 18 required in the inertial frame $(\eta-\xi-\zeta$ axes $)$ to 6 .


Figure 2.1: Geometry of the circular restricted three-body problem.

This system is further nondimensionalized for efficient numerical scaling - the synodic distance unit ( $\mathrm{DU}_{\text {syn }}$ ) corresponds to the distance between the primaries $P_{1}$ and $P_{2}$, the normalized mass unit takes the combined value of the primary masses $\left(=m_{1}+m_{2}\right)$, and finally the synodic time unit ( $\mathrm{TU}_{\text {syn }}$ ) is chosen to make the orbital period of the primaries about the system barycenter equal to $2 \pi$. The value of $\mathrm{TU}_{\text {syn }}$ is achieved by setting the universal gravitational constant $G$ to unity.

The system can now be described using a single parameter, the mass ratio $\mu$, which is defined as:

$$
\mu=\frac{m_{2}}{m_{1}+m_{2}} .
$$

By definition, $m_{1} \geq m_{2}$ and so $\mu \in[0,0.5]$. Thus, the masses of the two primaries can also been normalized as $P_{1}=(1-\mu)$ and $P_{2}=\mu$, with their orbital distance measured from the system barycenter as $\mu$ and $(1-\mu) \mathrm{DU}_{\mathrm{syn}}$ respectively. Using these conventions, the motion of the particle $P_{3}$ can be described by the following system of equations:

$$
\begin{align*}
\ddot{x}-2 \dot{y} & =\frac{\partial \Psi}{\partial x} \\
\ddot{y}+2 \dot{x} & =\frac{\partial \Psi}{\partial y}  \tag{2.1}\\
\ddot{z} & =\frac{\partial \Psi}{\partial z}
\end{align*}
$$

where potential function $\Psi=\frac{1}{2}\left(x^{2}+y^{2}\right)+\frac{1-\mu}{\sqrt{(x+\mu)^{2}+y^{2}+z^{2}}}+\frac{\mu}{\sqrt{(x-1+\mu)^{2}+y^{2}+z^{2}}}$.
As formulated in the rotating/synodic reference frame, the above system of equations is time invariant. This allows a possibility of stationary or equilibrium points where the gravitational influences of both primary bodies are balanced against the centripetal forces. Five such points of equilibrium emerge in the circular three-body problem, called the Lagrange points. These stationary points $\left(x^{*}, y^{*}, z^{*}\right)$ can be obtained by setting the acceleration and velocity terms in Equation (2.1) to zero:

$$
\begin{align*}
-x^{*} & =-\frac{(1-\mu)\left(x^{*}+\mu\right)}{\left(r_{1}\right)^{3}}-\frac{\mu\left(x^{*}-1+\mu\right)}{\left(r_{2}\right)^{3}},  \tag{2.2}\\
-y^{*} & =-\frac{(1-\mu) y^{*}}{\left(r_{1}\right)^{3}}-\frac{\mu y^{*}}{\left(r_{2}\right)^{3}},  \tag{2.3}\\
0 & =-\frac{(1-\mu) z^{*}}{\left(r_{1}\right)^{3}}-\frac{\mu z^{*}}{\left(r_{2}\right)^{3}}, \tag{2.4}
\end{align*}
$$

where $r_{1}=\sqrt{\left(x^{*}+\mu\right)^{2}+\left(y^{*}\right)^{2}+\left(z^{*}\right)^{2}}$ and $r_{2}=\sqrt{\left(x^{*}-1+\mu\right)^{2}+\left(y^{*}\right)^{2}+\left(z^{*}\right)^{2}}$.
Equation (2.4) can only hold if $z^{*}=0$, which then couples equations (2.2) and (2.3). The first
set of equilibrium points arise when $y^{*}=0$ also, thereby resulting in:

$$
\begin{equation*}
x^{*}=\frac{(1-\mu)\left(x^{*}+\mu\right)}{\left|x^{*}+\mu\right|^{3}}+\frac{\mu\left(x^{*}-1+\mu\right)}{\left|x^{*}-1+\mu\right|^{3}} . \tag{2.5}
\end{equation*}
$$

This quintic equation in $x^{*}$ can be solved numerically to obtain three real solutions, corresponding to the location of the three collinear Lagrange points $\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right.$ and $\left.\mathrm{L}_{3}\right)$ - these points lie one each on either side of the primaries and one in between them in the rotating frame. Two other equilibria result when $r_{1}=r_{2}=1$ is substituted into Equations (2.2) - (2.4). These equilateral Lagrange points ( $L_{4}$ and $L_{5}$ ) lead and lag the smaller primary by $60^{\circ}$ respectively. All five Lagrange points are marked in Figure 2.2.


Figure 2.2: Equilibrium points in the CR3BP (Lagrange points).

The CR3B system thus defined admits a single integral of motion, commonly referred to as the Jacobi integral or Jacobi energy:

$$
\begin{equation*}
C=2 \Psi-\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right) \tag{2.6}
\end{equation*}
$$

As this is the only quantity that is conserved in the system described by 6 differential equations, no analytical solution exists for the circular restricted three-body problem.

### 2.2.1 Periodic Orbits

Linear stability analysis of the collinear Lagrange points reveals them to be unstable [42], thereby giving rise to many families of periodic and quasi-periodic orbits in their vicinity. Of particular interest in the current work, halo orbits are one such family of non-planar periodic solutions. Continuous families of both Northern and Southern halo orbits exist at each collinear Lagrange point. Sample Northern halo orbits in Earth-moon $\mathrm{L}_{1}$ and $\mathrm{L}_{2}$ are shown in Figure 2.3 and colored according to their Jacobi energy - corresponding Southern halo orbits can be obtained by reflecting these across the X-Y plane. Even within the idealized CR3B problem framework, maintaining a spacecraft in a halo orbit will require active station-keeping as they are dynamically unstable.


Figure 2.3: Northern halo orbits at $E M L_{1}$ and $E M L L_{2}$.

These halo orbits (and other periodic orbits) can be generated through numerical means, though analytical approximations can be obtained in certain cases through linearization. In recent work, determining such periodic solutions has been formulated as a nonlinear optimization problem where the objective is to minimize the difference between initial and final states (i.e. position and velocity) at the end of integrating the system equations for some specified time period [27]. In the current work, the above nonlinear optimization problem is solved by direct transcription and fifth-order Gauss-Lobatto collocation [28, 43], with the initial guess solution provided by Richardson's thirdorder analytical approximation [44]. Once a single halo orbit has been generated, pseudo-arclength
continuation can be used to generate other members of the same family. A detailed description of these techniques as it pertains to the current problem is provided in Appendix A.

### 2.2.2 Invariant Manifolds

Unstable periodic orbits in the CR3B system have invariant manifolds associated with them. For halo orbits, these manifolds are tube-like structures that allow low-energy transport in the threebody system by virtue of their asymptotic arrival at/departure from the orbit. The manifolds of a sample $\mathrm{L}_{1}$ halo orbit in the Earth-moon system are shown in Figure 2.4.


Figure 2.4: Stable (in green) and unstable (in pink) manifolds of an EML $_{1}$ halo orbit with out-of-plane amplitude $\mathrm{A}_{z}=8000 \mathrm{~km}$.

In order to generate the invariant manifolds associated with unstable periodic orbits in the CR3B system, one must begin with the state transition matrix (STM) corresponding to the orbit. An STM, given as $\boldsymbol{\Phi}\left(t, t_{0}\right)$, simply maps the final state of a given dynamical system at time $t$ to its initial state at time $t_{0}$ as:

$$
\begin{equation*}
\mathbf{X}(t)=\boldsymbol{\Phi}\left(t, t_{0}\right) \mathbf{X}\left(t_{0}\right) \tag{2.7}
\end{equation*}
$$

The STM can be useful in gauging the sensitivity of the system's final state to the specified initial conditions, and is propagated using:

$$
\begin{equation*}
\dot{\mathbf{\Phi}}\left(t, t_{0}\right)=\mathbf{A}(t) \boldsymbol{\Phi}\left(t, t_{0}\right) \tag{2.8}
\end{equation*}
$$

where $\boldsymbol{\Phi}\left(t_{0}\right)=\mathbb{I}$. The state propagation matrix A for the CR3B problem is given by:

$$
\mathbf{A}=\frac{\partial \dot{\mathbf{X}}}{\partial \mathbf{X}}=\left[\begin{array}{cccccc}
0 & 0 & 0 & 1 & 0 & 0  \tag{2.9}\\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\bar{\Psi}_{x x} & \bar{\Psi}_{x y} & \bar{\Psi}_{x z} & 0 & 2 & 0 \\
\bar{\Psi}_{y x} & \bar{\Psi}_{y y} & \bar{\Psi}_{y z} & -2 & 0 & 0 \\
\bar{\Psi}_{z x} & \bar{\Psi}_{z y} & \bar{\Psi}_{z z} & 0 & 0 & 0
\end{array}\right]
$$

where $\bar{\Psi}=\frac{1}{2}\left(x^{2}+y^{2}\right)+\frac{1-\mu}{\sqrt{(x+\mu)^{2}+y^{2}+z^{2}}}+\frac{\mu}{\sqrt{(x-1+\mu)^{2}+y^{2}+z^{2}}}+\frac{1}{2} \mu(1-\mu)$, and terms like $\bar{\Psi}_{x x}$ represent the second derivative of $\bar{\Psi}$ with respect to the corresponding state vector component/s. By combining Equations (2.7)-(2.9) and propagating them together with Equation (2.1), the system state and its STM can be obtained at any time.

The first step in generating the manifolds associated with any unstable periodic orbit is to obtain the orbit's STM at the end of a full revolution. If $T$ is the orbital period, this STM $\boldsymbol{\Phi}\left(t_{0}+T, t_{0}\right)$ (also called the monodromy matrix) can be used to characterize the stability of the periodic orbit under consideration [39,41,45]. Furthermore, its eigenvectors are useful in identifying the directions of the stable and unstable manifolds. The monodromy matrix of periodic solutions in the CR3B system has six eigenvalues $\lambda_{i}(\mathrm{i}=1,2,3 . .6)$ corresponding to the eigenvectors $\mathbf{V}_{i}$. Due to the symplectic nature of the monodromy matrix, its eigenvalues occur in reciprocal pairs. Additionally, the existence of the Jacobi integral in the CR3B system renders one pair equal to unity. The relationships between the three reciprocal pairs of eigenvalues of the monodromy matrix
that specifically apply to unstable halo orbits are listed below:

$$
\begin{align*}
& \lambda_{1}=\frac{1}{\lambda_{2}} \quad\left(\lambda_{1}, \lambda_{2} \text { are real with } \lambda_{1}>1\right), \\
& \lambda_{3}=\lambda_{4}^{*} \quad\left(\lambda_{3}, \lambda_{4} \text { are complex with }\left|\lambda_{3}\right|=\left|\lambda_{4}\right|=1\right),  \tag{2.10}\\
& \lambda_{5}=\lambda_{6}=1 .
\end{align*}
$$

The invariant manifolds of a halo orbit are locally linearly approximated by perturbing the eigenvectors that correspond to $\lambda_{1}$ and $\lambda_{2}$, labeled $\mathbf{V}^{U}$ and $\mathbf{V}^{S}$ respectively. The stable manifold $\left(W^{S}\right)$ is defined as the set of all trajectories that asymptotically approach the orbit along its stable eigenvector as time goes to infinity. Similarly, the set of trajectories departing the orbit along its unstable eigenvector comprise its unstable manifold $\left(W^{U}\right)$, i.e. they approach the orbit as time goes to negative infinity. The instantaneous eigenvectors can either be calculated at each point along the discretized orbit, or they can be obtained by simply propagating them by using the STM. Thus, the stable and unstable eigenvectors at time $t$ along the orbit, denoted by $\mathbf{V}_{t}^{S}$ and $\mathbf{V}_{t}^{U}$, can be determined by propagating the eigenvectors of the monodromy matrix (i.e., $\mathbf{V}^{S}$ and $\mathbf{V}^{U}$ ) using the state transition matrix as:

$$
\begin{align*}
\mathbf{V}_{t}^{S} & =\boldsymbol{\Phi}\left(t, t_{0}\right) \mathbf{V}^{S}  \tag{2.11}\\
\mathbf{V}_{t}^{U} & =\boldsymbol{\Phi}\left(t, t_{0}\right) \mathbf{V}^{U} .
\end{align*}
$$

These instantaneous eigenvectors are normalized before use in manifold generation. Note that the eigenvalues themselves remain constant along a given periodic orbit in the CR3B system; it is only their corresponding eigenvectors that vary along the orbit.

At any point along the orbit, the invariant manifolds are mapped by perturbing the state along the corresponding eigenvector. A small perturbation $\epsilon$ is applied to the state $\mathbf{X}(t)$ to obtain the perturbed state at time $t$ along the orbit:

$$
\begin{align*}
& \mathbf{X}_{S}=\mathbf{X}(t) \pm \epsilon \mathbf{V}^{S}  \tag{2.12}\\
& \mathbf{X}_{U}=\mathbf{X}(t) \pm \epsilon \mathbf{V}^{U} .
\end{align*}
$$

These perturbed states are propagated using Equation (2.1) to obtain the complete set of globalized manifolds associated with the three-body periodic orbit. The propagation is conducted backward
in time to generate the stable manifold and forward in time for the unstable manifold. A body of negligible mass placed on the stable manifold approaches the three-body periodic orbit asymptotically, while it can depart the same orbit on its unstable manifold. For certain orbital energies (characterized by the Jacobi integral), these manifolds structurally resemble tubes; however, this tube-like structure is lost in regions of dynamic instabilities such as close encounters with either of the primary bodies. Each type of manifold consists of two branches, one that initially moves towards the larger primary in the system and the other that initially moves away from it.

The magnitude of the disturbance $\epsilon$ used to map the manifolds must be chosen judiciously - it must be small enough to retain the validity of the local linear approximation used to generate the manifolds, but also large enough to move away from the periodic orbit within a practical timespan. The choice of this $\epsilon$ (within a reasonable range) only alters the time taken by the manifold to approach/depart the three-body orbit, leaving its characteristics far away from the orbit almost unchanged.

### 2.3 Low-Thrust Orbital Transfers: Q-law

A complete LELT trajectory consists of a manifold segment (where the spacecraft coasts), and a spiral thrust segment that connects the spacecraft's parking orbit to the manifold. The manyrevolution thrusting phase of the transfer is approximated using a Lyapunov feedback control law called Q-law, developed by Petropoulos [36, 46] for designing low-thrust orbital transfers. The native version of this algorithm is presented in this section - modifications to it for use within QLEPSO are described later in Section 2.4.

Q-law decides the thrust direction at any point during the trajectory based on the "remaining distance to go" and can target defined changes in all orbital elements except true anomaly. It has been previously used successfully to provide good initial guesses for optimal transfers [47, 48] using constant specific impulse, constant thrust engines in a two-body system model. This feedback control law provides a non-iterative alternative to calculating a low-thrust transfer between arbitrary orbits, thereby providing a computationally efficient control law.

The basis of calculating these transfers is the following proximity quotient $Q$, a candidate

Lyapunov function that quantifies the proximity of the current orbit to the target orbit [36]:

$$
\begin{equation*}
Q=\left(1+W_{p} P\right) \sum_{\propto} W_{\infty} S_{\propto}\left[\frac{d\left(\propto, \propto_{T}\right)}{\dot{x}_{\mathrm{xx}}}\right]^{2} \tag{2.13}
\end{equation*}
$$

where $\propto$ denotes the instantaneous values of the orbital elements being targeted and the subscript $T$ denotes their target values. The orbital elements that can be targeted are semi-major axis (a), eccentricity $(e)$, inclination $(i)$, argument of periapse $(\omega)$, and longitude of ascending node $(\Omega)$. $W_{p}$ and $W_{\propto}$ are scalar weights such that $W_{\propto}$ is non-zero for the elements being targeted and $W_{p}$ is non-zero when enforcing a minimum-periapse-radius condition using the penalty function $P$ :

$$
\begin{equation*}
P=\exp \left[k\left(1-\frac{r_{p}}{r_{p_{\min }}}\right)\right] \tag{2.14}
\end{equation*}
$$

where $k$ is a constant, $r_{p}=a(1-e)$ and $r_{p_{\text {min }}}$ is the desired lower limit for the osculating periapse radius. $S_{\infty c}$ is the scaling function and is suggested to have the following form in order to aid convergence of the semi-major axis to its target value:

$$
S_{\infty}= \begin{cases}{\left[1+\left(\frac{a-a_{T}}{m \cdot a_{T}}\right)^{n}\right]^{\frac{1}{r}}} & \text { for } x=a  \tag{2.15}\\ 1 & \text { for } \propto=e, i, \omega, \Omega\end{cases}
$$

where $m, n$ and $r$ are pre-selected scalar constants. The distance function $d\left(\propto_{,} \propto_{T}\right)$ denotes the difference between current and target orbital elements as:

$$
d\left(\propto, \propto_{T}\right)= \begin{cases}\propto-\propto_{T} & \text { for } \propto=a, e, i  \tag{2.16}\\ \cos ^{-1}\left[\cos \left(\propto-\propto_{T}\right)\right] & \text { for } \propto=\omega, \Omega\end{cases}
$$

where the value chosen for the arc cosine lies between 0 and $\pi$. The term $\dot{e}_{\mathrm{xx}}$ in Equation (2.13) denotes the maximum rate of change of orbital element due to thrust over thrust direction and over true anomaly. Analytic expressions for it are derived by using the Gauss variational equations.

If the perturbing acceleration $\mathbf{F}$ is identified by its components $\left(F_{r}, F_{\theta}, F_{h}\right)$ in the radial, circumferential and angular momentum directions respectively, then the Gauss variational equations
are given as:

$$
\begin{align*}
\frac{d a}{d t} & =\frac{2 a^{2}}{h}\left(e \sin \theta F_{r}+\frac{p}{r} F_{\theta}\right), \\
\frac{d e}{d t} & =\frac{1}{h}\left\{p \sin \theta F_{r}+[(p+r) \cos \theta+r e] F_{\theta}\right\}, \\
\frac{d i}{d t} & =\frac{r \cos (\theta+\omega)}{h} F_{h},  \tag{2.17}\\
\frac{d \Omega}{d t} & =\frac{r \sin (\theta+\omega)}{h \sin i} F_{h}, \\
\frac{d \omega}{d t} & =\frac{1}{e h}\left\{-p \cos \theta F_{r}+(p+r) \sin \theta F_{\theta}\right\}-\frac{r \sin (\theta+\omega) \cos i}{h \sin i} F_{h}, \\
\frac{d \theta}{d t} & =\frac{h}{r^{2}}+\frac{1}{e h}\left\{p \cos \theta F_{r}-(p+r) \sin \theta F_{\theta}\right\},
\end{align*}
$$

where $t$ represents time, $p$ is the semilatus rectum, $h$ is the angular momentum of the orbit, and $r$ is radius from the central body given by $r=p /(1+e \cos \theta)$. By representing the vector of targetable orbital elements as $\mathbf{X}$, the above equations can be reduced to the form:

$$
\begin{equation*}
\dot{\mathbf{X}}=\boldsymbol{\Xi}(\mathbf{X}, \theta) \mathbf{F} \tag{2.18}
\end{equation*}
$$

In order to derive $\dot{\alpha}_{\mathrm{xx}}$ from Equation (2.17), the perturbing acceleration $\mathbf{F}$ must be first defined. If $T=$ thrust provided by the engines, $m=$ mass of the spacecraft, $\alpha=$ in-plane thrusting angle and $\beta=$ out-of-plane thrusting angle, then the vector $\boldsymbol{\Gamma}$ representing the control acceleration vector provided by the low-thrust engines, specified by its components ( $\Gamma_{r}, \Gamma_{\theta}, \Gamma_{h}$ ), is:

$$
\begin{align*}
\Gamma_{r} & =\Gamma \cos \beta \sin \alpha \\
\Gamma_{\theta} & =\Gamma \cos \beta \cos \alpha  \tag{2.19}\\
\Gamma_{h} & =\Gamma \sin \beta \\
\text { where } \Gamma & =|\boldsymbol{\Gamma}|=\frac{T}{m} .
\end{align*}
$$

Only this acceleration provided by the low-thrust engine is considered to constitute the perturbing acceleration $\mathbf{F}$ for the purposes of deriving $\dot{x}_{\mathrm{xx}}$ (and thus the Lyapunov-optimal control), i.e. $\mathbf{F}=\boldsymbol{\Gamma}$. By setting $\dot{x}_{\mathrm{xx}}=\max _{\alpha, \beta, \theta} \dot{\propto}$, the corresponding terms in the expression for $Q$ can be obtained from

Equation (2.17) as:

$$
\begin{align*}
& \dot{a}_{\mathrm{xx}}=2 \Gamma \sqrt{\frac{a^{3}(1+e)}{\mu(1-e)}} \\
& \dot{e}_{\mathrm{xx}}=\frac{2 p \Gamma}{h}, \\
& \dot{i}_{\mathrm{xx}}=\frac{p \Gamma}{h\left(\sqrt{1-e^{2} \sin ^{2} \omega}-e|\cos \omega|\right)}  \tag{2.20}\\
& \dot{\Omega}_{\mathrm{xx}}=\frac{p \Gamma}{h \sin i\left(\sqrt{1-e^{2} \cos ^{2} \omega}-e|\sin \omega|\right)} \\
& \dot{\omega}_{\mathrm{xx}}=\frac{\dot{\omega}_{\mathrm{xx} i}+b \dot{\omega}_{\mathrm{xx} o}}{1+b}
\end{align*}
$$

where $b=0.01$ nominally, and the other terms in $\dot{\omega}_{\mathrm{xx}}$ are defined as:

$$
\begin{aligned}
& \dot{\omega}_{\mathrm{xx} o}=\max _{\theta}\left(\left.\dot{o}\right|_{\beta=\pi / 2}\right)=\dot{\Omega}_{\mathrm{xx}}|\cos i|, \\
& \dot{\omega}_{\mathrm{xx} i}=\max _{\alpha, \theta}\left(\left.\dot{o}\right|_{\beta=0}\right)=\frac{\Gamma}{e h} \sqrt{p^{2} \cos ^{2} \theta_{\mathrm{xx}}+\left(p+r_{\mathrm{xx}}\right)^{2} \sin ^{2} \theta_{\mathrm{xx}}}, \\
& \text { with } \cos \theta_{\mathrm{xx}}=\left[\frac{1-e^{2}}{2 e^{3}}+\sqrt{\frac{1}{4}\left(\frac{1-e^{2}}{e^{3}}\right)^{2}+\frac{1}{27}}\right]^{\frac{1}{3}}-\left[-\frac{1-e^{2}}{2 e^{3}}+\sqrt{\frac{1}{4}\left(\frac{1-e^{2}}{e^{3}}\right)^{2}+\frac{1}{27}}\right]^{\frac{1}{3}}-\frac{1}{e}, \\
& \text { and } r_{\mathrm{xx}}=\frac{p}{1+e \cos \theta_{\mathrm{xx}}} .
\end{aligned}
$$

The proximity quotient $Q$ in Equation (2.13) is now fully defined. Its value is zero at the target orbit and positive along the transfer trajectory. The thrust direction at any instant along the transfer is calculated such that the proximity quotient is driven to zero as quickly as possible, i.e., the direction in which $\dot{Q}$ attains its most negative value. By applying Lyapunov control theory, the instantaneous optimal control vector can be derived using the notation in Equation (2.18) as:

$$
\begin{equation*}
\boldsymbol{\Gamma}=-\boldsymbol{\Xi}^{T}\left(\frac{\partial Q}{\partial \mathbf{X}}\right)^{T} \tag{2.21}
\end{equation*}
$$

Symbolic differentiation is employed at this juncture to determine the Q-law control vector.
In addition to providing the Lyapunov-optimal control, the Q -law algorithm has two mechanisms for positioning the coast arcs based on the effectivity of thrusting along the osculating orbit - absolute effectivity cut-off and relative effectivity cut-off. The absolute effectivity $\left(\eta_{a}\right)$ at the
given true anomaly along the orbital transfer is given as

$$
\begin{equation*}
\eta_{a}=\frac{\dot{Q}_{n}}{\dot{Q}_{n n}} \tag{2.22}
\end{equation*}
$$

and relative effectivity $\left(\eta_{r}\right)$ as

$$
\begin{equation*}
\eta_{r}=\frac{\dot{Q}_{n}-\dot{Q}_{n x}}{\dot{Q}_{n n}-\dot{Q}_{n x}} \tag{2.23}
\end{equation*}
$$

where

$$
\begin{gathered}
\dot{Q}_{n}=\min _{\alpha, \beta} \dot{Q} \\
\dot{Q}_{n n}=\min _{\theta} \dot{Q}_{n} \\
\dot{Q}_{n x}=\max _{\theta} \dot{Q}_{n}
\end{gathered}
$$

The values of $\dot{Q}_{n n}$ and $\dot{Q}_{n x}$ are obtained numerically by discretizing the osculating orbit. The algorithm can be set to thrust only when the effectivities are above some cut-off value, i.e. if $\eta_{a} \geq \eta_{a_{\mathrm{cut}}}$ and/or $\eta_{r} \geq \eta_{r_{\mathrm{cut}}}$. Generally, higher values for effectivity cut-offs result in longer time-of-flight solutions, but can deliver greater payload mass ratios. These parameters (if used) manage the extent of coasting during the transfer phase governed by this control law.

The candidate Lyapunov function $Q$ assumed in Equation (2.13) represents a "quadratic-time-to-go" with its $\left[\frac{d\left(\propto, \propto_{T}\right)}{\dot{o}_{\mathrm{xx}}}\right]^{2}$ term. Due to the existence of this term, $Q$ is not strictly stable in a Lyapunov sense - it approaches zero not only when osculating orbital elements are close to their target values, but also as the semi-major axis approaches infinity (i.e., as $a \rightarrow \infty$ ). Thus the term $S_{\infty}$ as defined in Equation (2.15) is appended to $Q$ to return it to the region of convergence around the target orbit. Although Q-law's convergence properties have not been mathematically proven, it has been empirically shown to converge to the target orbit through numerical experiments on a broad range of orbital transfers $[46,47,49]$. It has also been shown to provide rapid and acceptable estimates of the trajectory behavior and the performance costs of orbital transfers within a twobody perspective [50]. This feedback control algorithm will be used in the design of LELT transfers as described in the following section.

### 2.4 Low-Energy Low-Thrust Transfer Design: Q-law with Particle Swarm Optimization (QLEPSO)

To design a complete LELT transfer, the low-thrust spiral arc around the primary body must be patched together with a coast arc on the invariant manifold associated with the desired halo orbit. The method developed during the course of this research for this purpose, called QLEPSO, is specifically demonstrated on a transfer that originates at an Earth orbit and delivers the spacecraft to a halo orbit located at the Earth-moon $L_{1}$ Lagrange point $\left(E M L_{1}\right)$. The problem being considered here is that of rapid preliminary design of minimum-fuel time-constrained LELT trajectories in a three-body system. The complete trajectory consists of two phases - the powered escape spiral to raise the spacecraft's orbit until it is delivered to the manifold, followed by a ballistic coast on the manifold, which is the low-energy pathway that leads to the desired halo orbit. The low-energy dynamics introduced in Section 2.2 are combined with the low-thrust trajectory design method outlined in Section 2.3, with the two phases patched together at a point on the manifold surface. A stochastic optimization algorithm is then utilized to determine the ideal values of the design parameters that control the two phases, as well as the patch point itself. This algorithm uses cooperative swarm techniques to find solutions that minimize the fuel consumption while satisfying the time-of-flight constraint.


Figure 2.5: Overview of LELT trajectory phases.

The sample trajectory being designed is thematically sketched in Figure 2.5. The process of designing the low-energy phase and the low-thrust phase of the transfer is described first in this section, followed by the procedure to patch them together to yield the desired solutions.

### 2.4.1 Low-Energy Phase Design with QLEPSO

As introduced in Section 2.2, the invariant manifolds associated with unstable three-body orbits can be used as low-energy transportation pathways. The dynamical structures of significance in the current sample trajectory design are the $\mathrm{EML}_{1}$ halo orbit and the Earth-approaching branch of its stable manifold. Once a manifold branch is selected, every point on the manifold structure can be parametrized using two values - point of origin of the corresponding manifold trajectory on the halo orbit, $\tau_{h}$, and time to reach the halo once on that manifold, $\tau_{m}$. These two quantities are marked in Figure 2.6 for an $\mathrm{EML}_{1}$ halo orbit with out-of-plane amplitude $A_{z}=8000 \mathrm{~km}$.


Figure 2.6: Parametrization of the invariant manifold.

The halo orbit insertion parameter $\left(\tau_{h}\right)$ represents the normalized position around the periodic orbit with respect to the point where the maximum out-of-plane amplitude is achieved. The manifold insertion parameter $\left(\tau_{m}\right)$, on the other hand, is time propagated to arrive at the given point on the manifold. The direction of propagation is forward in time for the case of the unstable manifold, and backward for generating the stable manifold (as noted earlier).

### 2.4.2 Low-Thrust Phase Design within QLEPSO

By breaking down the desired LELT trajectories as orbital transfers around the primary body (Earth in this case), with the stable manifold providing "free" transport to the destination threebody periodic orbit, Q-law can be applied here to design the escape spiral. The algorithm has been modified to include the effect of third-body gravitational perturbations during system propagation. Gravitational perturbations due to the effect of the moon are dominant in the sample trajectory design problem, especially in the vicinity of the manifolds. The angular position of the moon in the Earth-fixed frame, $\lambda$, is appended to the system equations for state propagation as:

$$
\begin{equation*}
\frac{d \lambda}{d t}=n_{D}, \tag{2.24}
\end{equation*}
$$

where $n_{D}$ is the mean motion of the moon as it orbits the Earth. The perturbing acceleration in Equation (2.17) becomes:

$$
\begin{align*}
\mathbf{F} & =\mathbf{\Gamma}+\mathbf{F}_{D},  \tag{2.25}\\
\text { where } \mathbf{F}_{D} & =\mu_{D}\left(\frac{\mathbf{r}_{D}-\mathbf{r}}{\left|\mathbf{r}_{D}-\mathbf{r}\right|^{3}}-\frac{\mathbf{r}_{D}}{\left|\mathbf{r}_{D}\right|^{3}}\right) .
\end{align*}
$$

The vectors $\mathbf{r}$ (spacecraft position) and $\mathbf{r}_{\boldsymbol{D}}$ (lunar position) in terms of their $(r, \theta, h)$ components are as follows and are meant for substitution into Equation (2.25):

$$
\mathbf{r}_{D}=a_{D}\left[\begin{array}{c}
\cos \theta \cos (\lambda-\Omega)+\cos i \sin \theta \sin (\lambda-\Omega)  \tag{2.26}\\
-\sin \theta \cos (\lambda-\Omega)+\cos i \cos \theta \sin (\lambda-\Omega) \\
-\sin i \sin (\lambda-\Omega)
\end{array}\right] \text { and } \mathbf{r}=\left[\begin{array}{l}
r \\
0 \\
0
\end{array}\right]
$$

The mass of the spacecraft is also tracked along the trajectory, through the following equation:

$$
\begin{equation*}
\frac{d m}{d t}=\frac{-T}{g I_{s p}} \tag{2.27}
\end{equation*}
$$

where $g=$ standard acceleration due to gravity and $I_{s p}=$ specific impulse imparted by the lowthrust engine.

Although system propagation includes third-body effects in this work, other Q-law settings are
derived from the original references. Since the Lyapunov-optimal control vector is not re-derived to include these additional gravitational effects, the caveat is that the thrust profile may then fight these perturbations rather than exploit them. The Q-law algorithm within QLEPSO implements fixed-step integration as prescribed in the original work [46]. The absolute effectivity $\left(\eta_{a}\right)$ cutoff is used as the sole coasting mechanism within the escape spiral. The effect of eclipse periods could be included as unplanned shut-offs, but is not implemented here.

### 2.4.3 Complete LELT Trajectory Design

As an example to demonstrate the QLEPSO trajectory design strategy, consider again the trajectory from an initial Earth parking orbit to an $\mathrm{EML}_{1}$ halo orbit. The spacecraft must be delivered to the stable manifold for a ballistic transfer to the corresponding halo orbit. Once the manifold is generated, all the points on this manifold are considered viable targets for the low-thrust arc. The equivalent classical orbital representation of these target points is found by converting the coordinates from the Earth-moon rotating frame to an Earth-centered inertial frame (refer Appendix B). These candidate patch points have fixed true anomalies and so, Q-law has to be propagated backwards in time starting from the final manifold location (i.e., the patch point) and ending at initial parking orbit. A complete LELT trajectory can be designed in this manner for each point on the manifold. This trajectory is refined by use of advantageous values for decision variables, selected by a stochastic particle swarm optimization (PSO) algorithm. This complete procedure is summarized in Figure 2.7.


Figure 2.7: Overview of the QLEPSO method.

## Cost Function

The LELT trajectories being designed here will consist of two phases connected to each other at the manifold patch point - the orbit raising phase consisting of many revolutions around the Earth, and the final coast arc on the manifold that asymptotically brings the spacecraft to the halo orbit. The objective for this complete LELT trajectory is to minimize the propellant mass consumed. Reduction in consumed propellant mass is typically obtained at the cost of higher time of flight (TOF) in low-thrust trajectory solutions. Thus, the transfers in this study are sought for fixed flight times, where the flight time includes the intermittently-powered escape spiral as well as the ballistic coast on the manifold. Mathematically, this optimization problem can be stated as:

$$
\begin{array}{cl}
\underset{\chi}{\operatorname{minimize}} & \mathcal{J}(\boldsymbol{\chi})=m_{\text {propellant }}, \\
\text { subject to } & \mathbf{f}(\boldsymbol{\chi}) \leq \mathbf{b}_{\mathbf{C}}  \tag{2.28}\\
& \mathbf{b}_{\mathbf{L}} \leq \boldsymbol{\chi} \leq \mathbf{b}_{\mathbf{U}}, \\
\text { where } \quad \boldsymbol{\chi}=\left[a_{T}, \frac{W_{a}}{W_{i}}, \frac{W_{e}}{W_{i}}, \eta_{\text {cut }}, \tau_{h}, \tau_{m}\right]^{T} .
\end{array}
$$

This problem is restricted by two constraints, one regarding the initial parking orbit and the other relating to the allowable maximum time of flight. Additionally, the decision variables are also subject to bounds. These constraints ( $\mathbf{f}(\boldsymbol{\chi})$ and $\mathbf{b}_{\mathbf{C}}$ ) and the problem bounds ( $\mathbf{b}_{\mathbf{U}}$ and $\mathbf{b}_{\mathbf{L}}$ ) are described in detail after introducing the decision variables.

## Decision Variables

The decision vector $\boldsymbol{\chi}$ is comprised of variables that determine the cost of the transfer. Within the described LELT trajectory design strategy, values of the following variables can be judiciously selected to construct cheaper transfers:

1. Parking orbit specification $\rightarrow a_{T}$
2. Variables in Q-law computations $\rightarrow \frac{W_{a}}{W_{i}}, \frac{W_{e}}{W_{i}}$ and $\eta_{\text {cut }}$
3. Manifold patch point selection $\rightarrow \tau_{h}$ and $\tau_{m}$

Following the trajectory in its temporal order, the first parameter that can be optimized is
the parking orbit from which the spacecraft begins its journey. The two common launch orbits are the Low Earth Orbit (LEO) and the Geosynchronous Transfer Orbit (GTO), which is used to deliver satellites to their operational Geosynchronous Earth Orbit (GEO). Although some previous LELT trajectory design studies have selected the GTO as the initial parking orbit [22, 43], some benefit could be realized by optimizing this orbit itself. The search space for this initial parking orbit is limited in the current study by the $\Delta \mathrm{v}$ that can be imparted by the launch vehicle, which differentiates it from the analysis in previous works by Mingotti et. al. [24, 25]. This available $\Delta \mathrm{v}$ is calculated by fixing the perigee at LEO altitude and then calculating the single impulsive maneuver required to raise the orbit from LEO to GTO (with no inclination change):

$$
\begin{equation*}
\Delta \mathrm{v}_{\text {budget }}=v_{p}^{\mathrm{GTO}}-v_{p}^{\mathrm{LEO}} . \tag{2.29}
\end{equation*}
$$

The subscript $p$ denotes perigee in the above equation. Given this $\Delta \mathrm{v}$ budget after launch, two parameters can be changed: the apogee and the inclination of the initial parking orbit for the LELT journey. This $\Delta \mathrm{v}$ can be distributed optimally between increasing the semi-major axis and changing the inclination of the parking orbit, such that the residual changes required to reach the manifold can be executed by the low-thrust phase of the trajectory. However, since the semi-major axis and inclination of the parking orbit that can be achieved are constrained by the $\Delta \mathrm{v}$ budget considered in Equation (2.29), only one of them needs to be a decision variable. Assuming that a single maneuver conducted at perigee places the spacecraft into its parking orbit, this constraint can be expressed as:

$$
\begin{gather*}
\sqrt{\left(v_{p}^{\text {park }}\right)^{2}+\left(v_{p}^{\mathrm{LEO}}\right)^{2}-2 v_{p}^{\text {park }} v_{p}^{\mathrm{LEO}} \cos \Delta i}=\Delta \mathrm{v}_{\text {budget }}  \tag{2.30}\\
\text { where } v_{\mathrm{p}}^{\text {park }}=\sqrt{\mu_{\oplus}\left(\frac{2}{r_{p}}-\frac{1}{a_{T}}\right)} .
\end{gather*}
$$

Thus, the selection of the parking orbit can be completely parametrized by its semi-major axis $a_{T}$. This is possible due to the assumption that the parking orbit is achieved by a single impulse after launch. If multiple impulses are allowed, additional parameters may be included in the decision vector to match the new problem structure.

Consequent to determination of the Earth parking orbit, the low-thrust phase of the transfer
is calculated using Q-law. Only three orbital elements of the parking orbit are targeted - semimajor axis (a), eccentricity (e) and inclination (i) - and so only three weights ( $W_{a}, W_{e}, W_{i}$ ) need to be specified. The remaining secular elements of the initial parking orbit (i.e., $\omega$ and $\Omega$ ) are only incidentally chosen by the final solutions and can be matched by adjusting the time frame of the spacecraft launch or its insertion into the parking orbit. The low-thrust phase can be optimized by tuning the weights of Q-law by using the relative values of $W_{a}, W_{e}$ and $W_{i}$ in the form of $W_{a} / W_{i}$ and $W_{e} / W_{i}$, as well as by adjusting the value of $\eta_{\text {cut }}$. The coefficients in the formulation of the scaling function $S_{\infty}$ in Equation (2.15) (refer $[36,46]$ ) could also be included in the decision vector; however, sensitivity of the low-thrust trajectory to these parameters has been shown to be negligible [49].

The final optimization variables select the manifold patch point that separates the powered section of the trajectory from the purely ballistic portion. It is parametrized by the halo orbit insertion parameter $\tau_{h}$ and the manifold insertion parameter $\tau_{m}$. As explained before, $\tau_{h}$ is the normalized position; the value of zero (and one due to periodicity) commonly indicates the point at which the halo orbit achieves its maximum value along the positive Z -axis. Similarly, $\tau_{m}$ is typically specified in normalized time units (in the Earth-moon rotating / synodic frame). In order to clearly indicate the direction of propagation, $\tau_{m}$ is negative for the stable manifold and positive for the unstable manifold. The low-thrust escape spiral targets the manifold patch point specified by $\tau_{m}$ and $\tau_{h}$ for spacecraft insertion, beyond which ballistic travel to the desired halo obit completes the transfer. This patch point is converted from its ( $\tau_{m}, \tau_{h}$ ) representation to equivalent Keplerian orbital elements before input to the modified Q-law algorithm; this is done by using the transformation procedure described in Appendix B.

## Constraints

Given this solution approach, the optimization problem in Equation (2.28) is subject to certain constraints and bounds. The first constraint regards the relationship between the decision variable $a_{T}$ and other parameters that definitively specify the initial parking orbit through the $\Delta \mathrm{v}$ budget.

Combining Equations (2.29)-(2.30), the constraint translates to:

$$
\begin{gather*}
f_{1}(\boldsymbol{\chi})=b_{C_{1}} \\
\text { where } f_{1}(\boldsymbol{\chi})=f\left(a_{T}\right)=\sqrt{\left(v_{p}^{\text {park }}\right)^{2}+\left(v_{p}^{\mathrm{LEO}}\right)^{2}-2 v_{p}^{\text {park }} v_{p}^{\mathrm{LEO}} \cos \Delta i}  \tag{2.31}\\
\text { and } b_{C_{1}}=\Delta \mathrm{v}_{\text {budget }}=v_{p}^{\mathrm{GTO}}-v_{p}^{\mathrm{LEO}}
\end{gather*}
$$

The underlying assumption here is that the entire budget available to the launch vehicle is exhausted in achieving the parking orbit, prior to commencing the low-thrust phase. This allows for a more equitable calculation of propellant mass consumed in different candidate solutions. The second constraint considers the time of flight restriction and is expressed as:

$$
\begin{gather*}
f_{2}(\chi) \leq b_{C_{2}} \\
\text { where } f_{2}(\boldsymbol{\chi})=f_{\mathrm{Q}-\text { law }}\left(a_{T}, \frac{W_{a}}{W_{i}}, \frac{W_{e}}{W_{i}}, \eta_{\text {cut }}\right)+\left|\tau_{m}\right|,  \tag{2.32}\\
\text { and } b_{C_{2}}=\mathrm{TOF}_{\text {max }} .
\end{gather*}
$$

The function $f_{\mathrm{Q}-\text { law }}$ produces the time of flight required to complete the orbit raising spiral and is calculated simultaneously as the objective function (i.e., $\Delta m_{\text {propellant }}$ ) by using Q-law. The time spent coasting on the manifold in order to complete the second phase of the transfer is simply equal to the absolute value of $\tau_{m}$. This $\tau_{m}$ takes a negative value when used to parameterize the stable manifold because the stable manifold is obtained by propagating the CR3BP system equations backward in time. In addition to these constraints, the search space of the decision variables is restricted by means of upper and lower bounds. These bounds are problem specific and their selection for the current sample case is outlined in Section 2.5.

## Selection of Optimization Algorithm for LELT Trajectory Design

Within the current problem setup, the search space is composed of six continuous dimensions and thus attempting all configurations is computationally challenging. Stochastic optimization algorithms are well suited to explore the solution space for the current problem in an automated manner without much guidance from the user. In previous works that investigated the applications
of different stochastic optimization techniques, the general consensus is that the choice must align with the problem structure for effectiveness. In the current work, we have chosen the particle swarm algorithm due to its compatibility with the current problem structure where the search space associated with each of the decision variables is continuous, as well as its higher speed of convergence* [51]. Although the PSO is chosen in this work, it is expected that other algorithms such as differential evolution can also be applied successfully.

The PSO algorithm, originally introduced by Kennedy and Eberhart [52], is driven by cooperation between particles in a swarm by exchange of information about the best-found-solutions. This guides the motion of the initial population towards the optimal point. Beginning with a randomly generated initial random swarm of $N$ particles, $\chi_{j}^{0}$ where $j=1,2, \ldots N$, the new position of the particle $j$ at the $(k+1)^{\text {th }}$ iteration is calculated as:

$$
\begin{gather*}
\boldsymbol{\chi}_{j}^{k+1}=\chi_{j}^{k}+\boldsymbol{v}_{j}^{k+1}  \tag{2.33}\\
\text { where } \boldsymbol{v}_{j}^{k+1}=C_{i} \boldsymbol{v}_{j}^{k}+C_{c} R_{1}\left(\mathcal{P}_{j}-\chi_{j}^{k}\right)+C_{s} R_{2}\left(\mathcal{G}^{k}-\chi_{j}^{k}\right)
\end{gather*}
$$

The constants $C_{i}, C_{c}$ and $C_{s}$ are the inertial, cognitive and social weighting coefficients respectively. The fitness of all particles is evaluated at each iteration to determine the best position of each particle over time, $\mathcal{P}_{j}$, and the best global value in the current swarm, $\mathcal{G}^{k} . R_{1}$ and $R_{2}$ are randomly generated numbers that lie between 0 and 1 , selected from a uniform distribution. If a particle strays outside the specified boundary, the algorithm handles it by setting those components equal to the corresponding bound. The algorithm terminates either when maximum number of iterations $N_{I T}$ is reached, or when the solution has not improved (i.e., has stalled) for $N_{S T}$ iterations.

## Method of Treating Constraints

Two constraints are present in the current problem, as laid out in Equations (2.28)-(2.32). Constraints can be treated within the PSO algorithm using the "penalty" method [53, 54], where penalties commensurate with the constraint violations are added to the candidate's fitness function evaluation. However, finding ways to reduce complexity of implementation by exploiting problem structure can benefit the computational resource consumption.

[^0]In the problem under consideration, the first constraint is a linear equality that deals with controlling the initial parking orbit where the low-thrust journey begins. Due to the structure of the problem, the linear equality constraint in Equation (2.31) can be interpreted as placing bounds on the value of $a_{T}$ instead. Its lower bound is set at $a_{T}=a_{\text {LEO }}$, which corresponds to the limiting case where the launch vehicle expends its entire budget to make only an inclination change. The upper bound is calculated in an opposite manner by setting $\Delta i=0$ in Equation (2.30), resulting in $a_{T}=a_{\mathrm{GTO}}$. This implementation allows the use of the simpler unconstrained (but bounded) versions of optimization algorithms in the absence of any other constraints.

On the other hand, the inequality constraint in Equation (2.32) restricts the time of flight. Two methods were considered here to handle this constraint, (1) the previously mentioned penalty method, (2) a simple strategy of assigning a fictitious high cost to infeasible candidate solutions (similar to the strategy used in [55] to treat inequality constraints). In trials, the constrained optimization method by employing penalties to feasibilize candidates (i.e., method \#1) converged to final solutions in less number of iterations than the second strategy. However, the overall computational runtime was longer because the optimizer needs to evaluate very long Q-law flight time solutions (which are likely infeasible) during the optimization. The simpler approach (method \#2) worked well during the course of this work due to low computational runtimes from bounding the Q-law flight times. Thus, candidate solutions that exceed the time of flight constraint are simply marked within the fitness function to consume all of the available mass.

### 2.5 Problem Setup for QLEPSO Demo

The LELT trajectory design process described in the previous section is demonstrated on a transfer that starts at a geocentric parking orbit and delivers the spacecraft to an EML ${ }_{1}$ halo orbit. The PSO algorithm used in this work is the native particleswarm available in MATLAB [56]. Progression of this algorithm can be controlled by setting different values for $C_{c}, C_{i}$ and $C_{s}$, as used in Equation (2.33) for updating velocity of swarm particles at each iteration. The values used in this study are charted out in Table 2.1, along with the conditions for terminating the PSO run. All requisite integration is conducted in corresponding nondimensionalized units within the cost function, with the intent of properly scaling and conditioning the numerical integration process. Three-body
(CR3BP) nondimensional units are used for halo and manifold generation (where 1DU $=$ distance between Earth and moon), and two-body nondimensional units used within Q-law implementation (where $1 \mathrm{DU}=$ Earth radius).

Table 2.1: PSO algorithm parameters.

| Parameter | Value |
| ---: | :--- |
| Inertial weight $C_{i}$ | $[0.1,1.1]$ |
| Cognitive weight $C_{c}$ | 1.49 |
| Social weight $C_{s}$ | 1.49 |
| Number of particles $N$ | 200 |
| Maximum number of iterations allowed $N_{I T}$ | 200 |
| Number of stall iterations allowed $N_{S T}$ | 20 |

Table 2.2: Q-law algorithm parameters.

| Parameter | Value |
| ---: | :--- |
| Fixed time step | 1000 s |
| Integration scheme | RK6 [57] |
| Target convergence radius for $a$ | 10 km |
| Target convergence radius for $e$ | 0.005 |
| Target convergence radius for $i$ | 0.005 rad |
| Weight on inclination change $W_{i}$ | 1 |

The LELT trajectory is assembled using the values of decision variables selected by the PSO. The low-thrust engine used to affect this trajectory is assumed to provide a constant thrust of 0.7 N and a fixed specific impulse of 3000 s . The final mass delivered to the halo orbit is fixed at 1000 kg . This means that the spacecraft's final thrust acceleration is $7 \times 10^{-4} \mathrm{~m} / \mathrm{s}^{2}$. The low-thrust trajectory is designed using the Q-law algorithm with the parameters specified in Table 2.2. No minimum periapse constraint is enforced and so $W_{p}$ is set to zero.

Table 2.3: Bounds on decision variables.

| Parameter | Lower bound | Upper bound |
| ---: | :---: | :---: |
| $a_{T}$ | 6563 km | 24510 km |
| $W_{a} / W_{i}$ | 0.001 | 1000 |
| $W_{e} / W_{i}$ | 0.001 | 1000 |
| $\eta_{\text {cut }}$ | 0 | 0.5 |
| $\tau_{h}$ | 0 | 1 |
| $\tau_{m}$ | $-3 \pi \mathrm{TU}$ | $-1 \pi \mathrm{TU}$ |

The PSO algorithm also requires definition of the search space with respect to each component of the decision vector ( $\boldsymbol{\chi}$ in Equation (2.28)). In order to do so, suitable bounds are defined on each decision variable as specified in Table 2.3. These bounds are either derived from the problem structure or assumed so as to confine the search space to a finite region. The first decision variable is the semi-major axis of the initial Earth parking orbit $\left(a_{T}\right)$. Its perigee is fixed at a LEO-like altitude of $400 \mathrm{~km}\left(h_{p}\right)$, while its apogee and inclination are free to vary. These two parameters are however constrained by a $\Delta v$ budget equal to that required for a transfer between LEO and a GTO-sized orbit at perigee with an impulsive maneuver:

$$
\begin{equation*}
\Delta \mathrm{v}_{\text {budget }}=v_{p}^{\mathrm{GTO}}-v_{p}^{\mathrm{LEO}}=2.3988 \mathrm{~km} / \mathrm{s} . \tag{2.34}
\end{equation*}
$$

Once the optimizer (i.e. the PSO) selects the semi-major axis $a_{T}$ of the parking orbit, then its inclination can be calculated by substituting the above $\Delta \mathrm{v}_{\text {budget }}$ in Equation (2.30). In the current implementation, this constraint is instead expressed as a bound on $a_{T}$ as in Table 2.3 - the lower bound is set at the orbital size that can be achieved if the entire $\Delta \mathrm{v}$ budget is used to change the inclination (i.e., lower bound set at LEO), while the upper bound is set where the available budget is used completely for apogee raising only (i.e., GTO). As described earlier, this calculation is based on the assumption that this $\Delta \mathrm{v}$ budget is completely consumed to reach the parking orbit.

The inclination of the parking orbit is expressed with respect to the Earth-moon plane. When the parking orbit is allowed to vary freely, the angular separation from the nominally-inclined LEO imparted by the launch vehicle depends on how its fuel budget was consumed for raising the apogee. In certain comparative cases of later sections, the parking orbit is fixed at geosynchronous transfer orbit (GTO) (Table 2.4) in order to match conditions of the referenced studies. Assuming that the GTO lies in the Earth's equatorial plane, its specified inclination reflects the mean angular separation between the Earth's equatorial plane and the plane of the moon's orbit. The angular separation of these two planes varies between $18.28^{\circ}$ and $28.58^{\circ}$ [58]. Similarly, the GEO specifications are defined in Table 2.4 for later use. However, for the sample case used for demonstration of the QLEPSO method, the inclination is allowed to freely vary within the $\Delta \mathrm{v}_{\text {budget }}$ constraint as explained earlier.

The next two variables in the decision vector are related to the performance of Q-law and

Table 2.4: GTO and GEO specifications.

| Parameter | GTO | GEO |
| ---: | :---: | :---: |
| Semi-major axis $a$ | 24510 km | 42164 km |
| Eccentricity $e$ | 0.7234 | $0.005^{\dagger}$ |
| Inclination $i$ | $23.43^{\circ}$ | $23.43^{\circ}$ |
| Argument of periapse $\omega$ | Free | Free |
| Longitude of ascending node $\Omega$ | Free | Free |

$\dagger$ Nominal non-zero value specified to avoid singularity in Gauss variational equations

Table 2.5: $\mathrm{EML}_{1}$ halo orbit specifications.

| Parameter | Value |
| ---: | :--- |
| Amplitude $A_{z}$ | +8000 km |
| Type | Northern |
| Period | 11.924 days |
| Initial position | $[0.823383,0,0.020812] \mathrm{DU}$ |
| Initial velocity | $[0,0.133228,0] \mathrm{DU} / \mathrm{TU}$ |

control the rates at which the semi-major axis and eccentricity converge to their target values with respect to the convergence speed of inclination to its target value. Instead of focusing on the absolute values of these variables, it is sufficient to find their relative values, thereby controlling the relative magnitudes of the components of the instantaneous control vector. Reasonable bounds are chosen for these variables. The fourth decision variable ( $\eta_{\text {cut }}$ ) decides the placement and duration of coast arcs within the escape spiral - its lower bound is set to zero, which denotes a continuous thrust escape spiral with no coasting. While the natural upper bound on this effectivity cutoff approaches unity (which involves a coast-only trajectory with flight time approaching infinity), the upper bound is set to 0.5 instead. This educated estimate improves the convergence properties of the PSO by guiding it to a feasible region faster.

The $\mathrm{EML}_{1}$ halo orbit used in this work follows the specifications presented in Table 2.5. A perturbation $\epsilon$ of 5 km is used in Equation (2.12) to generate the Earth-approaching branch of the stable manifold. It is propagated backwards in time for $3 \pi$ normalized time units (synodic TU), a time span that converts to little more than 40 days. The manifold surface exposed for selection of insertion points covers at least two closest approaches to Earth; the solution space is thus deemed large enough for practical engineering purposes. This setup decides the bounds on the
last two decision variables in $\boldsymbol{\chi}$. The penultimate variable $\tau_{h}$ (halo orbit insertion parameter) is already normalized and bound between 0 and 1 . Since the values of the final decision variable, $\tau_{m}$, are negative for the stable manifold, the lower bound on $\tau_{m}$ is the time at which the (backward) integration of the manifold is terminated ( $-3 \pi$ here). The upper bound is placed where all the manifolds have approximately departed the lunar sphere of influence ( SOI ), which is approximately $-1 \pi$ in this case. The radius of this SOI, centered at the moon, is calculated as [39]:

$$
r_{\mathrm{SOI}} \approx a_{D}\left(\frac{m_{D}}{m_{\oplus}}\right)^{\frac{2}{5}}=66183.85 \mathrm{~km}
$$

The part of the manifold surface of interest in this sample problem is the section that lies beyond the lunar SOI; this represents the low-energy search space for the current case study. These bounds on $\tau_{m}$ represent the region where Q-law is effective, because it is derived using the two-body equations of motion (lunar gravity is added as third-body gravitational perturbation during propagation only).

Although the current sample case handles LELT transfer to the $\mathrm{EML}_{1}$ halo, the use of this lunar SOI also aids design of transfers to $\mathrm{EML}_{2}$ halo orbits, whose Earth-approaching stable manifold branch crosses the moon first. In the absence of this bound on $\tau_{m}$, using the QLEPSO method to design such transfers may otherwise involve using Q-law derived in the Earth-centered frame too close to the moon. Additionally, such transfers would require stricter bounds to be derived and used on the variable $\tau_{h}$ because certain sections of the manifold surface originating at $\mathrm{EML}_{2}$ halo orbits do not approach Earth after their lunar flyby.

### 2.6 Results for QLEPSO Demo

The PSO algorithm is run for five trials with 200 particles and the optimization results are organized in Table 2.6. For these runs, the total TOF is constrained to be less than or equal to 90 days. This value of maximum TOF is chosen so as to simplify the process of comparison with results from independent past studies in later sections. The stochastic nature of particle swarm optimization gives rise to variance in the results presented by each run. Table 2.6 summarizes the results from five identical trial runs of the PSO, beginning with randomly distributed particle positions and
velocities. This table proves that the variance of results is within a narrow and acceptable range.
Table 2.6: QLEPSO results for total TOF $\leq 90$ days.

| Parameter | Run \#1 | Run \#2 | Run \#3 | Run \#4 | Run \#5 |
| ---: | :---: | :---: | :---: | :---: | :---: |
| Raw values of decision variables |  |  |  |  |  |
| $\mathrm{a}_{T}, \mathrm{~km}$ | 24294.2907 | 24282.4559 | 24290.4436 | 24375.4808 | 24311.8243 |
| $W_{a} / W_{i}$ | 588.4616 | 636.6509 | 830.1153 | 89.4069 | 212.4609 |
| $W_{e} / W_{i}$ | 814.2662 | 836.2408 | 946.7234 | 122.6418 | 296.5848 |
| $\eta_{\text {cut }}$ | 0.0771 | 0.0743 | 0.0668 | 0.0764 | 0.0773 |
| $\tau_{h}$ | 0.7343 | 0.7245 | 0.7377 | 0.7441 | 0.7335 |
| $\tau_{m}$, synodic TU | $-1.000 \pi$ | $-1.002 \pi$ | $-1.0043 \pi$ | $-1.0017 \pi$ | $-1.000 \pi$ |
|  |  |  |  |  |  |
|  | Qualitative properties of solutions |  |  |  |  |
| Orbit raising TOF, days | 76.3542 | 76.3542 | 76.2847 | 76.3310 | 76.3426 |
| Manifold coast TOF, days | 13.6427 | 13.6456 | 13.7014 | 13.6657 | 13.6432 |
| Mass fraction consumed, \% | 7.7708 | 7.7769 | 7.7911 | 7.7607 | 7.7688 |

Some useful insights can be gathered from the results in Table 2.6. Tracing the trajectory again in the temporal order of phases, the results show that almost the entire $\Delta v$ budget available to the launch vehicle is used to raise its initial parking orbit to the size of GTO, keeping its inclination (with respect to the Earth-moon plane) close to zero. This can be explained by two intuitive causes: (1) the inclination of all the points on the manifold surface lies within $3^{\circ}$ of the Earth-moon plane, and (2) the low-thrust trajectory may be able to better satisfy the constraint on the flight time by starting at the parking orbit with the highest permitted apogee. Thus the optimal parking orbit chosen represents the upper limit placed on the $\mathrm{a}_{T}$ variable; this observation is consistent with that made by Kluever [59] when designing combined chemical-electric transfers to GEO.

The other noticeable feature is the range of values of the Q -law weights exhibited in the five runs; however, the ratio of $W_{a} / W_{i}$ to $W_{e} / W_{i}$ remains approximately constant ( $\approx 0.7-0.8$ ). This can be explained by the Q-law formulation where the three components of the thrust vector are decided by the relative (not absolute) values of the weights. The trajectory corresponding to fourth trial run is presented in Figure 2.8. The regions that the Q-law decides to coast within the escape spiral are noticeable and occur at the apogees.

Another prominent feature of the QLEPSO solutions is the consistent selection of $\tau_{m}$, which identifies the portion of the journey spent coasting on the manifold, to take a value of $\approx-1 \pi$. This implies that the length of the manifold coast arc is minimal and the spiral escape arc delivers the spacecraft as close to the halo orbit as allowed by the problem setup (refer Table 2.3). By


Figure 2.8: Complete QLEPSO trajectory.
minimizing the length of this manifold coast arc, the optimizer seeks to maximize the amount of coasting allowed within the orbit-raising portion of the transfer. These results are in contrast with a separate study that conducted LELT trajectory design using Q-law [60], where an attempt to enable large-scale tradespace exploration was made by heuristically deriving the optimal manifold patch point. This metric, referred to as $\mathrm{Q}_{p}$, consisted of the weighted sum of relative "distance" between a point on the halo orbit's manifold and the Earth parking orbit:

$$
\begin{align*}
Q_{p} & =\sqrt{\sum_{\bar{\alpha}} \bar{W}_{\infty}\left[\frac{d\left(\bar{\infty}, \bar{ळ}_{T}\right)}{\bar{\infty}}\right]^{2}} \text { with } \bar{\infty}=a, e, i \\
\bar{W}_{i} & =\text { User defined (default }=100)  \tag{2.35}\\
\bar{W}_{e} & =\frac{\bar{W}_{i}}{100} \\
\bar{W}_{a} & =0.2 \bar{W}_{i}+\frac{20 \bar{W}_{i}}{\sqrt{\left|\tau_{m}\right|}}
\end{align*}
$$

Selecting patch points with low values of $\mathrm{Q}_{p}$ reflects the fundamental directive of Q -law to reduce
the distance between the starting and destination orbits. As a general trend, this $\mathrm{Q}_{p}$ reduces in value as the stable manifold is propagated farther back in time; thus, the points on the section of the manifold surface far away from the halo orbit were selected as patch points in [60]. In the referenced study, the physical neighborhood of the heuristically chosen manifold patch point was then iteratively explored in order to find solutions that satisfied a given time-of-flight constraint, with the Q-law weights. However, the results from the current analysis imply that delivering the spacecraft as close to the halo orbit as allowable is the optimal strategy when constraining the total flight time. This allows the orbit-raising spiral arc to consume the majority of the coasting budget, thereby naturally reducing the propellant consumed for the transfer by leveraging the orbital dynamics instead. Though the analysis in [60] was conducted for transfer to an $\mathrm{EML}_{2}$ halo orbit and the results here pertain to an $\mathrm{EML}_{1}$ halo orbit, similar reasoning is expected to apply. The patch point that separates the low-thrust phase and the low-energy phase must be chosen with care and the current method can effectively do so, as shown by the trend within the optimal QLEPSO constrained-TOF solutions to pick manifold patch points close to the target halo orbit.

### 2.7 Comparison with Reference Methods/Solutions

In this section, the results from the QLEPSO method are compared with reference methods/solutions to quantify its accuracy for designing low-energy low-thrust transfers in the three-body system. Available methods in the literature have used different techniques to design LELT trajectories. Here, QLEPSO is first compared with other heuristic methods available in the literature (Section 2.7.1) and then with solutions obtained using deterministic gradient-based methods (Section 2.7.2). Favorable comparisons demonstrate that the proposed method significantly improves computational efficiency while achieving near-optimal solutions. This method can be used to support mission design analysis, for example to seed initial guesses for more accurate trajectory analysis tools, conduct large scale trade studies, or for approximating mission costs in space logistics tools [61].

### 2.7.1 Use of Tangential Thrust for Orbit Raising Arc

The first reference study chosen is provided by Abraham et.al. [62] where a method for preliminary mission analysis was developed and used to design a transfer from a GEO-energy orbit to a largeamplitude halo orbit. In this reference, the LELT trajectory is similarly constructed using a PSO, with the exception of the control law used to design the low-thrust phase. The escape spiral in [62] instead employs tangential control, where thrust acceleration is applied in the opposite direction as the spacecraft's velocity in the CR3BP frame. The three-body system equations for a powered spacecraft can be modified from Equation (2.1) as:

$$
\begin{align*}
\ddot{x}-2 \dot{y} & =\frac{\partial \Psi}{\partial x}+\Gamma_{x}, \\
\ddot{y}+2 \dot{x} & =\frac{\partial \Psi}{\partial y}+\Gamma_{y},  \tag{2.36}\\
\ddot{z} & =\frac{\partial \Psi}{\partial z}+\Gamma_{z},
\end{align*}
$$

where $\left(\Gamma_{x}, \Gamma_{y}, \Gamma_{z}\right)$ are the components of the thrust control vector. Beginning at the manifold patch point, this escape spiral is propagated backward using Equation (2.36) by setting the control vector in the opposite direction as the velocity vector until an orbit matching the energy of GEO is achieved. The following cost function was used in [62] within a local PSO to determine solutions where the terminating GEO-energy orbit is also circular:

$$
\begin{equation*}
\mathcal{J}_{\text {abraham }}=k_{1}\left(e_{\text {terminate }}-e_{\text {desired }}\right)+k_{2} \Delta t+k_{3} \Delta m, \tag{2.37}
\end{equation*}
$$

where $\Delta t$ is the total time of flight and $\Delta m$ is the propellant consumed. $e_{\text {terminate }}$ is the osculating eccentricity at the termination of the backward-propagated thrust arc, while its desired value, $e_{\text {desired }}$, is zero (i.e., eccentricity of GEO). A process for selecting values of the constants $k_{1}, k_{2}, k_{3}$ depending on the expected values of the three terms in the cost function is detailed in the original work. The values used here are $k_{1}=1, k_{2}=0.002$ and $k_{3}=0.001$.

For this analysis, the QLEPSO method outlined here and the tangential thrust method are applied first to the halo orbit chosen in [62], which is an $\mathrm{EML}_{1}$ halo of $A_{z} \approx 72000 \mathrm{~km}$. To begin, the method in the reference is replicated and tangential control law is used for the orbit raising spiral. Next, the same transfer is calculated using QLEPSO, where the GEO specified in Table 2.4
is used as the desired parking orbit. The decision variables in this case are reduced to only those identifying the manifold patch point $\left(\tau_{h}\right.$ and $\left.\tau_{m}\right)$ and $\eta_{\text {cut }}$ is set to zero to simulate continuous thrust trajectories. The parking orbit $\left(a_{T}\right)$ is also fixed. The value of GEO-energy, unreported in the original reference, is assumed to be 9.6 [63]. The comparison between the two cases is shown in Table 2.7. For each case calculated here, the best of ten QLEPSO runs is reported - five for stable plus manifold, five for stable minus manifold, both of which approach Earth for the case of this large-amplitude halo orbit.

Table 2.7: Transfer to $\mathrm{EML}_{1}$ halo orbit with $A_{z}=72000 \mathrm{~km}$.

| Solution reported in [62] | Optimal cost (Equation 2.37) | $e_{\text {terminate }}$ | $\begin{aligned} & \hline \hline \text { Total } \\ & \text { TOF } \end{aligned}$ | Mass fraction consumed |
| :---: | :---: | :---: | :---: | :---: |
|  | 0.1201 | 0.0019 | $\approx 116.077$ days | 6.0733\% |
|  |  |  | (26.73 TU) |  |
| Method used in [62] | 0.1194 | $\sim 0$ | 116.767 days | 6.1619\% |
| QLEPSO | 0.1286 | 0.0051 | 113.106 days | 6.6692\% |

The optimal cost reported in the first row of Table 2.7 is taken from [62] and is included here to corroborate the current implementation of the tangential thrust control law. Differences between the first two rows of Table 2.7 may arise due to inconsistencies in the value of GEO-energy or perturbation $\epsilon$ used for manifold generation. Another contributing factor could be the removal of the condition from [62] that $\tau_{h}$ take only certain discrete values. The QLEPSO solution also consumes more fuel due to the substantial change in inclination commanded in the problem setup, instead of the incidental change in inclination that can be achieved using tangential control.

Despite accounting for these factors, the results in the last two rows of Table 2.7 seem to indicate that tangential control law is more suitable for designing the LELT journey to the selected halo orbit. In order to demonstrate the real advantage of using Q-law over tangential thrust, this analysis is then repeated for a smaller $\mathrm{EML}_{1}$ halo orbit of $A_{z}=8000 \mathrm{~km}$ that is defined in Table 2.5. The results of this exercise are presented in Table 2.8.

Table 2.8: Transfer to $\mathrm{EML}_{1}$ halo orbit with $A_{z}=8000 \mathrm{~km}$.

|  | Optimal cost <br> (Equation 2.37) | $e_{\text {terminate }}$ | Total TOF | Mass fraction consumed |
| :---: | :---: | :---: | :---: | :---: |
| Method used in [62] | 0.4019 | 0.3128 | 60.4443 days | $5.7770 \%$ |
| QLEPSO | 0.1565 | 0.0068 | 93.6938 days | 9.6227\% |

When designing transfers to the smaller halo orbit, the use of tangential control is unable to circularize the orbit within the time required to achieve GEO-energy. The desired outcome of this trajectory design is to bring the eccentricity close to zero; the tangential control method is only able to achieve an eccentricity of 0.3128 using the objective function in Equation (2.37), whereas QLEPSO was able to bring it all the way to 0.0068 , which is an almost circular orbit. This is in addition to accomplishing the desired inclination change. Though the time of flight and fuel consumed are smaller in the case where tangential thrusting is used, it failed to produce feasible solutions where the essential condition regarding the parking orbit's eccentricity was satisfied. These results underscore the practicality of using QLEPSO when designing more general LELT transfers. Furthermore, using the method developed in this research allows for targeting of arbitrary parking orbits instead of only low-eccentricity, low-inclination orbits.

### 2.7.2 Use of Gradient-Based Methods

The accuracy of the LELT design method developed in the current work is quantified in this section by comparing our results with those obtained by using gradient-based methods. Apart from conveying the accuracy of solutions, this exercise will also demonstrate the advantage of QLEPSO in terms of computational efficiency. The first point of comparison is provided by previous studies that searched for locally-minimum LELT point solutions while minimizing a single objective function. This discussion is then concluded by showing comparable performance with a hybrid optimal control method that is capable of minimizing competing objectives.

## Local Search: Minimum-Time Solutions

Mingotti et al. [22] conducted one of the earliest studies that applied optimal control techniques to design (fixed $I_{s p}$ ) low-thrust transfers to halo orbits in the Earth-moon CR3B system via their manifolds. This early study ignored the inclination between GTO and the Earth-moon plane. Tangential thrusting was used for a majority of the thrust arc under the assumption that it allows for maximal increase in instantaneous energy. The simplifying assumptions used in [22] were removed by Martin et al. [28, 43], where the control history along the entire thrust arc was optimized and the inclination of initial parking orbit (i.e., GTO) was assumed to lie between $18.45^{\circ}$ and
$28.45^{\circ}$. Throughout these comparisons, the applicable caveat is that the reported value of thrust acceleration used in the current simulations is its final value (i.e., at delivery to the halo orbit) due to its inherent nature of backward propagation, while the referenced studies use the same value as their initial thrust acceleration. Table 2.9 catalogs the comparison of our results with these past analyses where a similar trajectory was designed from GTO to EML ${ }_{1}$ halo orbit of $A_{z}=8000 \mathrm{~km}$. These QLEPSO runs are conducted by eliminating $a_{T}$ as a design variable and instead fixing the initial parking orbit at GTO. The maximum allowable total time-of-flight is set at 90 days.

The method developed during the course of this research generates solutions with mass delivery fractions within $3 \%$ of the optimal solutions found through deterministic gradient-based methods. The LELT trajectories in [22] and [28,43] consist of the same phases as in the QLEPSO method, where the spacecraft's orbit is raised using low-thrust engines until it is delivered to the stable manifold. The difference, however, is that while the referenced studies use continuous thrust to reach the manifold, our method allows coast arcs within the orbit raising phase. Due to the intrinsic nature of low-thrust trajectories, allowing coast arcs within a transfer reduces fuel consumption at the cost of longer flight times. In this case however, a spacecraft being delivered to the manifold is bound to spend time coasting on it anyway; this coast time is reallocated by the QLEPSO solution to the orbit raising phase with the purpose of reducing fuel consumption. This reassignment of coast locations is the root cause of the low propellant mass consumption in the transfer designed using QLEPSO.

Table 2.9: Comparison with solutions from literature.

|  | Orbit raising | Coast TOF on <br> manifold (days) | Total TOF <br> (days) |  | Mass fraction <br> consumed |
| ---: | :---: | :---: | :---: | :---: | :---: |
| Mingotti et al. [22] | TOF (days) | Unreported | Unreported | 91.5 |  |
| Martin et al. $[28]$ | 47.1023 | 41.9463 | 89.0486 |  | $9.68 \%$ |
| QLEPSO | 76.343 | 13.649 | 89.992 |  | $8.35 \%$ |

Results from the work of Zhang et al. [64] are also used here, in which minimum-time low-thrust transfers for 17 different thrust acceleration values were designed to directly transfer to a selected point on the halo orbit without traversing its stable manifold. An attempt was made to design similar transfers using QLEPSO, by fixing $\tau_{m}=0$ and $\eta_{\text {cut }}=0$ within the solution process but

[^1]allowing $\frac{W_{a}}{W_{i}}, \frac{W_{e}}{W_{i}}$ and $\tau_{h}$ to vary. These results are mapped in Figure 2.9. An additional data set tagged as 'QLE' is plotted in the figure - it represents the design of the same minimum-time LELT transfers as [64] with the Q-law weights nominally set to unity and the halo insertion point fixed (i.e., no particle swarm optimization involved). This QLE data illustrates the effect of tuning the problem parameters within QLEPSO.

In the referenced study, the boundaries of the transfer are fixed, i.e. the transfer commences at the perigee of a fixed GTO and concludes at the point where the halo orbit achieves its maximum out-of-plane amplitude. On the other hand, QLEPSO transfers can be initiated from any point on a minimally inclined GTO and the halo insertion parameter is also left free. The selected EML $_{1}$ halo orbit ( $A_{z}=8000 \mathrm{~km}$ ) lies entirely within the lunar SOI - QLEPSO will still produce feasible solutions within the boundaries of the lunar SOI, although it is expected that the control directions dictated by Q-law are less effective.


Figure 2.9: Comparison with minimum-time Zhang et. al. solutions [64].

Figure 2.9 shows that results obtained from both QLE and QLEPSO are close in terms of TOF to the optimal solutions in [64]. The deliverable mass fractions calculated, however, deviate from those of the optimal solutions at high values of initial thrust acceleration magnitudes $\left(\Gamma_{i}\right)$. This will lead to more conservative estimates for propellent consumption in the regime of high $\Gamma_{i}$ values.

One of the primary goals of this research project is to ensure that the method developed here can achieve equivalent performance as traditional preliminary mission design methods with a much
lower computational budget. A single QLEPSO run takes less than an hour to complete on a desktop computer with 4 cores running at 3.40 GHz . On the other hand, the solutions generated by Martin et al. [28,43] report a runtime on the "order of days on a desktop computer". Though runtimes are not reported in the other works referenced in Table 2.9, it is expected to be on the order of tens of hours for every final solution generated ${ }^{\S}$. Also noteworthy is that using gradient-based methods usually involves generating and providing successive initial guesses through homotopy, like the process implemented in [43] and [64]. However, the comparison in Table 2.9 demonstrates that reasonable approximations to optimal trajectories can be obtained by using QLEPSO without much manual effort.

## Local Search: Minimum-Fuel Solutions

In addition to applying gradient-based methods to finding minimum-time solutions for direct Earth-to-halo transfer, Zhang et al. [64] also continued the process to obtain minimum-fuel solutions for different thrust levels with specified flight times. The results of comparing QLEPSO results in this case are provided in Table 2.10, where the time-of-flight specified is obtained from [64] and serves as the constraint for our method. Specifically, this differs from the QLEPSO results in Table 2.9, where only transfers with 90 days flight time were calculated.

Table 2.10: Comparison with minimum-fuel solutions from Zhang et al. [64].

| Thrust level | Total TOF |  | Mass fraction consumed <br> in reference solutions [64] | Mass fraction consumed <br> in QLEPSO solutions |
| ---: | :---: | :---: | :---: | :---: |
| 0.6 N | 140.2678 days | $8.50 \%$ | $8.13 \%$ |  |
| 1 N | 84.3688 days | $8.69 \%$ | $8.33 \%$ |  |
| 2 N | 37.8965 days | $8.54 \%$ | $8.69 \%$ |  |
| 3 N | 27.4773 days | $9.12 \%$ | $8.35 \%$ |  |
| 5 N | 16.8524 days | $9.47 \%$ | $8.95 \%$ |  |

The propellant consumed in direct Earth-to-halo low-thrust trajectories designed using the QLEPSO method is lower than those found in [64]. This is due to the fact that the authors of the referenced work fixed the initial and final points of the transfer, i.e., the transfer commences at a GTO whose orientation (in terms of argument of periapse $\omega$ and longitude of ascending node $\Omega$ ) is completely fixed, and ends at the point on the halo orbit where it achieves maximum

[^2]separation from the Earth-moon plane. This is equivalent to fixing $\tau_{h}$ and $\tau_{m}$ in our formulation of the problem, as well as aiming for all orbital elements while designing the low-thrust orbit raising spiral. However, our Q-law implementation aims to definitively match only the semi-major axis, eccentricity and the inclination of the Earth parking orbit since the other elements can be targeted through the launch itself. Thus, the freedom of not targeting other orbital elements allows our method to produce better results. Regardless of matching the exact boundary conditions, the QLEPSO solution provides a close approximation of the transfer cost. As a point of note, QLEPSO failed to converge when constraining the total TOF to the values reported in [64] for higher values of thrust; acceptable solutions were found in these higher thrust cases when the time of flight constraint was relaxed.

## Global Search Solutions

The hybrid optimal control framework developed by Shah et al. [65] provides a fully automated tool, now named DyLAN, for design of three-body transfer problems. It consists of a nested loop architecture to conduct global exploration of the search space associated with the problem. The outer loop uses a multiobjective genetic algorithm to pick the design variables that define the problem structure. This is complemented by the inner loop that solves the optimal control problem defined by the outer loop. The problem is defined to begin at the Earth parking orbit and thrust tangentially until a certain Jacobi energy is achieved. The spacecraft is then allowed one coast arc and a second thrust arc to reach the manifold patch point. The thrust arc beyond the main orbit-raising spiral is solved within the inner loop using the finite-burn low-thrust (FBLT) transcription. In this way, the boundary conditions of the optimal control problem supplied to the inner loop are decided by the outer loop. This hybrid optimal control framework is thus capable of generating the Pareto-front of time-of-flight versus propellant mass consumed.

The final comparison of the QLEPSO method is conducted against the results obtained by the DyLAN framework in [66]. The cost of these transfers, designed between a GTO and an EML ${ }_{1}$ halo orbit of $A_{z}=5000 \mathrm{~km}$, is charted in Figure 2.10. These reference trajectories correspond to a thrust acceleration of $1 \times 10^{-3} \mathrm{~m} / \mathrm{s}^{2}$. As before, due to the difference in direction of trajectory propagation, this thrust acceleration is the final value in the case of QLEPSO, and the initial


Figure 2.10: Comparison with DyLAN solutions from [66].
value for DyLAN. The Pareto-front of DyLAN solutions in Figure 2.10 was produced by using multiobjective optimization techniques. The QLEPSO data points, however, were obtained one-by-one by setting the TOF constraint to match the referenced results. An important distinction from the previous comparison cases is that only the time to reach the stable manifold is counted for flight time calculation. This is done in order to match the settings of the reported results in [66] and is achieved by excluding the $\left|\tau_{m}\right|$ term from the TOF constraint in Equation (2.32).

As explained earlier, the DyLAN solutions consist of a continuous tangential thrust arc starting at the parking orbit, followed by a coast arc and another thrust arc as decided by the outer loop solver. At the end of these phases, the spacecraft is delivered to the manifold. Thus the FBLT transcription is used only to optimize the second thrust arc. In Figure 2.10, the same trend of reallocation of coast arcs by QLEPSO is observed - the coast arc is removed from the pre-FBLT section and reassigned to the orbit-raising phase. Due to this, all QLEPSO-designed transfers consume less fuel than the DyLAN solutions.

### 2.8 Chapter Summary

This chapter describes a computationally-efficient design method for quantifying low-energy, lowthrust transfers in a three-body system in a computationally efficient manner. It uses the previously proposed Q-law, a feedback control law based on Lyapunov control theory, to design the low-thrust trajectory, combining it with low-energy dynamical systems theory. This low-energy low-thrust (LELT) trajectory design problem is parametrized by the initial parking orbit, Q-law weights and effectivity cutoff, and the manifold patch point. These decision variables are optimized using a particle swarm algorithm. A simple and effective strategy, comprising of marking infeasible solutions with fictitious high fitness values, is implemented here to deal with the time-of-flight constraint. The complete technique is demonstrated on the design of a transfer that starts at an Earth parking orbit and uses low-thrust propulsion to transport the spacecraft to the stable manifold of an Earth-moon $\mathrm{L}_{1}$ halo orbit within a specified flight time. The solutions show that the insertion on the invariant manifold occurs at the closest allowed points to the halo orbit in order to spread the coasting time all along the low-thrust section of the trajectory. The parking orbit, constrained by the $\Delta \mathrm{v}$ to transfer from LEO to GTO, was also chosen to have the highest achievable apogee, with minimal inclination change.

Close agreement between the results obtained here and the optimal solutions obtained through gradient-based deterministic methods serves the purpose of validating and assessing the applicability of the developed preliminary Q-law LELT trajectory design with PSO (or simply QLEPSO) method. In addition to its accuracy, QLEPSO also provides significant savings in computational effort due to the use of the non-iterative Q-law for low-thrust arc design. By itself, the estimates provided by this method for percentage mass propellant consumed are suitable for large-scale trade space studies or logistics planning. This method is also well suited for use in the preparatory stages for gradient-based solving techniques (i.e., for seeding initial guesses); the use of QLEPSO for achieving higher-fidelity solutions in this manner is left open as an avenue of future work.

Material in this chapter has appeared in a paper authored by Bindu Jagannatha, Jean-Baptiste Bouvier, and Koki Ho in Journal of Guidance, Control, and Dynamics (2018) [67].

## Chapter 3

## Case Study: Cislunar Resupply Chain Design

Space exploration priorities in the US usually change with the political climate and in recent times have vacillated between Mars-first strategies, Moon-first [68,69], and the in-between flexible path approach [70]. Each of these approaches requires substantial investment in development of new technologies, as well as deploying and maintaining space infrastructure. For this reason, growing the space economy in a sustainable manner will call for appropriate supply-chain and logistics management.

No matter which space exploration strategy is ultimately followed, NASA's journey to Mars is expected to go through near-term missions to the cislunar space [70,71], which will allow human space programs to progressively fill knowledge gaps and prove newly developed technologies. Thus, the case study chosen to demonstrate the space logistics frameworks developed in this thesis is to optimally design a cislunar propellant resupply chain for supporting crewed Apollo-like missions to the lunar surface.

### 3.1 Problem Setting

The campaign considered as the case study in this work consists of repeating Apollo-style crewed missions for lunar surface exploration. For each mission, the crew stack (comprised of the Crew \& Service Module, or CSM, and the Lunar Module, or LM) departs low-Earth orbit via a translunar injection maneuver provided by the Saturn V's upper stage. The CSM inserts the entire stack into lunar orbit once in the vicinity of the moon. Lunar ascent and descent operations are then conducted by the LM, which is discarded once the crew is returned to the CSM idling in low lunar orbit. Finally, the crew is returned to Earth by the trans-Earth injection maneuver provided by the CSM. In this scenario, the crew carries its entire fuel supply.

Instead, consider a scenario where these crewed missions can be refueled along their journey by in-space propellant depots. By moving towards distributed launch architectures, the fuel for the crewed spacecraft can be delivered in advance to certain way stations along the crew's path, along with cargo not required by the crew during the journey. The campaign will be composed of two stages - the cargo delivery phase, which then facilitates the crew mission phase. A fleet of cargo tugs, consisting of both high-thrust chemical propulsion (CP) and low-thrust solar electric propulsion (SEP) variants, deliver the crew resupply propellant to way stations in the form of disposable "droptanks". Once the first phase is complete, the crew mission/s can utilize these in-space propellant stockpiles.

This logistics problem can be optimized along multiple dimensions, three of which are: (a) locations of the way stations where the crewed spacecraft can be refueled, (b) amount of propellant supplied at each possible way station, and (c) the tugs selected for delivery of these propellant resupply tanks (assuming the crew vehicles are fixed). Figure 3.1 shows a sample result from such an optimization, where the expected campaign profile in terms of the mission sequence and the nodes to be used as pitstops are all part of the decision variables.


Figure 3.1: Expected campaign profile obtainable from logistics network optimization.

### 3.2 Network Nodes

The space exploration map is modeled as a network, with nodes corresponding to the candidates for surface destinations, orbits and staging locations. Arcs connecting these nodes represent flow of materials between them. The reduced network chosen in the current application case is sketched in Figure 3.2. Although the $\mathrm{EML}_{2}$ Lagrange point lies on the farther side of the moon, its location in the figure reflects its use as a way station as opposed to a destination.


Figure 3.2: Network considered for cislunar resupply chain design.

Commodities flowing along this network include crew, vehicles and propellant. All commodities are launched into parking orbits around the Earth, where they begin their journey towards the moon as required. The parking orbits considered here are the two common launch orbits - the low Earth orbit (LEO) and the geosynchronous transfer orbit (GTO). Particularly within the cislunar space, propellant depots at locations such as the collinear Lagrange points have been suggested in previous architectures $[10,11,72-75]$ to provide economic benefits for campaign design. Thus, nodes at Lagrange point halo orbits are considered as possible way stations for refueling the crew stack. These halo orbits have associated invariant manifolds that can be used to provide cheaper low-energy pathways (i.e., lower $\Delta v$, but longer flight time) for the tug journeys. The nodes marked in Figure 3.2 are:

1. Earth surface (ES).
2. Low Earth orbit (LEO) of radial altitude 200 km .
3. Geosynchronous Transfer Orbit (GTO) with perigee at 200 km altitude.
4. Halo orbit at $\mathrm{EML}_{1}$ of 5000 km out-of-plane amplitude.
5. Halo orbit at $\mathrm{EML}_{2}$ of 5000 km out-of-plane amplitude.
6. Low Lunar Orbit (LLO) of radial altitude $\sim 100 \mathrm{~km}$.

The inclination of the body-centered orbital nodes (LEO, GTO and LLO) with respect to the Earth-moon plane is assumed to be negligible.

### 3.3 Vehicles

### 3.3.1 Crew Vehicles

As mentioned previously, high-thrust propulsion is preferable for in-space transport of crewed spacecraft. The Apollo missions are used as baseline in the current case study and thus use the Crew \& Service Module (CSM) in conjunction with the Lunar Module (LM) for each crew sent to the lunar surface. The launch vehicle's upper stage (US) is used to impart the trans-lunar injection (TLI) required by the crew stack. While the crew vehicles that provide transport in space have fixed designs in terms of dry mass and fuel capacity, the upper stage of the crew launch vehicle is sized according to the fuel needed to provide the impulse demanded by the crew stack, i.e. commensurate to the magnitude of the TLI maneuver. This TLI will vary depending on whether the campaign-level architectural solution decided by the logistics framework dictates the first stop to be at LLO, at the $\mathrm{EML}_{1}$ halo orbit or at the $\mathrm{EML}_{2}$ halo orbit. Once this first impulse is completed by the upper stage, all succeeding maneuvers are conducted by the CSM or the LM (for lunar landing/ascent operations only). Hence, the crew only needs to be resupplied with either CSM fuel or with LM fuel at any in-space pitstop. The details regarding these crew vehicles are derived from the Apollo program itself and are listed in Table 3.1.

Table 3.1: Specifications of crew vehicles used in analysis.

| Name | Dry mass, t | Propellant <br> capacity, t | $\mathrm{I}_{s p}$ of fuel <br> used, s | Structural coefficient <br> of fuel used $(\varepsilon)$ |
| :--- | :---: | :---: | :---: | :---: |
| Upper stage | Sized according to TLI | - | 421 | $0.1138^{*}$ |
| CSM | 12.2 | 31 | 314 | $0.08^{* *}$ |
| LM | 5.8 | 12 | 311 | $0.08^{* *}$ |

* Calculated based on $\sim 14 \mathrm{t}$ dry mass of Saturn V upper stage and its 123 t propellant capacity [76].
${ }^{* *}$ Used to size the required droptanks.


### 3.3.2 Cargo Vehicles

In the case-study campaign, the droptanks are predeployed to their operational locations using a fleet of cargo tugs. The available cargo fleet consists of vehicles of discrete sizes, with propulsion systems of high-thrust (chemical propulsion) or low-thrust (solar-electric propulsion) type. This means that the dry mass of each tug and its fuel capacity is fixed. The amount of payload that can be carried by a tug across the network is limited only by its fuel capacity. The vehicle choices are specified in Tables $3.2-3.3$. Additionally, multiple tugs of the same kind are allowed in the analysis. Each tug will also be permitted to be reused two times, i.e., a total of three uses per tug. A tug must return to its corresponding Earth parking orbit to be refueled/refurbished in order to be considered 'reused'. The advantage of reusing a tug comes from the reduction in launch cost, but the drawback is that the tug needs to carry its return fuel.

Table 3.2: Specifications of high-thrust chemical propulsion (CP) tugs used in analysis.

| Type | Dry <br> mass, t | Propellant <br> capacity, t | $\mathrm{I}_{s p}$ of <br> fuel used, s | Number <br> of units |
| :---: | :---: | :---: | :---: | :---: |
| $1[77]$ | 2.3 | 11.5 | 450 | 2 |
| $2[78]$ | 5.5 | 41 | 450 | 2 |
| $3[79]$ | 6.5 | 68 | 450 | 3 |

Table 3.3: Specifications of low-thrust solar-electric propulsion (SEP) tugs used in analysis.

| Type | Dry <br> mass, t | Propellant <br> capacity, t | Power, kW | $\mathrm{I}_{s p}$ of <br> fuel used, s | Number <br> of units |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $4[80]$ | 3.5 | 11 | 40 | 3000 | 2 |
| $5[81]$ | 7.68 | 16 | 150 | 3000 | 2 |
| $6[82]$ | 10.7 | 39 | 300 | 2000 | 1 |

At this point, it should be noted that the in-space crew vehicles (CSM and LM) use highdensity storable propellants and hence in-space storage of refuel propellant can be modeled using simple droptanks. Next generation crew transportation vehicles, like the Orion Multi-Purpose Crew Vehicle, are also expected to use similar hypergolic storable propellants [83]. On the other hand, the chemical propulsion tugs and the Saturn V's upper stage use high- $\mathrm{I}_{s p}$ cryogenic propellants; the use of this class of propellants is limited practically to applications where they need to be stored only briefly. Thus, deploying depots for CP tug propellant is not considered in the current problem
setting. Separate in-space storage of propellant for SEP tugs is also not considered.

### 3.4 Mission Cost Calculations

The total cost of the campaign is measured in terms of the initial mass to low Earth orbit (IMLEO). In the current problem context, an additional cost arises in the form of duration of each mission. This indirect cost regarding the campaign duration has two components - total time required to setup the in-space refuel supply chain using the cargo delivery tugs and the total crew flight time across all considered human missions. These two time-related pseudo-costs are also included in the analysis either as constraints or as objectives, so that the tradeoff between IMLEO and campaign duration can be explored. The campaign costs thus have three aspects - IMLEO, time required to complete predeployment of resupply propellant, and duration of crew missions.

The propellant resupply chain for the crew spacecraft is modeled in the form of disposable droptanks that are sized by their fuel storage requirements through the use of the fuel's structural coefficient $(\varepsilon)$. In the current analysis, the costs for rendezvous between the crew spacecraft and the droptanks at way stations is ignored. Stationkeeping costs for maintaining the droptanks at their operational locations (i.e. at the halo orbits or at LLO) are also disregarded. Though not modeled here, the crew can be resupplied with other necessary commodities such as life-support supplies at these pitstops; thus, the extended crew flight times due to the need to transit through way stations for the purposes of refueling is assumed to not have any appreciable effect on the system-level design of the crew spacecraft.

All trajectories in this research are considered within the three-body model*, and some of them make use of the dynamical structures available in the Earth-moon system (refer Chapter 2). Crew transport is conducted using high-thrust chemical propulsion (i.e., Saturn V upper stage, CSM, and LM), but the delivery of the disposable droptanks containing the resupply propellant can be carried out by solar electric propulsion tugs or chemical propulsion tugs. All such cargo deliveries use the low-energy pathways associated with the chosen halo orbits. This means that the tugs cannot access LLO directly from their Earth parking orbits; instead they must transfer through either

[^3]the $\mathrm{EML}_{1}$ or $\mathrm{EML}_{2}$ halo orbit. Another advantage of using the low-energy invariant manifolds is that this permits the same tug to drop off payloads at multiple locations on the same journey, if required. For example, a tug starting at its Earth parking orbit (either LEO or GTO) and going to LLO via the $L_{1}$ halo can drop off some of its cargo at the halo orbit and then continue its journey to lunar orbit.

The cost of transporting commodities across a network arc has two components: propellant used (or $\Delta \mathrm{v}$ ) and time of flight (TOF). These costs depend on the propulsive element used on the arc. The transportation costs of using high-thrust propulsion can be practically modeled to be independent of the total mass because maneuvers associated with these "ballistic" trajectories are modeled as impulsive burns. However, the transfer costs of low-thrust trajectories are coupled to the spacecraft's thrust-to-mass ratio (or thrust acceleration) due to the continuous-burn nature of the associated propulsive maneuvers. Thus, the costs for employing solar electric propulsion have to be calculated internally; the method chosen for doing so is based on QLEPSO and is described later in this section.

### 3.4.1 Transfer Costs for Crew Transfers

Past studies have designed minimum $\Delta v$ trajectories suitable for human missions from LEO to LLO, as well as to periodic orbits around the $\mathrm{EML}_{1}$ and $\mathrm{EML}_{2}$ [84-87]. In order to restrict the crew flight time to under safe limits, these transfers do not exploit the low-energy pathways, instead choosing to directly transfer onto the target orbits or to use lunar flybys. These crew-specific spaceflight routes also generally leverage Apollo-like free-return trajectories in order to enable safe aborts. The $\Delta \mathrm{v}$ costs for the different arcs that can be traversed by the crew vehicles are gathered from available literature and summarized in Table 3.4.

### 3.4.2 Transfer Costs for High-Thrust Tugs

Apart from the crew transportation costs, the other contribution to the total IMLEO cost arises from the launch of tugs and their corresponding cargo. Any resupply propellant (i.e. CSM or LM fuel) stored in space is assumed to be held in disposable droptanks, which is sized linearly with the amount of propellant it stores. The structural mass of these in-space droptanks is calculated using

Table 3.4: Crew transportation costs.

| Arc | $\Delta \mathrm{v}, \mathrm{km} / \mathrm{s}$ | TOF, days | Impulse provided by |
| ---: | :---: | :---: | :--- |
| Forward direction arcs $^{* *}$ |  |  |  |
| LEO to TLI* | 3.306 | - | Launch vehicle upper stage |
| TLI to LLO* | 0.976 | 4 | CSM |
| LEO to TL1I* | 3.200 | - | Launch vehicle upper stage |
| TL1I to L1 [86] | 0.570 | 5 | CSM |
| L1 to LLO [88] | 0.750 | 3 | CSM |
| LEO to TL2I* | 3.400 | - | Launch vehicle upper stage |
| TL2I to L2 [86] | 0.275 | 8.5 | CSM |
| L2 to LLO [88] | 0.750 | 3.5 | CSM |
|  | Return direction |  |  |
| arcs** |  |  |  |
| LLO to ES* | 1.091 | 3 | CSM |
| LLO to L1 [88] | 0.750 | 3 | CSM |
| L1 to ES [86] | 0.499 | 10 | CSM |
| LLO to L2 [88] | 0.750 | 3.5 | CSM |
| L2 to ES [86] | 0.275 | 8.5 | CSM |

TLI $=$ Translunar injection, TL1I $=$ Translunar injection to go to $L_{1}$ halo, TL2I $=$ Translunar injection to go to $\mathrm{L}_{2}$ halo.

* Approximated/ calculated from Apollo 17 values [76].
${ }^{* *}$ Lunar descent $\Delta \mathrm{v}=2.123 \mathrm{~km} / \mathrm{s}$ and lunar ascent $\Delta \mathrm{v}=2.239 \mathrm{~km} / \mathrm{s}$.

Table 3.5: High-thrust chemical propulsion tug transportation costs.

|  | Arc | $\Delta v, \mathrm{~km} / \mathrm{s}$ |
| ---: | :---: | :---: |
| TOF, days |  |  |
| LEO to/from L1 [89] | 3.375 | 21 |
| L1 to/from LLO [90] | 0.259 | 28 |
| LEO to/from L2 [89] | 3.336 | 17 |
| L2 to/from LLO [90] | 0.375 | 27 |

the respective fuel's (CSM or LM's) structural coefficient. When these droptanks are delivered to their in-space storage locations, the high-thrust chemical propulsion tugs use the cheaper (but slower) routes through the Earth-moon system. Unlike the crew transfers, the cargo transport using both chemical tugs and solar electric tugs take advantage of the halo orbits' invariant manifolds, instead of inserting onto them directly. The $\Delta \mathrm{v}$ data for cargo deliveries conducted using chemical propulsion tugs is provided in Table 3.5. These high-thrust tugs are assumed to begin their journey in LEO. All tugs can be reused during the campaign if their own propellant tanks are refilled; however, they must return to their Earth parking orbit (which is LEO for the case of high-thrust chemical tugs) to do so. In such cases, the tug will have to carry additional fuel for facilitating its return, apart from the cargo it was required to deliver on its forward journey.

### 3.4.3 Transfer Costs for Low-Thrust Tugs

The propellant mass fraction consumed by a low-thrust solar electric propulsion (SEP) tug and, more importantly, its flight time are heavily dependent on the ratio of the thrust it can provide and its total initial mass. Thus, the costs of low-thrust transfers cannot be simply be collated from existing literature, and must be calculated within the logistics framework.

The task of delivering cargo (i.e. droptanks) to various cislunar nodes in the network is optimally distributed among the tugs by the space logistics framework. During the course of this process, the thrust-to-mass ratio (i.e., the thrust acceleration) of any given SEP tug takes a range of values, even for the same transportation arc. As mentioned before, obtaining these low-thrust trajectories is a computationally intensive process involving design of the many-revolution thrust arc required to depart/arrive at the Earth/moon [21-25,43]. Existing methods do not lend themselves well to quick parametric trade studies, as is the application case required here. Thus, a method based on our previous studies $[66,67]$ is used, where Q-law is combined with dynamical systems theory to design low-energy low-thrust (LELT) trajectories.

The method used in this section for LELT trajectory design is a simpler than the QLEPSO methodology explained in the previous chapter. This is due to one key difference - the low-thrust trajectories pertinent to the ultimate space logistics problem are assumed to be of continuous thrust in nature, i.e. no coast phases are allowed within the orbit raising/lowering spiral. The propellant consumption of low-thrust trajectories inherently decreases as more coast segments are allowed, and tends to zero when the total time of flight approaches infinity. Thus assuming continuousburn trajectory provides an upper limit on the transfer costs. Additionally, the use of low-energy pathways (i.e. the invariant manifolds) reduces propellant consumption. Thus, the choice is made to model desired low-thrust cislunar transport as continuous burn spiral phase patched with a manifold coast phase.

The initial Earth parking orbit, where the low-thrust tugs begin their journeys, is chosen to be the GTO in compliance with the selection made by other previous studies which designed similar trajectories $[22,43]$. The multi-revolution spiral orbital transfer phase is then designed using Q-law assuming constant maximum thrust until the boundary of the coast phase. Feedback control laws are known to be suboptimal, but they simplify the solution process and provide good estimates
for low-thrust transfer costs, thus making the method favorable to large-scale trade studies or for quick approximations such as the application here. In order to use Q-law with dynamical systems theory (i.e., the QLE method) to obtain the low-thrust arc costs, favorable points on the manifold must be first chosen as targets for the spiral section of the trajectory. These patch points on the manifold, which separate the continuous-thrust spiral arc from the coast arc, are chosen via a grid search [66] across three different values of thrust accelerations.

## Manifold Patch Point Selection

Journeys ending at the halo orbit will require the stable manifold to be generated; both branches of this stable manifold are used for transfers to the $\mathrm{EML}_{1}$ halo orbit, but only its Earth-approaching branch is used in the case of the $\mathrm{EML}_{2}$ halo orbit. The same requirement applies to the unstable manifolds used for transfers away from the halo orbits and towards the primary bodies. The generated manifold is discretized in terms of $\tau_{h}$ and $\tau_{m}$, and is fed into the Q-law algorithm as a viable patch point. The low-thrust trajectory can only be propagated starting from the patch point as the true anomaly is only known at this end of the powered phase; thus the Q-law controlled transfer has to be propagated either backward or forward in time as needed.

This grid search across three values of spacecraft thrust-acceleration ( $\Gamma$ ) yields results as shown in Figures 3.4-3.10. In all cases, thruster specific impulse ( $\mathrm{I}_{\mathrm{sp}}$ ) of 3000 s is used and the same payload of 1000 kg is being delivered to the manifold and hence to the halo. To search for trends in the grid search results, the evolution of the orbital elements of the manifold trajectories with respect to the primary bodies is also examined. Let us first look at the Earth-approaching branches of both $\mathrm{EML}_{1}$ and $\mathrm{EML}_{2}$ halo orbit manifolds (Figure 3.4 and Figure 3.8). The behavior of the search space related to the Earth-bound stable manifolds seems to correlate with the evolution of the orbital elements of the manifold trajectories - Figures 3.5 and 3.9 at the end of this chapter present this data. Semi-major axis has been normalized with respect to Earth radius and the angles (inclination and true anomaly) are shown in degrees. Comparison of Figures 3.4(b) and 3.4(c) with Figure 3.5 indicates that the minimum fuel for delivery to the stable manifold at high thrust acceleration levels is achieved at apogee points along the manifold, with the minimum point occurring along the manifold trajectories that have the lowest semi-major axis. However, as the
thrust acceleration is decreased, the effect of the inclination starts dominating and the choice of the optimal manifold trajectory moves towards those with higher inclination (due to the high desired inclination of the parking orbit itself). This results in certain manifold trajectories becoming more optimal for insertion, rather than particular regions of the manifold, as evident from Figure 3.4(d). Similar conclusions can be drawn from comparing Figure 3.8 to Figure 3.9 (placed at the end of this chapter).

Though there exists some correlation between orbital specifications of the manifold patch points and the costs associated with transfers to/from these points on the Earth-bound manifold branches, there are no obvious trends in the grid search results for the moon-approaching manifold branches that remain valid across different thrust acceleration magnitudes.

The manifold patch points for the LELT journeys to and from the specified EML ${ }_{1}$ and $\mathrm{EML}_{2}$ halo orbits are thus chosen from these grid searches to reflect the points where minimum costs are incurred across the three different thrust acceleration values considered here. The effectivity of Q-law in designing LELT trajectories without a stochastic optimization algorithm serving as an outer loop has been shown briefly in the previous chapter (refer the QLE dataset in Figure 2.9). The manifold patch points chosen for each low-thrust arc permitted in the cislunar logistics network are marked in Figures 3.4(a), 3.6(a), 3.8(a) and 3.10(a).

## Low-Thrust Cislunar Transfer Cost Model

Once the manifold patch points are chosen, the trajectories for various combinations of low-thrust tugs (from Table 3.3) and their payloads are designed for all permissible arcs. Both costs - final mass, which is indicative of propellant used, and TOF - are calculated for each tug, by starting at the tug's dry mass as the initial mass along the arc and increasing its payload mass in discrete steps up to the maximum value permissible by the tug's fuel capacity. The thrust magnitude that can be provided by each low-thrust tug is calculated by assuming a $60 \%$ efficiency in power transfer to the propulsion system. The results of this analysis are plotted in Figure 3.3. Both costs show an approximately-linear trend in this figure.

This linear behavior of flight time (TOF) with respect to initial mass is similar to the simplified case of very low continuous thrust transfer between two coplanar circular orbits of radii $a_{i}$ and


Figure 3.3: Final mass (in t ) and TOF (in days) vs. initial mass (in t ) for each SEP tug in Table 3.3.
$a_{f}\left(a_{f}>a_{i}\right)$ using constant tangential thrust (i.e. thrust acceleration vector $\boldsymbol{\Gamma}$ aligned with spacecraft's velocity vector). In this case, the time of flight is inversely proportional to the thrustacceleration [91]:

$$
t_{f}=\frac{1}{\Gamma}\left(\sqrt{\frac{\mu}{a_{i}}}-\sqrt{\frac{\mu}{a_{f}}}\right),
$$

where thrust acceleration $\Gamma=\frac{\text { thrust }}{\text { mass }}$. This above relationship is derived assuming that the thrust and the mass are unchanged during the course of the transfer. The LELT transfers designed in the current analysis through the use of Q-law are similar transfers, where the orbital transfer is conducted between two points of fixed energies, i.e., each low-thrust transportation arc connects the nodes at GTO and the pre-selected manifold patch point. Thus the thrust-acceleration decreases as mass being carried is increased, which then drives up the time of flight in a nearly linear manner.

Returning to Figure 3.3, a linear curve is fit through the available data and the coefficients used later for modeling the transportation costs:

$$
\begin{align*}
& \mathrm{m}_{\text {final }}={ }^{1} p \cdot \mathrm{~m}_{\text {initial }}+{ }^{0} p,  \tag{3.1a}\\
& \mathrm{TOF}={ }^{1} q \cdot \mathrm{~m}_{\text {initial }}+{ }^{0} q, \tag{3.1b}
\end{align*}
$$

where $p$ and $q$ are constant coefficients. The initial mass on the arc includes the payload being carried by the spacecraft, its dry mass and the fuel onboard at the beginning of the transfer. The coefficients derived for each arc permitted for low-thrust transfers are listed in Tables 3.6-3.7.

Table 3.6: Linear fit coefficients for final mass (in $t$ ) vs. initial mass (in $t$ ).

| Arc | SEP tug type 1 |  | SEP tug type 2 |  | SEP tug type 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }^{1} p$ | ${ }^{0} p$ | ${ }^{1} p$ | ${ }^{0} p$ | ${ }^{1} p$ | ${ }^{0} p$ |
| To/ from EML ${ }_{1}$ halo orbit |  |  |  |  |  |  |
| GTO to L1 | 0.8757 | -0.0038 | 0.8772 | 0.1202 | 0.8251 | 0.2401 |
| L1 to LLO | 0.9446 | 0.0446 | 0.9447 | 0.1586 | 0.9214 | -0.0391 |
| LLO to L1 | 0.9446 | 0.0429 | 0.9449 | 0.1398 | 0.9214 | -0.0407 |
| L1 to GTO | 0.8758 | -0.0082 | 0.8764 | 0.1453 | 0.8253 | 0.1808 |
| To/ from EML ${ }_{2}$ halo orbit |  |  |  |  |  |  |
| GTO to L2 | 0.8801 | -0.2208 | 0.8709 | 0.1763 | 0.8219 | -0.2458 |
| L2 to LLO | 0.9397 | 0.0338 | 0.9396 | 0.1337 | 0.9112 | 0.5247 |
| LLO to L2 | 0.9394 | 0.0276 | 0.9402 | 0.0841 | 0.9128 | 0.2931 |
| L2 to GTO | 0.8818 | -0.2571 | 0.8718 | 0.1172 | 0.8232 | -0.3195 |

Table 3.7: Linear fit coefficients for time of flight (in days) vs. initial mass (in t).

| Arc | SEP tug type 1 |  | SEP tug type 2 |  | SEP tug type 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }^{1} q(\times 10)$ | ${ }^{0} q$ | ${ }^{1} q$ | ${ }^{0} q$ | ${ }^{1} q$ | ${ }^{0} q$ |
| To/ from $E M L_{1}$ halo orbit |  |  |  |  |  |  |
| GTO to L1 | 2.598 | 26.631 | 6.832 | 19.146 | 2.164 | 22.865 |
| L1 to LLO | 1.156 | 8.567 | 3.074 | 8.403 | 0.973 | 17.465 |
| LLO to L1 | 1.157 | 8.015 | 3.062 | 9.199 | 0.973 | 17.482 |
| L1 to GTO | 2.595 | 27.177 | 6.872 | 18.159 | 2.162 | 23.674 |
| To/ from EML 2 halo orbit |  |  |  |  |  |  |
| GTO to L2 | 2.505 | 88.126 | 7.180 | 32.179 | 2.204 | 45.036 |
| L2 to LLO | 1.257 | 13.027 | 3.359 | 12.346 | 1.098 | 13.092 |
| LLO to L2 | 1.266 | 13.364 | 3.329 | 14.458 | 1.079 | 15.511 |
| L2 to GTO | 2.476 | 91.578 | 7.128 | 35.899 | 2.188 | 45.804 |

Even though high-thrust propulsion TOF costs are fixed, similar coefficients can be listed for
corresponding arcs by simply setting ${ }^{1} q$ to zero. These coefficients are used later within the mathematical model to relate the transfer times on arcs to the campaign duration, and thereby constrain it.

As a final point of note, one can notice that the initial Earth parking orbit for the low-thrust solar-electric propulsion tugs is GTO, while the cost concerns IMLEO mass. To account for this discrepancy, any mass launched to GTO is penalized to be about 1.74 times the initial mass in LEO; this penalty is derived from the ratio of initial mass to final mass if a rocket with fuel $\mathrm{I}_{s p}=450 \mathrm{~s}$ was used to place a spacecraft in GTO when starting at a LEO of altitude 200 km , which requires $\Delta \mathrm{v} \sim 2.4554 \mathrm{~km} / \mathrm{s}$.

### 3.5 Chapter Summary

This chapter provides a comprehensive description of the case study setup as used to demonstrate the space logistics frameworks developed as the core of this research. The set of network nodes and vehicles that can be potentially utilized are presented. The cost models for both high-thrust and low-thrust transportation arcs relevant to the case study are also derived.

Parts of this chapter appear in two papers: (1) presented by B. Jagannatha, V. Shah, R. Beeson and K. Ho at the 2017 AIAA/AAS Astrodynamics Specialist Conference [66], and (2) presented by B. Jagannatha and K. Ho at the 2018 AAS/AIAA Astrodynamics Specialist Conference [92].


Figure 3.4: Propellant mass fraction consumption for low-thrust transfer from GTO to EML 1 halo's discretized stable manifold.


Figure 3.5: Orbital elements of patch points on the discretized Earth-approaching branch of $E M L 1$ halo's stable manifold.


Figure 3.6: Propellant mass fraction consumption for low-thrust transfer from EML ${ }_{1}$ halo's discretized unstable manifold to LLO.


Figure 3.7: Orbital elements of patch points on the discretized moon-approaching branch of EML 1 halo's unstable manifold.


Figure 3.8: Propellant mass fraction consumption for low-thrust transfer from GTO to EML 2 halo's discretized stable manifold.


Figure 3.9: Orbital elements of patch points on the discretized Earth-approaching branch of $\mathrm{EML}_{2}$ halo's stable manifold.


Figure 3.10: Propellant mass fraction consumption for low-thrust transfer from $\mathrm{EML}_{2}$ halo's discretized unstable manifold to LLO.


Figure 3.11: Orbital elements of patch points on the discretized moon-approaching branch of $\mathrm{EML}_{2}$ halo's unstable manifold.

## Chapter 4

## Combinatorial Optimization Model for In-Space Supply Chain Design

### 4.1 Introduction

We approach the problem of optimizing space logistics design by first modeling the space exploration map as a network, with nodes representing destinations or parking orbits, and arcs connecting these nodes representing flow of material between them. Each arc in a space exploration map (e.g. Figure 3.2) has discrete and continuous parameters associated with it, such as the payload/vehicle combination, technology used on the arc, time required to traverse the arc, etc. The selection of these parameters influences the campaign-level architecture and must be traded off against each other to affect the end goal efficiently, which is usually to minimize costs. Presence of arcs that use low-thrust spacecraft to provide propulsion complicates mission analysis due to the inherent nonlinear nature of such transfers, where the time of flight and the amount of propellant consumed are dependent on the size of the payload traversing that arc. Thus, optimal logistics design of space exploration campaigns that include low-thrust missions is a mixed-integer nonlinear programming (MINLP) problem.

The modeling paradigm developed in this chapter formulates this MINLP problem such that heuristic search techniques can be used for optimization, with trajectory considerations integrated into this top-level analysis. The case study considered here is that of re-establishing short-term human presence on the lunar surface with one or more crew missions, by supporting Apollo-style missions with in-space refueling capabilities through predeployed disposable droptanks. These droptanks can be delivered using a variety of vehicles, which include both high-thrust chemical and low-thrust solar electric propulsion variants. With respect to this case study, the new framework developed here optimizes the locations of crew mission refueling simultaneously with the mode of prepositioning these propellant resupply tanks; this allows for the cost of all involved missions to
be optimized together as a campaign.
The first space logistics optimization methodology developed during the course of this work and presented in the current chapter frames the design of the cislunar propellant resupply chain as a combinatorial optimization problem. A multiobjective genetic algorithm is applied at the level of campaign planning to find the optimal mission profiles while also calculating the optimal combination of propulsion systems to be used. The three costs of IMLEO, cargo delivery duration and crew flight time are simultaneously optimized through the use of multiple objectives. Optimal predeployment strategies are calculated for a campaign of one, two, or three crewed lunar missions, thus quantifying the game changing impact of low-thrust propulsion for logistics supply planning in the case study.

### 4.2 Multiobjective Genetic Algorithm for Selecting Campaign Parameters

The selection of parameters associated with each network arc influences the campaign-level architecture and their combinations must be explored in a regular manner to minimize the associated costs. The framework proposed here uses a multiobjective genetic algorithm (henceforth referred to simply as 'MOGA') to compute the ideal combination of technologies for transport and location of refuel tanks for campaign-level logistics design. The MOGA chooses the parameters such as target locations and propulsion technology associated with each cargo mission arc; these pieces of information are fed into the fitness function that calculates the cost of traveling on the chosen arcs in terms of IMLEO and time of campaign. Different combinations of carry-along and refueling architectures can be evaluated in this way to determine the optimal locations of depots where the fuel supply for later crewed mission segments may be stored. The important features of the framework are presented in Figure 4.1, with the details of each block provided in the subsequent sections.

An integer-valued genetic algorithm (GA) is chosen to conduct this combinatorial search for optimal architectures; further, the use of a multiobjective GA (instead of a single-objective GA) allows mission designers to explore the tradespace of IMLEO vs. time thoroughly in a single run.


Figure 4.1: Overview of the multi-objective GA framework for space logistics optimization.

The objective is expressed as:

$$
\begin{equation*}
\underset{\chi}{\operatorname{minimize}} \mathcal{J}(\chi)=\left\{\operatorname{IMLEO}(\chi), \mathrm{T}_{\text {crew }}(\chi), \mathrm{T}_{\text {cargo }}(\chi)\right\} \tag{4.1}
\end{equation*}
$$

where the variable $\boldsymbol{\chi}$ denotes the campaign architecture, $\mathrm{T}_{\text {crew }}$ represents the total crew flight time, and $\mathrm{T}_{\text {cargo }}$ is the total duration of the cargo delivery phase. Because the campaign encompasses missions to establish the propellant supply trail as well as the final crewed missions that use the fuel available at these way stations, the components of the cost function can be expressed as:

$$
\begin{gather*}
\text { IMLEO }=\text { IMLEO }_{\text {crew }}+\sum \text { IMLEO }_{\text {cargo }},  \tag{4.2}\\
\mathrm{T}_{\text {crew }}=\sum \mathrm{TOF}_{\text {crew }}  \tag{4.3}\\
\mathrm{T}_{\text {cargo }}=\max \left(\mathrm{TOF}_{\text {cargo }}\right) \tag{4.4}
\end{gather*}
$$

### 4.2.1 Chromosomal Representation

Table 4.1 shows the chromosomal representation used for a campaign involving only one crew mission and the cargo missions required to support it. The table also shows the corresponding bounds on the genes, which represent the parameters pertaining to the current problem. The "pitstops" where the crew spacecraft may be refueled are (A) EML ${ }_{1}$ halo orbit, (B) $\mathrm{EML}_{2}$ halo orbit, and (C) LLO. These network nodes were detailed in Chapter 3. Note that Table 4.1 uses one crew mission as an example, but it can be naturally extended to a campaign to support refueling of multiple crew missions.

Table 4.1: Chromosomal structure for one crew mission campaign.

| Gene <br> number | Lower <br> bound | Upper <br> bound | Description |
| :--- | :---: | :---: | :---: |
| 1 | 0 | 1 | Refuel status at pitstop A on forward journey |
| 2 | 1 | $n_{\max }$ | Vehicle ID for delivering above refuel mass |
| 3 | 0 | 1 | Refuel status at pitstop B on forward journey |
| 4 | 1 | $n_{\max }$ | Vehicle ID for delivering above refuel mass |
| 5 | 0 | 1 | Refuel status at pitstop C on forward journey |
| 6 | 1 | $n_{\max }$ | Vehicle ID for delivering above refuel mass |
| 7 | 0 | 1 | Refuel status at pitstop C on return journey |
| 8 | 1 | $n_{\max }$ | Vehicle ID for delivering above refuel mass |
| 9 | 0 | 1 | Refuel status at pitstop B on return journey |
| 10 | 1 | $n_{\max }$ | Vehicle ID for delivering above refuel mass |
| 11 | 0 | 1 | Refuel status at pitstop A on return journey |
| 12 | 1 | $n_{\max }$ | Vehicle ID for delivering above refuel mass |

Every odd-numbered gene is valued either 0 or 1 to denote the absence/presence of refueling stations at each considered node along the path of the crew, while the genes immediately succeeding them (i.e., the even-numbered genes) pick integers that map to vehicles types/IDs used to deliver the fuel tanks to that node. A fixed-length chromosomal representation has been used here, with even-numbered genes not contributing to the fitness of the candidate if their preceding genes are not "expressed". For example, gene \#2 does not express itself when gene \#1 is "off"; this means that the vehicles chosen are ignored if the corresponding node is not involved in the refueling chain. This is similar to the concept of "hidden genes" developed in previous studies for spacecraft trajectory applications [93]. A chromosome representing the no-refuel case is shown in Table 4.4a - the even-numbered genes are greyed out to imply that their values do not influence the fitness of the candidate as the odd-numbered genes are all zero.

The vehicle IDs contained in the chromosome are mapped to a discrete set of tug specifications. The term "vehicle" is used in this work to denote the choice of propulsion system specification, that is, a vehicle can be used on any network arc to deliver any size of payload that is permitted by the size of its fuel tank. Chemical propulsion (CP) tug options particular to this case study are listed in Table 3.2, while the mappings from each vehicle ID to their propulsive system specifications are laid out in Table 4.2. Another example of the chromosome is shown in Table 4.4b where a single tug with $\mathrm{ID}=3$ is selected to deliver droptanks at both LLO and $\mathrm{EML}_{2}$ halo.

Table 4.2: CP tugs: vehicle IDs used in chromosomal representation.

| Vehicle IDs | Description |
| :--- | :---: |
| $1-2$ | CP tug type 1 vehicle 1-2 |
| $3-4$ | CP tug type 2 vehicle 1-2 |
| $5-7$ | CP tug type 3 vehicle 1-3 |

Table 4.3: SEP tugs: vehicle IDs used in chromosomal representation.

| Vehicle IDs | Description |
| :--- | :---: |
| $8-9$ | SEP tug type 1 vehicle 1-2 |
| $10-11$ | SEP tug type 2 vehicle 1-2 |
| 12 | SEP tug type 3 vehicle 1 |

Multiple vehicles of the same kind are allowed in the analysis by assigning them unique identifiers. For example, two CP tugs of type 2 (with dry mass of 5.5 t and propellant capacity of 41 t ) are allowed in the analysis by assigning them vehicle identifiers of 3 and 4 . The MOGA may then choose to use zero, one, or both of this particular tug type to deliver the propellant droptanks. The possibility of using both of these tugs is shown in Table 4.4c. Similar to the selection of CP tugs, various SEP tug options are encoded in the chromosomal structure using the mapping in Table 4.3, with each engine sized according to Table 3.3.

The upper bound on the vehicle identifier genes ( $n_{\max }$ in Table 4.1) comes from how many vehicles are permitted in the analysis as well as how many times they can be reused. A vehicle is considered to be reused when the vehicle identifier is a multiple greater than the number of vehicles available as mapped from Tables 4.2 and 4.3 ( $=12$ in this case). For example, vehicle ID $=15$ (which is greater than the 12 vehicles allowed in the analysis) implies the first reuse of tug with vehicle ID $=3$ from Table 4.2, whereas vehicle ID $=27$ denotes its second reuse. This chromosome example is encoded in Table 4.4d.

The entire length of 12 "genes" is repeated for every human mission included in the campaign, e.g., the chromosome has 36 genes for a campaign to support refueling needs of three crew missions. A large number of possibilities are expressed by this chromosome due to the permutations involving presence/absence of depots at node locations, multiple tugs of each kind allowed to make cargo deliveries, the ability of each tug to deliver cargo to multiple locations (discussed in more detail in Chapter 3), and the reusability of tugs. Thus, the solution space cannot be evaluated through

Table 4.4: Example chromosomes encoding some possible campaign architectures.

| (a) No-refuel |  | (b) Single tug |  | (c) Multiple tugs |  | (d) Tug reuse |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gene \# | Value | Gene \# | Value | Gene \# | Value | Gene \# | Value |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 2 | $\mathrm{x}_{1}$ | 2 | $\mathrm{x}_{1}$ | 2 | $\mathrm{x}_{1}$ | 2 | $\mathrm{x}_{1}$ |
| 3 | 0 | 3 | 0 | 3 | 1 | 3 | 1 |
| 4 | $\mathrm{x}_{2}$ | 4 | $\mathrm{x}_{2}$ | 4 | 4 | 4 | 15 |
| 5 | 0 | 5 | 1 | 5 | 1 | 5 | 1 |
| 6 | $\mathrm{x}_{3}$ | 6 | 3 | 6 | 3 | 6 | 3 |
| 7 | 0 | 7 | 0 | 7 | 0 | 7 | 1 |
| 8 | $\mathrm{X}_{4}$ | 8 | $\mathrm{X}_{4}$ | 8 | $\mathrm{x}_{4}$ | 8 | 27 |
| 9 | 0 | 9 | 1 | 9 | 1 | 9 | 1 |
| 10 | $\mathrm{X}_{5}$ | 10 | 3 | 10 | 3 | 10 | 3 |
| 11 | 0 | 11 | 0 | 11 | 0 | 11 | 0 |
| 12 | $\mathrm{X}_{6}$ | 12 | $\mathrm{X}_{6}$ | 12 | $\mathrm{x}_{6}$ | 12 | $\mathrm{X}_{6}$ |

exhaustive enumeration, and an adaptive heuristic search method (i.e., the MOGA) is adopted instead. Although other evolutionary heuristic formulations may also be applied effectively, as an example, our current work uses the controlled elitist variant of NSGA-II, which is a multiobjective genetic algorithm provided with MATLAB [94]. This specific MOGA ranks individuals in the population based on their relative proximity to the population's nondominated fronts. Each front consists of individuals that cannot outperform other candidates also on the same front. This nondominated ranking system, together with a distance measure that calculates how "far" individuals are from each other on each front, allows the NSGA-II to use strategies during the selection process to encourage diversity in the population as it evolves. Specific implementation details are available in [95].

Although the built-in selection function is used as-is in this research, simple custom creation, crossover, and mutation functions are developed to maintain the integer values of the genes. The creation function generates an initial population of feasible candidates that use each permissible vehicle ID at least once; the crossover function randomly selects one gene pair (i.e., refuel location + tug to deliver droptank to that location) in the first parent to cross over with the second parent; and finally, the mutation function picks a random number of genes in the chromosome and changes their values, while keeping them within their corresponding bounds.

### 4.3 Cost Evaluation

The cost function parses the incoming chromosome by first extracting the information about the locations of refueling stations. Each refueling event is then assumed to provide the entire propellant required by the crew vehicle to reach the next refueling station or to complete the journey. This includes lunar descent and ascent operations in case refueling is conducted before landing. The IMLEO costs are then calculated in a reverse order, i.e., the costs for the crew mission(s) are calculated first. Knowing the location of the refuel stations, the propellant required by the crew spacecraft for each leg of its mission can be used to compute the masses of the droptanks to be delivered to each node. The costs for high-thrust transfers (used for crew vehicles and chemical propulsion tugs) are derived from existing literature. On the other hand, the costs for low-thrust transfers (used for solar electric propulsion tugs) are calculated internally with a computationally efficient interpolation method based on the low-energy low-thrust transfer cost model derived earlier in Section 3.4.3.

### 4.3.1 Crew Mission Costs

High-thrust chemical propulsion vehicle and trajectory choices for crew missions have already been presented in Chapter 3. High-thrust rocket burns can be modeled as instantaneous events; this allows for a reasonable estimate of mass propellant consumed during a transfer without heed to the payload mass itself. Given the magnitude of the change in velocity $(\Delta \mathrm{v})$ required for a maneuver, Tsiolkovsky's rocket equation can be used to determine the propellant consumed for the transfer. For the purposes of the case study demonstrated here, the $\Delta \mathrm{v}$ values for crew trajectories are gathered from available literature (Table 3.4). Once this value is known, the theoretical mass of the propellant required to execute the maneuver can be derived from the rocket equation as:

$$
\begin{equation*}
m_{\text {propellant }}=\frac{\phi}{1-\phi} m_{\text {payload }} \tag{4.5}
\end{equation*}
$$

where $\phi=1-\exp \left(\frac{-\Delta \mathrm{v}}{g I_{\text {sp }}}\right)$. If the maneuver is conducted by the crew vehicle, the "payload mass" would be the mass of the crew stack. The mass to be delivered for refueling is modeled as a disposable droptank, where the propellant is transferred from these tanks to the crewed spacecraft
at a later time. The mass of these droptanks, which then becomes the payload mass for cargo delivery tugs, is found by using the structural coefficient. Assuming that the structural mass of these tanks scales linearly with the propellant mass they contain, a structural coefficient $\varepsilon$ can be used to size the droptanks as:

$$
\begin{equation*}
\underset{\substack{\text { droptank } \\ \text { structure }}}{ }=\frac{\varepsilon}{1-\varepsilon} m_{\text {propellant }} \tag{4.6}
\end{equation*}
$$

with Equation (4.5) providing the value of $m_{\text {propellant }}$. The crew spacecraft's dry mass is assumed to include tanks to which the refuel propellant can be transferred.

The first impulse for the crew transfer (i.e., the TLI) is provided by the upper stage of the launch vehicle. If the crew spacecraft is scheduled to be refueled at some later point along its journey, then less mass needs to be launched and placed beyond TLI with the crew itself, thus reducing the size of the upper stage. Unlike the droptanks, which use the tug propellant to be delivered, the upper stage has to carry fuel to propel itself. This means that the payload mass modeled in the typical rocket equation for the purpose of calculating the size of the upper stage includes its own tank structure as well as the mass of the crew stack. The rocket equation then becomes:
where $\phi_{\mathrm{TLI}}=1-\exp \left(\frac{-\Delta \mathrm{v}_{\mathrm{TLI}}}{g I_{\mathrm{sp}}}\right)$. Using $\hat{\varepsilon}=\frac{\varepsilon}{1-\varepsilon}$, the upper stage empty mass can be expressed as $m_{\substack{\text { upper stage } \\ \text { tank }}}=\hat{\varepsilon} m_{\substack{\text { upper stage } \\ \text { propellant }}}$. Substituting in Equation (4.7) gives:

$$
\begin{equation*}
m_{\substack{\text { upper stage } \\ \text { propellant }}}=\frac{\phi_{\mathrm{TLI}}}{1-\phi_{\mathrm{TLI}}-\hat{\varepsilon} \phi_{\mathrm{TLI}}} m_{\text {crew }}^{\text {stack }}, \tag{4.8}
\end{equation*}
$$

Given these preceeding relationships, the part of the IMLEO cost that derives from the crew launch is:

$$
\begin{equation*}
\text { IMLEO }_{\text {crew }}=m_{\text {propellant }}^{\text {upper stage }}+m_{\text {upper stage }}^{\text {tank }}+\underset{\text { stack }}{m_{\text {crew }}} . \tag{4.9}
\end{equation*}
$$

In the current case study, the crew stack composed of the CSM mated with the LM is transported
between the space network nodes (as shown in Figure 3.2) on the arcs that connect them. The contribution of each crew mission to the total campaign cost is calculated separately.

### 4.3.2 Cargo Delivery Costs Using Chemical Propulsion Tugs

The second contribution to the IMLEO cost of the campaign comes from the delivery of droptanks to their respective locations in the cislunar space (Equation (4.2)). The amount of propellant to be resupplied to the crew by each droptank is obtained in the previous step; this information helps size the droptanks, which in turn become the payload masses for the cargo delivery tugs. The $\Delta \mathrm{v}$ data for the cargo deliveries using chemical propulsion tugs has provided previously in Table 3.5. These tugs begin their journey at LEO, and the propellant required to conduct each of their maneuvers is given by the rocket equation. Thus, the cost of predeploying refuel tanks using chemical propulsion tugs (if any), including reuse scenarios, is:

$$
\begin{equation*}
\underset{\text { chemical tug }}{\mathrm{IMLEO}_{\text {delivery using }}^{\text {che }}}=f_{1} \cdot m_{\text {tug dry }}^{\text {mass }}+m_{\text {cargo }}+m_{\text {cropellant for delivery }}, \tag{4.10}
\end{equation*}
$$

where $m_{\text {cargo }}=m_{\text {droptank }}+f_{2} \cdot m_{\text {propellant for }}$. In these equations, $f_{1}$ and $f_{2}$ are flags that account return to LEO
for reusability. $f_{1}=1$ for the first flight of a cargo vehicle, and 0 for later flights, whereas $f_{2}=1$ if the same tug has to return to LEO for a later reuse, and 0 otherwise.

Similarly, the times for delivery flights are cascaded and summed for tug reuse missions; this is true for SEP tugs as well (described in succeeding section). For example, the time of flight for the second cargo mission using a particular tug is a sum of the flight time of its first delivery, time for returning to its parking orbit around the Earth, and the flight time for its second delivery.

### 4.3.3 Cargo Delivery Costs Using Solar Electric Propulsion Tugs

The propellant mass consumed by a solar electric propulsion spacecraft and its time of flight are heavily dependent on its initial mass (i.e., the sum of payload mass, dry mass of the vehicle, and onboard fuel mass). This is because the $\Delta \mathrm{v}$ required to traverse an arc using low-thrust propulsion varies with its thrust-to-mass ratio, which in turn is decided by the thrust level of the solar electric propulsion tug, how much payload it is carrying to different nodes, if it is dropping parts of its cargo at multiple locations, and if it is reused later for other cargo missions. Consequently, the $\Delta \mathrm{v}$
look-up scheme implemented for cargo delivered by the CP tugs cannot be used here, and the cost of traveling on these arcs must be calculated internal to the framework.

Calculating optimal low-energy low-thrust trajectories is a complex and computationally intensive process. In the current analysis, the need is for an estimate of cargo delivery costs (in terms of time and propellant consumed), and not the exact trajectory itself. To achieve this in a computationally efficient manner, the Q-law low-energy method developed in Chapter 3 was used to derive the linear cost model for the low-thrust network arcs (refer Figure 3.3 and Tables 3.6-3.7). For every campaign architecture solution explored by the MOGA, Equations (3.1a)-(3.1b) are used to calculate the associated costs. This incorporation of SEP transfers into a space logistics framework by implementing a method that can estimate the cost of low-thrust trajectories in the cislunar region irrespective of the initial thrust-to-payload-mass ratio is one of the main contributions of this work.

In candidate genetic sequences that use SEP tugs to transport commodities on the network, the GTO is used as the initial Earth parking orbit. This node at GTO serves only as the launch orbit of any deliverable using SEP tugs, in accordance with prior studies dealing with optimal low-thrust transfers [22,28]. Any SEP-powered transfer would realistically begin at GTO because it would take very long for the tug to exit Earth's gravity well if launched from LEO and would consume excessive fuel due to time spent thrusting continuously in regions of nonnegligible atmospheric drag. This implies that the final launch cost for SEP arcs is obtainable only in terms of initial mass to GTO (IMGTO), instead of in terms of IMLEO. This discrepancy is remedied by using the following relationship:

$$
\begin{equation*}
\underset{\substack{\text { dMelivery using } \\ \text { SEP tug }}}{\mathrm{IMLEO}_{\text {GTO }}}=\mathrm{P}_{\text {GTO }} \times \mathrm{IMGTO}_{\text {delivery using }}^{\text {SEP tug }}, \tag{4.11}
\end{equation*}
$$

where the penalty of $\mathrm{P}_{\mathrm{GTO}}=1.74$ is used $($ refer Chapter 3$)$.

### 4.4 Results

The cost of architectures encoded by the MOGA's chromosome are calculated by summing the IMLEO of each mission comprising the campaign using Equations (4.9)-(4.11). The time of cargo
flight is similarly obtained by taking the maximum of the times of flight for cargo missions, including the reuse of tugs. To ensure reasonable crew flight times, the manned spacecraft is not allowed to be refueled at both halo orbits on the same leg of their journey (from LEO to lunar surface is the first leg of the journey, whereas the return journey is the second leg). Similarly, chromosome sequences dictating direct heteroclinic transfers between the $\mathrm{EML}_{1}$ and $\mathrm{EML}_{2}$ halos for the cargo delivery tugs are discarded. Table 4.5 details the nondefault settings for the MOGA used in this study. All other settings are left at default values used by MATLAB's gamultiobj [94].

Table 4.5: Parameters for the multi-objective GA for space logistics optimization.

| Parameter | Value |
| :--- | :---: |
| Population size | 150 |
| Maximum number of generations | 200 |
| Maximum number of stall generations | 50 |

Given these assumptions and constraints, this framework is implemented to find the optimal architectures for in-space refueling of one, two, and three crew missions. The results obtained in each case are presented in this section against a baseline case consisting of no-refuel Apollo mission/s. This baseline IMLEO cost is 124.224 t per crew mission - all optimal solutions obtained are expressed as percentage improvement over this value.

### 4.4.1 Campaign to support one crew mission

Using the no-refuel Apollo baseline, the Pareto front of the three aforementioned objectives is generated to explore new space architectures where refueling architectures can be compared against a carry-along-only logistics strategy. For this current subcase, no reuse of tugs is allowed, which aligns well with providing support for a single crew mission only. Figure 4.2 shows the Pareto front of percentage IMLEO improvement versus $\mathrm{T}_{\text {cargo }}$, with the third objective ( $\mathrm{T}_{\text {crew }}$ ) shown using color. Because of the reduction of the three-dimensional Pareto front to a two-dimensional figure, it may seem that certain points such as C1 and C2 are dominated, but they are in fact nondominated due to the presence of the third objective. The color bar represents the third objective, which is the total number of days spent by the crew in space. This Pareto front is examined in some detail in this section to understand the efficacy of the framework presented in this analysis, before studying
other campaigns that examine refueling support for more than one crew mission.


| Family | Description |
| :--- | :--- |
| B1-B5 | $1 \times$ CP type 2 |
| C1-C5 | $1 \times$ CP type $1,1 \times$ SEP type 1 |


| Family | Description |
| :---: | :--- |
| D1 | $1 \times$ SEP type 2 |
| D2-D6 | $1 \times$ SEP type 1 |

Figure 4.2: Pareto front of different refueling architectures for one Apollo-type mission.

This front consists of approximately four families of solutions, with each family segregated by the type of tugs used within the campaign. The three intuitive types of solutions are (a) no refueling, (b) all refueling tanks delivered by chemical propulsion tugs and (c) all refueling tanks delivered by solar electric propulsion tugs. The first family is indeed composed of only the Apollo solution, where no refueling is allowed. The second family (B) represents setting up the propellant supply chain using only CP tugs, while the third idea of using only SEP tugs is reflected in the D family. The details of chosen point solutions from these families are provided in Table 4.6 and Table 4.7.

The points within each family are separated by their architectures (i.e., locations of refuel stations) or by the vehicles used to set up the architecture. For example, the points B3 and B5 use the same CP tug to deliver the required propellant droptanks as shown in Table 4.6, but solution B3 refuels the crew spacecraft only in lunar orbit, whereas solution B5 involves refueling at the

Table 4.6: Chosen solutions from Family B in Figure 4.2 (CP tugs only).

|  | Point B3 |  | Point B5 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Forward journey | Return journey | Forward journey | Return journey |
| Droptank at EML ${ }_{1}$ halo | $\times$ | $\times$ | $\times$ | $\times$ |
| Tug used for delivery | - | - | - | - |
| Droptank at EML 2 halo | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ |
| Tug used for delivery | - | - | CP type 1, vehicle 1 | CP type 1, vehicle 1 |
| Droptank at LLO | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Tug used for delivery | CP type 1, vehicle 1 | CP type 1, vehicle 1 | CP type 1, vehicle 1 | CP type 1, vehicle 1 |

Table 4.7: Chosen solutions from Family D in Figure 4.2 (SEP tugs only).

|  | Point D1 |  | Point D4 |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Forward journey | Return journey | Forward journey | Return journey |
| Droptank at EML ${ }_{1}$ halo | $\times$ | $\times$ | $\times$ | $\times$ |
| Tug used for delivery | - | - | - | - |
| Droptank at EML ${ }_{2}$ halo | $\checkmark$ | $\checkmark$ | $\times$ | $\checkmark$ |
| Tug used for delivery | SEP type 2, <br> vehicle 1 | SEP type 2, <br> vehicle 1 | - | SEP type 1, <br> vehicle 1 |
| Droptank at LLO <br> Tug used for delivery | SEP type 2, <br> vehicle 1 | SEP type 2, <br> vehicle 1 | SEP type 1, <br> vehicle 1 | SEP type 1, <br> vehicle 1 |

$E M L 2$ halo on both legs of the crew journey. On the other hand, points D1 and D2 use different SEP tugs and different refueling profiles (see Table 4.7).

Family C contains the solutions of special interest, where cargo deliveries are shared between CP tugs and SEP tugs in an optimal manner. The solutions distribute the cargo between one chemical propulsion tug and one solar electric propulsion tug. Both these chosen tugs represent the smallest engines in their group. Although multiple vehicles of each type are available for use in the analysis, almost all the optimal solutions use at most one of each tug type due to the IMLEO cost associated with launching multiple vehicles. The mission profiles as well as the details about the tugs used for cargo deliveries for select family C solutions are presented in Table 4.8. Additionally, point C3 is represented diagrammatically in Figure 4.3.


Figure 4.3: Illustration of point solution C3 from Figure 4.2.
Table 4.8: Chosen solutions from Family C in Figure 4.2 (combination of CP and SEP tugs).

|  | Point C3 |  | Point C5 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Forward journey | Return journey | Forward journey | Return journey |
| $\overline{\text { Droptank at } \mathrm{EML}_{1} \text { halo }}$ | $\times$ | $\times$ | $\times$ | $\times$ |
| Tug used for delivery | - | - | - | - |
| $\overline{\text { Droptank at } \mathrm{EML}_{2} \text { halo }}$ | $\checkmark$ | $\times$ | $\checkmark$ | $\checkmark$ |
| Tug used for delivery | SEP type 1, vehicle 1 | - | CP type 1, vehicle 1 | CP type 1, vehicle 1 |
| Droptank at LLO | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Tug used for delivery | SEP type 1, vehicle 1 | CP type 1, vehicle 1 | SEP type 1, vehicle 1 | SEP type 1, vehicle 1 |

### 4.4.2 Campaign to support two crew missions

Figure 4.4 shows the Pareto front for the case of setting up the supply chain for two Apollo-style crew missions. The previous analysis is extended to allow for reuse of tug vehicles; up to two reuses of each tug are allowed (i.e., total three uses of the same tug). In this figure, the percentage IMLEO improvement on the Y-axis now is now calculated over the base case of launching two no-refuel Apollo-style missions.

The longest campaign that lies on this Pareto front would require almost 6 years to setup inspace refueling support for just two crew missions. But there exist other solutions on this front


Figure 4.4: Pareto front of different refueling architectures for two Apollo-type missions.
in the region of 1-2 years and $\sim 3$ years that also present attractive options for achieving the same goal. Families of solutions along this front are again classified based on the number and type of tugs used in the campaign.

### 4.4.3 Campaign to support three crew missions

Finally, the case of supporting the in-space refueling needs for three Apollo-style crew missions is studied and the results presented in Figure 4.5. The solutions from different "families" are now intermingled and the Pareto front is seen to plateau after the $\mathrm{T}_{\text {cargo }} \approx 2$ years mark, with more practical solutions contained within the 1-2 year region. As with the results in Figure 4.2 and Figure 4.4, the solutions that use either CP-only or SEP-only lie at the extremes of the Pareto front. It is the solutions in the middle of the Pareto front that contain the optimal campaign architectures that combine the use of chemical propulsion tugs and solar electric propulsion tugs.

Overall, higher percentage savings are realized in this case than the previous case of two crew missions.


Figure 4.5: Pareto front of different refueling architectures for three Apollo-type missions.

Certain point solutions on the Pareto front that emphasize the unique effectiveness of the methodology developed here are labeled in Figure 4.5. Solution P1 uses a combination of three tugs $(2 \times$ CP type 1 , plus $1 \times$ SEP type 2$)$ to predeploy resupply propellant to LLO. On the other hand, solution P2 utilizes both the SEP type 1 tugs available in the fleet to set up the droptanks at the EML 1 halo as well as the LLO. This design also display how the tugs leverage the low-energy pathways to deliver payloads at the halo orbit and LLO on the same journey. Though this campaign profile yields $\sim 15 \%$ IMLEO savings over the baseline no-refuel case, it takes a little more than 4 years for the cargo delivery phase and extends the crew mission phase to 72 days. Both these solutions are detailed in Table 4.9; reading this table in a downward direction yields a mapping to the corresponding chromosomal representation.

Finally, the solution point P3 is also marked as it demonstrates the compromises of reusing tugs. None of the solutions on the Pareto front reuse a CP tug, however, P3 reuses the smallest SEP tug once. This will involve refurbishing the tug when it returns to its parking orbit (GTO)
between its first and second journeys out into the cislunar space.
Table 4.9: Chosen solutions from Figure 4.5.

|  |  | Point P1 |  | Point P2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Forward journey | Return journey | Forward journey | Return journey |
|  | Droptank at EML ${ }_{1}$ halo | $\times$ | $\times$ | $\times$ | $\times$ |
|  | Tug used for delivery | - | - | - | - |
| $\begin{aligned} & \text { H } \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ |
|  | Tug used for delivery | - | - | SEP type 1, vehicle 1 | SEP type 1, vehicle 2 |
|  |  | $\checkmark$ | $\bar{\checkmark}$ | -- | --- ${ }^{--}$ |
|  | Tug used for delivery | SEP type 2, vehicle 1 | CP type 1, vehicle 1 | SEP type 1, vehicle 2 | SEP type 1, vehicle 1 |
|  | Droptank at EML ${ }_{1}$ halo | $\times$ | $\times$ | $\times$ | $\times$ |
|  | Tug used for delivery | - | - | - | - |
| $\begin{aligned} & \text { \# } \\ & \underset{0}{0} \\ & \text { B } \end{aligned}$ |  | $\times$ | $\times$ | $\checkmark$ |  |
|  | Tug used for delivery | - | - | SEP type 1 , vehicle 1 | SEP type 1, vehicle 2 |
|  | $\overline{\text { Droptank }} \overline{\text { at }}$ L $\overline{\mathrm{L}} \overline{\mathrm{L}} \bar{O}$ | $\checkmark$ | $\bar{\checkmark}$ | $\bar{\square}$ | $\checkmark$ |
|  | Tug used for delivery | SEP type 2, vehicle 1 | CP type 1, vehicle 2 | SEP type 1, vehicle 1 | SEP type 1, vehicle 1 |
|  | Droptank at EML ${ }_{1}$ halo | $\times$ | $\times$ | $\times$ | $\times$ |
|  | Tug used for delivery | - | - | - | - |
| $\begin{aligned} & \text { \# } \\ & \text { O} \\ & 0 \\ & 0 \end{aligned}$ |  | $\times$ | $\times$ | $\checkmark$ |  |
|  | Tug used for delivery | - | - | SEP type 1 , vehicle 1 | SEP type 1, vehicle 2 |
|  |  | $\checkmark$ | $\bar{\checkmark}$ | $\bar{J}$ | $\checkmark$ |
|  | Tug used for delivery | SEP type 2, vehicle 1 | SEP type 2, vehicle 1 | SEP type 1 , vehicle 2 | SEP type 1, vehicle 2 |

### 4.4.4 Discussion

The main point of note here is that these results are specific to the modeling parameters used, as is true with any simulation. For example, the node at the $\mathrm{EML}_{1}$ halo is largely absent from the optimal solutions due to the slightly higher $\Delta \mathrm{v}$ cost to the crew missions transiting through that node. Another example is that the shape of the Pareto front in all three of the cases is considerably dependent on the value of the IMGTO penalty used in Equation (4.11). The value of this penalty for the current analysis is derived from the ideal cost to transfer netween LEO to GTO; however, this may not be the case in reality. Longer $\mathrm{T}_{\text {cargo }}$ solutions survive and make it to the Pareto front when a lower penalty is enforced, while the opposite is true when using a higher value.

The results also provide some other useful insights regarding fleet use. In the cases of two and three crew mission campaigns, both the CP and SEP tugs are allowed to be reused up to two times (that is, a total of three uses) each. However, only the smallest solar electric propulsion tug is reused in Pareto front solutions (point P3 from Figure 4.5). This is most likely due to the additional cost of carrying fuel to make the return trip, as well as the longer trip times that result from reusing tugs. Thus, the absence of other solutions that reuse tugs is likely due to the inclusion of $\mathrm{T}_{\text {cargo }}$ as one of the objectives. Additionally, the largest SEP tug allowed in the analysis is not chosen in the optimal solutions, due to its higher dry mass as well as lower fuel efficiency (refer Table 3.3).

Another useful insight gained through this analysis relates to the ideal locations of refueling nodes. A majority of the optimal solutions contain architectures that include refueling at LLO on both legs of the crew journey. This is because most of the fuel expenditure is around this node (i.e., landing, ascent, and departure). Apart from the refuel node at LLO, the architectures in most of the Pareto front solutions also include refueling at the $\mathrm{EML}_{2}$ halo, which becomes advantageous due to the use of the low-energy pathways that encourage deliveries to multiple locations using the same tug. This work has thus exploited indirect relationships between cargo delivery pathways and the crew mission goals.

Note that, in the considered analysis, the crew missions are assumed to be launched towards the end of the campaign, after the completion of all cargo deliveries. However, the crew missions can also be potentially launched once their corresponding refueling points have been confirmed to be functional. This may lead to an irregularity in crew launch frequency. This does not preclude the possibility of launching regular crew missions; it just means that the infrastructure established by the cargo missions can only support these crew missions, while other missions can be supported in other ways such as the carry-along strategy.

Finally, the different groupings among the Pareto front solutions obtained through the framework developed in this chapter supply ample options to the mission designer in terms of the number and type of tugs as well as crew mission durations. These Pareto front solutions can be used to support different campaign goals, e.g., a campaign to prove in-space rendezvous technologies can make use of solutions that require multiple docking scenarios with droptanks (i.e., solutions with
longer crew missions), while the goal of demonstrating cargo deliveries using SEP vehicles can utilize solutions with longer cargo delivery times (i.e., solutions with longer $\mathrm{T}_{\text {cargo }}$ ). The optimal solutions should be evaluated for other costs, like vehicle development, station-keeping, rendezvous, etc. which have not been quantified in this analysis.

### 4.5 Chapter Summary

This chapter proposes a new paradigm for optimizing the logistics network concerning in-space propellant resupply for campaign-level planning, where the locations of the refueling stations are simultaneously optimized with the propulsion technologies that can be used to deliver the refuel propellant. The tradespace of using chemical propulsion tugs vs. solar-electric propulsion tugs for refuel tank deliveries is automatically explored and evaluated by a multiobjective genetic algorithm. The objectives included for populating the Pareto front are IMLEO, time duration of campaign's cargo delivery phase, and time duration of crew flights. This overall methodology was applied to optimally establish a propellant supply trail for a campaign consisting of one to three manned missions to the Moon (Figure 4.2-Figure 4.5).

This framework uses a multiobjective genetic algorithm which utilizes stochastic search techniques to explore the tradespace. This causes the results to be sensitive to the initial population, thereby requiring multiple runs or increase in allowable number of iterations to approach the global minima. Even then, global optimality of the generated Pareto front is not guaranteed. Additionally, the current representation of campaign profiles by genetic sequences requires a simplifying assumption regarding the amount of crew propellant supplied at each pitstop. To address these drawbacks, a new mixed-integer linear programming based formulation for space logistics optimization is developed in the next chapter.

Material in this chapter has appeared in a paper authored by Bindu Jagannatha and Koki Ho in Journal of Spacecraft and Rockets (2018) [90]. Although the same case study was explored in the paper, the problem specifics have been changed slightly in this document and the updated results are presented here.

## Chapter 5

## Event-Driven Network Optimization Model for In-space Supply Chain Design

The second space logistics framework developed in this work for conducting propulsion technology trades is based on the generalized multi-commodity network flow (GMCNF) model introduced in the first chapter. In this chapter, the mathematical formulation of the GMCNF model is presented first, before summarizing its full time-expanded variant (i.e., the TE-GMCNF). Finally, a new dynamic variant is developed based on event-based time steps, rather than discrete time steps. This event-driven GMCNF (ED-GMCNF) formulation is then applied to the top-level design of the cislunar campaign that uses both high-thrust and low-thrust vehicles.

For the specific case of cislunar logistics design, the previous chapter has already demonstrated cost savings that can be realized through the use of an in-space propellant resupply chain. In the current chapter, we aim to improve the rigor of the problem formulation and eliminate some limiting assumptions.

### 5.1 Static GMCNF Model

The static GMCNF formulation approaches the problem using graph-theoretic modeling techniques, where linear programming (LP) and mixed-integer linear programming (MILP) is used to minimize costs while satisfying the given set of linear constraints. Consider a static graph consisting of a set of nodes $\mathbb{N}$, connected by a set of directed $\operatorname{arcs} \mathbb{A}$ which allow transportation of multiple commodities across it as represented in Figure 5.1a. For each arc from node $i$ to node $j$, the multi-commodity flow can be split into outflow $\mathbf{x}_{i j}^{+}$(i.e., flowing out of node $i$ towards node $j$ ) and inflow $\mathbf{x}_{i j}^{-}$. Within this static graph, alternative trajectory/propulsion options along each arc can be represented by the multi-graph (Figure 5.1b), where multiple arcs connect the same pair of end nodes. For now, only transportation arcs are considered as a part of the static network (i.e. $i \neq j$ ); the concept of
holdover arcs is introduced later to connect nodes to themselves across time steps. Cost coefficients $\mathbf{c}_{i j v}^{+}$are assigned to the outflow on each arc.


Figure 5.1: Arcs used in the static network graph formulation.

Using the notation developed above, the GMCNF formulation can be expressed as: Minimize

$$
\begin{equation*}
\mathcal{J}=\sum_{(i, j, v) \in \mathbb{A}} \mathbf{c}_{i j v}^{+} \mathbf{x}_{i j v}^{+} \tag{5.1}
\end{equation*}
$$

subject to

$$
\begin{align*}
\sum_{\substack{(j, v):(i, j, v) \in \mathbb{A} \\
i \neq j}} \mathbf{x}_{i j v}^{+}-\sum_{\substack{(j, v):(j, i, v) \in \mathbb{A} \\
i \neq j}} \mathbf{x}_{j i v}^{-} \leq \mathbf{d}_{i} & \forall i \in \mathbb{N},  \tag{5.2a}\\
\mathbf{B}_{i j v} \mathbf{x}_{i j v}^{+}=\mathbf{x}_{i j v}^{-} & \forall(i, j, v) \in \mathbb{A},  \tag{5.2b}\\
\mathbf{C}_{i j v}^{+} \mathbf{x}_{i j v}^{+} \leq \mathbf{s}_{i j v}^{+} & \forall(i, j, v) \in \mathbb{A},  \tag{5.2c}\\
\mathbf{x}_{i j v}^{ \pm} \geq \mathbf{0}_{k \times 1} & \forall(i, j, v) \in \mathbb{A} . \tag{5.2d}
\end{align*}
$$

The above equations represent the mathematical formulation of the static GMCNF model as proposed by Ishimatsu et. al. [7, 8], minus the equations that correspond to holdover arcs. Equation (5.1) represents the objective function as the sum of all transportation costs across the network.

The first constraint, Equation (5.2a), deals with mass balance by ensuring that the demand at every node is met under the supply conditions. Equation (5.2b) uses the $k$-by- $k$ mass transformation matrix $\mathbf{B}_{i j v}$ to show gains/losses and to account for instantaneous commodity transformations. This constraint is used in space logistics applications to model the propellant consumption by
instantaneous propulsive maneuvers required for arc transport. Concurrency constraints over all arcs are managed by Equation (5.2c). If $n_{c}$ such constraints have to be enforced, then the matrix $\mathbf{C}_{i j v}^{+}$will be of the size $n_{c}$-by- $k$ and $\mathbf{s}_{i j v}^{+}$a vector of size $n_{c}$-by- 1 . Finally, Equation (5.2d) represents the nonnegative nature of flows across all arcs.

This GMCNF model can also be used to consider continuous mass transformations, e.g. resource generation at an ISRU plant. If an arc $(i, j)$ has only continuous mass transformations across it and $\frac{d \mathbf{x}}{d t}=\mathbf{B}^{c} \mathbf{x}$ represents this conversion, then the $\mathbf{B}_{i j v}$ term in Equation ((5.2b) can be expressed as:

$$
\begin{equation*}
\mathbf{B}_{i j v}=\exp \left(\mathbf{B}_{i j v}^{c} \Delta t_{i j v}\right), \tag{5.3}
\end{equation*}
$$

where $\Delta t_{i j v}$ is the "arc length" or the time required to complete the continuous process. If both types of transformations (instantaneous and continuous) occur over an arc, the corresponding constraint over it can be aggregated by serially multiplying the $\mathbf{B}$ matrices in an order matching the sequence of transformation events/processes across that arc.

It may be argued that this above concept could be used to model continuous propellant consumption over a low-thrust trajectory; however, the fuel consumption in such a case is not only continuous, but also a function of the ratio of thrust to initial mass on the arc. The easiest way to express this idea is that $\Delta t$ in Equation (5.3) is a function of $\left|\mathbf{x}^{+}\right|$, or $\Delta t_{i j v}=f\left(\left|\mathbf{x}_{i j v}^{+}\right|\right)$, thus turning the mass transformation constraint in Equation (5.2b) nonlinear.

### 5.1.1 Full Time-Expanded GMCNF Model

Now, consider the dynamic network model where the time dimension is introduced by duplicating the static network at each time step. Figure 5.2 illustrates this idea regarding representation of dynamic flow using a notional static network. While transportation arcs still facilitate mass flow between different nodes, the concept of stock can be explored using the holdover arcs that connect the same node across time steps. As always, these arcs only represent the possibility of flow, and need not be all utilized in the final solution.

Though a powerful formulation, the time-expanded GMCNF is based on the assumption of fixed arc times, i.e., the time steps separating the different copies of the static network must be known beforehand for defining the full time-expanded network. If any of the transportation arcs use low-


Figure 5.2: Full time-expanded network.
thrust propulsion, using TE-GMNCF will require fine/adaptive time-step discretization to model the corresponding costs correctly. However, this is not computationally efficient as it increases the problem size and causes scaling issues. Thus a new framework is developed to capture the time costs of low-thrust arcs efficiently.

### 5.2 Event-Driven Network Model

### 5.2.1 General MILP Formulation

Instead of expanding the dynamic network model along discrete time steps, the time dimension can be introduced through the use of event-based time steps, with holdover arcs facilitating the flow between these static "layers". These holdover arcs connect the copies of the same node $i$ across event layers $e$ and $e+1$, where each event $e$ belongs to the set of pre-determined events $\mathbb{E}$. These arcs are always directed forward in time, which means that a holdover arc originating in event layer $e$ can cannot connect to its node copy in event layer $e-1$. The network arcs can thus be separated into the set of intra-layer transportation $\operatorname{arcs} \mathbb{A}_{T}$ and the set of inter-layer holdover $\operatorname{arcs} \mathbb{A}_{H}$, such that $\mathbb{A}=\mathbb{A}_{T} \cup \mathbb{A}_{H}$.

Due to this expansion of the static model into the time-dimension, each transportation arc now has an additional index to denote its event layer, i.e., an $\operatorname{arc}(i, j, v, e)$ allows commodities to flow from node $i$ to node $j(i \neq j)$ by using propulsion provided by vehicle $v$ in an event layer $e$.

The concept of multi-graph is used to denote the choice of discrete alternatives for propulsion, i.e., vehicle $v$ is chosen from the set $\mathbb{V}$ denoting the complete available fleet. Holdover arcs, on the other hand, are represented by the index $(i, i, e)$ to denote the arc that connects node $i$ to itself across event steps $e$ and $e+1$. Both categories of arcs are sketched in Figure 5.3.

If $k$ commodities are allowed to flow across the network graph, then $\mathbf{x}_{i j v e}^{+}, \mathbf{x}_{i j v e}^{-}$and $\mathbf{c}_{i j v e}^{+}$are all $k$-by- 1 vectors. All flows $\mathbf{x}_{i j v e}^{ \pm}$are nonnegative. Finally, each node $i$ also has an associated demand vector $\mathbf{d}_{i e}$, which represents the demand or supply of each commodity at node $i$ at event-based time step $e$. Negative components of $\mathbf{d}_{i e}$ indicate demand, whereas supply is denoted by positive components.

(a) Multi-graph transportation arc

(b) Holdover arc

Figure 5.3: Arcs used in the event-driven dynamic network graph formulation.

Using the above developed notation, the event-driven network model can be expressed by the following formulation:

$$
\begin{equation*}
\text { Minimize } \quad \mathcal{J}=\sum_{e \in \mathbb{E}} \sum_{(i, j, v, e) \in \mathbb{A}_{T}} \mathbf{c}_{i j v e}^{+} \mathbf{x}_{i j v e}^{+}+\sum_{e \in \mathbb{E}} \sum_{(i, i, e) \in \mathbb{A}_{H}} \mathbf{c}_{i \text { ie }}^{*} \mathbf{x}_{i i e}^{+}, \tag{5.4}
\end{equation*}
$$

subject to the following constraints:

$$
\begin{align*}
& \sum_{\substack{(j, v): \\
(i, j, v) \in \mathbb{A}_{T}}} \mathbf{x}_{i j v e}^{+}-\sum_{\substack{(j, v): \\
(j, i, v) \in \mathbb{A}_{T}}} \mathbf{x}_{j i v e}^{-}+\sum_{\substack{i \\
(i, i, e) \in \mathbb{A}_{H}}} \mathbf{x}_{\text {iive }}^{+}-\sum_{\substack{i . \\
(i, i, e-1) \in \mathbb{A}_{H}}} \mathbf{x}_{i i(e-1)}^{-} \leq \mathbf{d}_{\text {ie }} \quad \forall i \in \mathbb{N} \quad \forall e \in \mathbb{E},  \tag{5.5}\\
& \mathbf{B}_{i j v} \mathbf{x}_{i j v e}^{+}=\mathbf{x}_{i j v e}^{-} \quad \forall(i, j, v, e) \in \mathbb{A}_{T} \quad \forall e \in \mathbb{E},  \tag{5.6a}\\
& \mathbf{B}_{\text {iie }} \stackrel{\mathbf{x}_{\text {iie }}}{\mathbb{I}} \underset{k \times k}{=} \mathbf{x}_{\text {iie }}^{-} \quad \forall(i, i, e) \in \mathbb{A}_{H} \quad \forall e \in \mathbb{E}, \tag{5.6b}
\end{align*}
$$

$$
\begin{align*}
\mathbf{C}_{i j v}^{+} \mathbf{x}_{i j v e}^{+} \leq \mathbf{s}_{i j v}^{+} & \forall(i, j, v, e) \in \mathbb{A}_{T} \quad \forall e \in \mathbb{E},  \tag{5.7a}\\
\mathbf{C}_{i i e}^{+} \mathbf{x}_{i i e}^{+} \leq \mathbf{s}_{i i e}^{+} & \forall(i, i, e) \in \mathbb{A}_{H} \quad \forall e \in \mathbb{E},  \tag{5.7b}\\
\mathbf{x}_{i j v e}^{ \pm} \geq \mathbf{0}_{k \times 1} & \forall(i, j, v, e) \in \mathbb{A}_{T} \quad \forall e \in \mathbb{E},  \tag{5.8a}\\
\mathbf{x}_{i i e}^{ \pm} \geq \mathbf{0}_{k \times 1} & \forall(i, i, e) \in \mathbb{A}_{H} \quad \forall e \in \mathbb{E},  \tag{5.8b}\\
y_{i j v e}^{ \pm}=\left|\mathbf{x}_{i j v e}^{ \pm}\right| & \forall(i, j, v, e) \in \mathbb{A}_{T} \quad \forall e \in \mathbb{E},  \tag{5.9}\\
f\left(\mathbf{x}_{i j v e}^{+}\right) \leq T & \forall v \in \mathbb{V}^{\prime} \subseteq \mathbb{V} \quad \forall e \in \mathbb{E}^{\prime} \subseteq \mathbb{E} . \tag{5.10}
\end{align*}
$$

Equation (5.4) is the cost of transporting commodities across the network, plus the cost of holding stock at nodes across layers (which is zero in this case). These commodities can be integervalued, binary-valued or continuous in nature, for example, the commodities representing the tugs, CSM, or LM take only integer values (binary specifically) as they are all discrete-sized vehicles. A diagonal matrix $\mathbf{M}$ can be used to convert these integer-valued commodity variables into corresponding masses when required.

As before, the first constraint in Equation (5.5) deals with mass balance by ensuring that the demand at every node is met under the supply conditions. Equation (5.6a) uses the $k$-by- $k$ mass transformation matrix $\mathbf{B}_{i j v}$ to show gains/losses and account for commodity transformation. This constraint is used to model the propellant consumption by propulsive maneuvers required for arc transport. No mass transformation occurs over holdover arcs in the considered case, which is reflected by setting $\mathbf{B}_{i i e}=\mathbb{I}_{k \times k}$ in Equation (5.6b), thereby enforcing $\mathbf{x}_{i i e}^{+}=\mathbf{x}_{i i e}^{-}$.

Concurrency constraints over transportation arcs are handled by Equation (5.7a) and over holdover arcs by Equation (5.7b). If $n_{c}$ such constraints have to be enforced, then the matrix $\mathbf{C}_{i j v}^{+}$ (and $\mathbf{C}_{i i}^{+}$) will be of the size $n_{c}$-by- $k$ and $\mathbf{s}_{i j v}^{+}\left(\right.$and $\mathbf{s}_{i i}^{+}$) a vector of size $n_{c}$-by- 1 . These constraints vary across arcs depending on the layer that they belong to, and will be listed in detail after the eventbased layers are introduced. Similarly, while Equations (5.8a)-(5.8b) represent the nonnegative nature of flows across all arcs, they are set to be equal to zero (instead of greater-than-or-equal to zero) for certain commodities depending on the event layer, for example, tugs are not allowed to flow in event layers corresponding to the crew missions.

The last constraint in Equation (5.10), which can be expanded to include multiple constraints, represents specific time-related bounds that need to be respected by the campaign. The time-related
constraints are dependent on the total incoming mass on individual arcs, which is calculated by adding the mass of all incoming commodities flowing on any given arc as shown in Equation (5.9). These constraints are appended to the formulation as a means of exploring the cost-versus-time tradespace for the campaign and represent an improvement over the static GMCNF as well as the time-expanded GMCNF models. The form that these constraints assume for the current case study is explained after the event layers considered for it are defined in the following section.

### 5.2.2 Event-Based Time Steps for Dynamic Network Modeling of Case Study

The static network model lacks any mechanism for dealing with dynamic behaviors and can result in erroneous flow generation loops. As opposed to the existing dynamic variant [9] where discrete time steps are used to expand the static model, event-based time steps are used in the current work to allow easy integration of low-thrust vehicles flight times which are not known a priori and thus preclude the use of discrete time step sizes. Figure 5.4 shows the breakdown of event-based time steps for the current case study, where four event steps are used for each use of the cargo tugs and two additional event steps for every crew mission. Each of these layers represents a copy of the complete static network - they span a variable time period that is calculated and adjusted internally to meet the overall time constraints.

The first four static layers or event steps ( $\mathrm{E}_{\text {cargo }}^{\mathrm{F} 1}, \mathrm{E}_{\text {cargo }}^{\mathrm{F} 2}, \mathrm{E}_{\text {cargo }}^{\mathrm{R} 1}$, and $\mathrm{E}_{\text {cargo }}^{\mathrm{R} 2}$ ) permit only cargo deliveries by tugs chosen from the available fleet. Layers $\mathrm{E}_{\mathrm{cargo}}^{\mathrm{F} 1-\mathrm{F} 2}$ allow only those arcs that move toward the moon, while $\mathrm{E}_{\text {cargo }}^{\mathrm{R} 1-\mathrm{R} 2}$ only allow returning arcs. Restricting transport directions in this way avoids flow generation loops. A demarcation between $\mathrm{E}_{\text {cargo }}^{\mathrm{F} 1}$ and $\mathrm{E}_{\text {cargo }}^{\mathrm{F} 2}$ layers is further made such that the longest path between the source (Earth surface) and the destination (lunar surface) can be simulated between them. Parallel arcs (e.g., LEO $\rightarrow$ EML $_{1}$ halo and LEO $\rightarrow$ EML $_{2}$ halo) that do not interact with each other are allowed within the same layer. By allowing a single layer to encompass all flow until the end of an event (e.g. forward motion towards the halo orbits, in layer $\mathrm{E}_{\text {cargo }}^{\mathrm{F} 1}$ ), commodity interaction at nodes can be simulated. For example, if two tugs finish at the same node at the end of an event layer, then they could exchange cargo, and more importantly, they could even exchange propellant if both tugs employ the same type of propulsion systems (high-thrust or low-thrust).


Figure 5.4: Event-driven network for the case study campaign.

Similarly, the crew journeys are also split into layers $\mathrm{E}_{\text {crew }}^{\mathrm{F}}$ and $\mathrm{E}_{\text {crew }}^{\mathrm{R}}$. The four layers required for the tug flight are collapsed to two layers for crew travel because all the commodities that the crew can interact with (i.e., the droptanks and their contents) have definitively been delivered in the previous layers and the crew vehicle (the CSM) is not allowed to interact with any other commodities.

The layers $\mathrm{E}_{\text {cargo }}^{\mathrm{F} 1-\mathrm{F} 2}$ and $\mathrm{E}_{\text {cargo }}^{\mathrm{R} 1-\mathrm{R} 2}$ are repeated three times in the current problem to correspond to the three uses allowed for each tug. Likewise, the layers $\mathrm{E}_{\text {crew }}^{\mathrm{F}}$ and $\mathrm{E}_{\text {crew }}^{\mathrm{R}}$ are repeated three times to signify the three crew missions that the current campaign is set up for. If $\mathbb{E}_{\text {cargo }}$ consolidates all the cargo-related layers such that $\mathbb{E}_{\text {cargo }}=\mathrm{E}_{\text {cargo }}^{\mathrm{F} 1} \cup \mathrm{E}_{\text {cargo }}^{\mathrm{F} 2} \cup \mathrm{E}_{\text {cargo }}^{\mathrm{R} 1} \cup \mathrm{E}_{\text {cargo }}^{\mathrm{R} 2}$, then the only propulsive elements allowed in the event set $\mathbb{E}_{\text {cargo }}$ are the cargo tugs. Along the same lines, only crew vehicles are permitted to provide propulsion along the arcs in the event set $\mathbb{E}_{\text {crew }}=\mathrm{E}_{\text {crew }}^{\mathrm{F}} \cup \mathrm{E}_{\text {crew }}^{\mathrm{R}}$. The cargo (i.e. refuel droptanks) delivery-related events are assumed to occur before the crew-related events and these two sets of event layers are connected via the holdover arcs. Together these
two sets $\left(\mathbb{E}_{\text {cargo }}\right.$ and $\left.\mathbb{E}_{\text {crew }}\right)$ form the set of all events used to discretize the time dimension, i.e., $\mathbb{E}=\mathbb{E}_{\text {cargo }} \bigcup \mathbb{E}_{\text {crew }}$.

Similarly, the vehicles are also divided into two sets - the set of cargo tugs $\mathbb{V}_{\text {cargo }}$ and the set of crew vehicles $\mathbb{V}_{\text {crew }}$ together form the set representing the entire vehicle fleet $\mathbb{V}=\mathbb{V}_{\text {cargo }} \bigcup \mathbb{V}_{\text {crew }}$. The multi-graph is an important modeling feature used in the cargo layers ( $\mathrm{E}_{\text {cargo }}^{\mathrm{F} 1-\mathrm{F} 2}$ and $\mathrm{E}_{\text {cargo }}^{\mathrm{R} 1-\mathrm{R} 2}$ ) that aids the correct consolidation of flight times of different tugs across event layers. The exact process of incorporating the time of flight constraints across these layers is detailed in the next section.

### 5.2.3 Treating Time Constraints in Case Study

Equation (5.10) can be used to place bounds on the total time taken to set up the in-space propellant resupply chain ( $T_{\text {cargo }}$ ) and to constrain the total crew flight time across all missions ( $T_{\text {crew }}$ ) by splitting it into two conditions. The nonlinearity of including low-thrust transfer times into space logistics frameworks arises at this juncture from these two conditions. However, if this system model can be reduced to a set of linear relationships, then mixed-integer linear programming (MILP) techniques can be applied to yield optimal solutions. This section describes in detail the manner of dealing with each time-related constraint.

## Time of flight across transportation arcs

The length $\Delta t_{i j v e}$ of a transportation arc $(i, j, v, e)$ is defined as the time taken to traverse that arc by the propulsive vehicle $v$. This arc length, or the time of flight across the arc, can be expressed as:

$$
\begin{equation*}
\Delta t_{i j v e}=g\left(\mathbf{x}_{i j v e}^{+}\right) \tag{5.11}
\end{equation*}
$$

where $g$ is a function that is derived next on a case-by-case basis.
If no vehicle transports any commodity across a particular pair of nodes in the event layer, then the flight time over that arc is simply zero, i.e., $g\left(\mathbf{x}_{i j v e}^{+}\right)=0$. In the case that an arc uses one of the available high-thrust vehicles to transport commodities, the arc length is fixed, but can be
modeled by the following linear relationship:

$$
\begin{equation*}
g\left(\mathbf{x}_{i j v e}^{+}\right)={ }^{1} q_{1 j v e} \cdot y_{i j v e}^{+}+{ }^{0} q_{i j v e} \cdot x_{i j v e}^{v}, \tag{5.12}
\end{equation*}
$$

where $y_{i j v e}^{+}=\left|\mathbf{x}_{i j v e}^{+}\right|$as shown in Equation (5.9) and $\mathrm{x}_{i j v e}^{v}$ is the component of the commodities vector $\mathbf{x}_{i j v e}^{+}$specifying the flow of vehicle $v$ over the arc $(i, j, v, e)$. The coefficient ${ }^{1} q_{i j v e}$ takes a value of zero because high-thrust arc costs are independent of the total mass. The term $\mathrm{x}_{i j v e}^{v}$ is assigned to be binary-valued as mentioned earlier, and hence the coefficient ${ }^{0} q_{i j v e}$ simply assumes the value of the high-thrust flight time that is derived from literature.

On the other hand, this arc length is dependent on the total mass of commodities flowing across the arc in the case of low-thrust vehicle. For a general case, a cost model such as the one shown by the dashed blue line in Figure 5.5 can be represented by piecewise linear (PWL) approximations


Figure 5.5: Piecewise linear approximation of a nonlinear curve.
by using the breakpoints $\left\{d_{1}, d_{2}, \ldots d_{N}\right\}$. If we introduce a set of additional continuous variables $\left\{\lambda_{1}, \lambda_{2}, \ldots \lambda_{N}\right\}$ that belong to an SOS2 set ${ }^{*}$, then the value of $g\left(\mathbf{x}_{i j v e}^{+}\right)$in Equation (5.11) can be found as $[96,97]$ :

$$
\begin{equation*}
\lambda_{1}+\ldots+\lambda_{N}=1 \tag{5.13a}
\end{equation*}
$$

[^4]\[

$$
\begin{align*}
\lambda_{1} d_{1}+\ldots+\lambda_{N} d_{N} & =y_{i j v e}^{+}  \tag{5.13b}\\
\lambda_{1} g\left(d_{1}\right)+\ldots+\lambda_{N} g\left(d_{N}\right) & =g\left(y_{i j v e}^{+}\right)  \tag{5.13c}\\
g\left(\mathbf{x}_{i j v e}^{+}\right) & =g\left(y_{i j v e}^{+}\right) \tag{5.13~d}
\end{align*}
$$
\]

This above set of equations can be used for each arc where a nonlinear cost model is encountered. In the case where Equation (5.13) is used to represent a cost model with PWL functions, the decision vector available to the MILP solver expands from $\boldsymbol{\chi}=\left[\mathbf{x}_{i j v e}^{ \pm}, y_{i j v e}^{+}, \mathbf{x}_{\text {iiv }}^{ \pm}\right]^{T}$ to $\boldsymbol{\chi}=\left[\begin{array}{llll}\mathbf{x}_{i j v e}^{ \pm} & y_{i j v e}^{+}, & \mathbf{x}_{\text {iiv }}^{ \pm}, & \left.\boldsymbol{\lambda}_{i j v e}\right]^{T} \text { where the vector } \boldsymbol{\lambda}_{i j v e} \text { contains the variables needed for the PWL }\end{array}\right.$ representation of arc costs. Additionally, the constraints in Equation (5.13) will be appended to the network formulation in Equations (5.4)-(5.10) in such a case.

Although this above PWL formulation can be used in more general cases, the propellant mass and flight time costs in the current case study can be related to the initial mass on the arc using the linear relationships derived in Equations (3.1a)-(3.1b) (in Chapter 3). The time of flight of vehicle $v$ across a given arc $(i, j, v, e)$ can thus be modeled by modifying Equation (3.1b) as:

$$
\begin{equation*}
g\left(\mathbf{x}_{i j v e}^{+}\right)={ }^{1} q_{i j v e} \cdot y_{i j v e}^{+}+{ }^{0} q_{i j v e} \cdot \mathrm{x}_{i j v e}^{v} \tag{5.14}
\end{equation*}
$$

where the coefficients ${ }^{1} q$ and ${ }^{0} q$ for each low-thrust arc $(i, j, v, e)$ were calculated and organized in Table 3.7.

With this, all the relationships required to calculate the arc length according to Equation (5.11) are now available - Equation (5.12) for high-thrust, Equation (5.13) for a generic nonlinear model, and Equation (5.14) for the specific cost model obtained for low-thrust arcs in the current case study campaign.

## Cargo delivery duration

The concept essential to incorporating time of flight in the event-driven network formulation is the multi-graph. Consider a single pair of nodes within any layer in the set $\mathbb{E}_{\text {cargo }}$ - if multiple arcs connect them in the form of a multi-graph, then each arc in the multi-graph set is assigned to a single tug unit. The implication is that the propulsion required to traverse a single arc among the
multi-graph arcs between the same pair of nodes can only be provided by a particular tug unit.
If the set of arcs that belong to event layer $e$ is $\mathbb{A}_{e}$ (such that $\mathbb{A}_{e} \subset \mathbb{A}_{T}$ ), then the total time of flight $t_{v e}$ of vehicle $v$ over all the arcs within the layer $e$ is denoted as:

$$
\begin{equation*}
t_{v e}=\sum_{(i, j):(i, j, v, e) \in \mathbb{A}_{e}} \Delta t_{\text {ijve }} \quad \forall v \in \mathbb{V}_{\text {cargo }} \quad \forall e \in \mathbb{E}_{\text {cargo }} . \tag{5.15}
\end{equation*}
$$

where $\Delta t_{i j v e}$ is the arc length derived earlier in Equation (5.11). From here, the total duration $t_{e}$ of a single static layer $e$ within the dynamic network can be expressed as the maximum of sum of flight times of all tugs flowing in that layer:

$$
\begin{equation*}
\max _{v}\left(t_{v e}\right)=t_{e} . \tag{5.16}
\end{equation*}
$$

The above equality constraint is converted into a linear inequality through the introduction of additional continuous variables $\widetilde{t}_{e}$ (one per event layer) and then constraining these variables to be greater than each tug's total time of flight within the corresponding event layer $e \in \mathbb{E}_{\text {cargo }}$ as:

$$
\begin{equation*}
t_{v e} \leq \widetilde{t}_{e} \tag{5.17}
\end{equation*}
$$

The desired bound on the duration of the campaign's cargo delivery phase can now be implemented as:

$$
\begin{equation*}
\sum_{e \in \mathbb{E}_{\text {cargo }}} \widetilde{t}_{e} \leq T_{\text {cargo }} \tag{5.18}
\end{equation*}
$$

Thus, by deriving the relationship between $\widetilde{t}_{e}$ and $\mathbf{x}_{i j v e}^{ \pm}$, this above Equation (5.18) can be correlated to the form specified in Equation (5.10). For the current case study campaign, this is done by condensing Equation (5.12) and Equation (5.14) into Equations (5.15)-(5.18) as:

$$
\begin{gather*}
\left\{\sum_{(i, j):(i, j, v) \in \mathbb{A}_{e}}\left({ }^{1} q_{i j v e} \cdot y_{i j v e}^{+}+{ }^{0} q_{i j v e} \cdot \mathrm{x}_{i j v e}^{v}\right)\right\} \leq \tilde{t}_{e} \quad \forall v \in \mathbb{V}_{\text {cargo }} \quad \forall e \in \mathbb{E}_{\text {cargo }},  \tag{5.19a}\\
\sum_{e \in \mathbb{E}_{\text {cargo }}} \widetilde{t}_{e} \leq T_{\text {cargo }} . \tag{5.19b}
\end{gather*}
$$

This provides the equations that account for the duration of the first phase of the case study
campaign by replacing Equation (5.10) in the ED-GMNCF formulation.

## Crew time of flight

Deriving a constraint on the total allowable crew time of flight across all missions is done in a similar manner and begins by simply calculating the total time of flight of the CSMs across all three missions. Every crew layer arc uses high-thrust propulsion, and thus corresponding arc lengths are given by:

$$
\begin{equation*}
\Delta t_{i j v e}={ }^{1} \nmid \widehat{i j v e} \cdot y_{i j v e}^{+}+{ }^{0} q_{i j v e} \cdot \mathrm{x}_{i j v e}^{v}, \tag{5.20}
\end{equation*}
$$

where $v=$ CSM only and $e \in \mathbb{E}_{\text {crew }}$. Due to the lack of alternative in-space crew vehicles in the analysis, the $\max _{v}\left(t_{v e}\right)$ relationship used in Equation (5.16) can be discarded and the time constraint is formulated directly as:

$$
\begin{equation*}
\sum_{e \in \mathbb{E}} \sum_{(i, j):(i, j, v) \in \mathbb{A}_{e}}\left({ }^{0} q_{i j v e} \cdot \mathrm{x}_{i j v e}^{v}\right) \leq T_{\text {crew }} \quad \forall v \in \mathbb{V}_{\text {crew }} \quad \forall e \in \mathbb{E}_{\text {crew }} . \tag{5.21}
\end{equation*}
$$

### 5.2.4 Complete Event-Driven Dynamic Network Formulation

At this point, the derivation of the mathematical model is complete and can be supplied to a MILP optimizer. The formulation for the event-driven dynamic network model is given below by collating Equations (5.4)-(5.21), where the time-related constraints in the last three equations are specific to the case study:

$$
\begin{align*}
& \min _{\chi} \mathcal{J}=\sum_{e \in \mathbb{E}} \sum_{(i, j, v, e) \in \mathbb{A}_{T}} \mathbf{c}_{i j v e}^{+} \mathbf{x}_{i j v e}^{+} \quad \text { subject to : }  \tag{5.22}\\
& \sum_{\substack{(j, v): \\
(i, j, v) \in \mathbb{A}_{T}}} \mathbf{x}_{i j v e}^{+}-\sum_{\substack{(j, v): \\
(j, i, v) \in \mathbb{A}_{T}}} \mathbf{x}_{j i v e}^{-}+\sum_{\substack{i: \\
(i, i, e) \in \mathbb{A}_{H}}} \mathbf{x}_{i i v e}^{+}-\sum_{\substack{i: \\
(i, i, e-1) \in \mathbb{A}_{H}}} \mathbf{x}_{i i(e-1)}^{-} \leq \mathbf{d}_{i e} \quad \forall i \in \mathbb{N} \quad \forall e \in \mathbb{E},  \tag{5.23a}\\
& \mathbf{B}_{i j v} \mathbf{x}_{i j v e}^{+}=\mathbf{x}_{i j v e}^{-} \quad \forall(i, j, v, e) \in \mathbb{A}_{T} \quad \forall e \in \mathbb{E},  \tag{5.23b}\\
& \mathbf{x}_{\text {iie }}^{+}=\mathbf{x}_{\text {iie }}^{-} \quad \forall(i, i, e) \in \mathbb{A}_{H} \quad \forall e \in \mathbb{E},  \tag{5.23c}\\
& \mathbf{C}_{i j v}^{+} \mathbf{x}_{i j v e}^{+} \leq \mathbf{s}_{i j v}^{+} \quad \forall(i, j, v, e) \in \mathbb{A}_{T} \quad \forall e \in \mathbb{E},  \tag{5.23d}\\
& \mathbf{C}_{i i e}^{+} \mathbf{x}_{i i e}^{+} \leq \mathbf{s}_{i i e}^{+} \quad \forall(i, i, e) \in \mathbb{A}_{H} \quad \forall e \in \mathbb{E}, \tag{5.23e}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{x}_{\text {ijve }}^{ \pm} \geq \mathbf{0}_{k \times 1} \forall(i, j, v, e) \in \mathbb{A}_{T} \quad \forall e \in \mathbb{E},  \tag{5.23f}\\
& \mathbf{x}_{\text {iie }}^{ \pm} \geq \mathbf{0}_{k \times 1} \quad \forall(i, i, e) \in \mathbb{A}_{H} \quad \forall e \in \mathbb{E},  \tag{5.23~g}\\
& y_{\text {ijve }}^{ \pm}=\left|\mathbf{x}_{\text {ijve }}^{ \pm}\right| \forall(i, j, v, e) \in \mathbb{A}_{T} \quad \forall e \in \mathbb{E},  \tag{5.23h}\\
&\left\{\sum_{(i, j):(i, j, v) \in \mathbb{A}_{e}}\left({ }^{1} q_{\text {ijve }} \cdot y_{i j v e}^{+}+{ }^{0} q_{\text {ijve }} \cdot \mathrm{x}_{\text {ijve }}^{v}\right)\right\} \leq \widetilde{t}_{e} \quad \forall v \in \mathbb{V}_{\text {cargo }} \quad \forall e \in \mathbb{E}_{\text {cargo }},  \tag{5.23i}\\
& \sum_{e \in \mathbb{E}_{\text {cargo }}} \widetilde{t}_{e} \leq T_{\text {cargo }},  \tag{5.23j}\\
& \sum_{e \in \mathbb{E}} \sum_{(i, j):(i, j, v) \in \mathbb{A}_{e}}\left({ }^{0} q_{\text {ijve }} \cdot \mathrm{x}_{\text {ijve }}^{v}\right) \leq T_{\text {crew }} \forall v \in \mathbb{V}_{\text {crew }} \quad \forall e \in \mathbb{E}_{\text {crew }} . \tag{5.23k}
\end{align*}
$$

The decision vector available to the MILP-solver to optimize the above model in Equations (5.22) (5.23) is given by:

$$
\chi=\left[\begin{array}{c}
\mathbf{x}_{i j v e}^{ \pm}  \tag{5.24}\\
y_{i j v e}^{+} \\
\mathbf{x}_{i i e}^{ \pm} \\
\widetilde{t}_{e}
\end{array}\right]
$$

where $\mathbf{x}_{\text {ijve }}^{ \pm}$represents the commodity flow over transportation arcs, $y_{i j v e}^{+}$gives the total initial mass across transportation arcs, $\mathbf{x}_{\text {iie }}^{ \pm}$is the flow over holdover arcs, and $\tilde{t}_{e}$ are the variables introduced to denote the length of each cargo-related event layer. This decision vector will contain $\boldsymbol{\lambda}_{\mathrm{ijve}}$ only if PWL approximations were adopted for deriving the arc costs.

### 5.3 Parameters for Case Study Campaign

## Commodities List

Table 5.1 lists all commodities allowed to flow on the network for the case study campaign. As catalogued in this table, some of the commodities can only take binary values (such as the vehicles used for propulsion over an arc), while others (such as tug fuels and crew vehicles' fuels) can assume the entire continuous range of real nonnegative values. A diagonal mass matrix $\mathbf{M}$ is used to convert the binary-valued commodities to their corresponding masses.

Table 5.1: List of commodities

| Commodity name | Abbreviated name | Variable type | Notes |
| ---: | :--- | :---: | :--- |
| Upper stage structure | strUS | Continuous | - |
| Upper stage fuel | fUS | Continuous | - |
| CSM | CSM | Binary | - |
| CSM fuel | fCSM | Continuous | - |
| LM | LM | Binary | - |
| LM fuel | fLM | Continuous | - |
| Droptank structure | strDtank | Continuous | - |
| Chemical tug fuel | fHIGH | Continuous | - |
| SEP tug fuel | fLOW | Continuous | - |
| Tug \#1 | tug1 | Binary | Chemical tug type 1 |
| Tug \#2 | tug2 | Binary | Chemical tug type 1 |
| Tug \#3 | tug3 | Binary | Chemical tug type 2 |
| Tug \#4 | tug4 | Binary | Chemical tug type 2 |
| Tug \#5 | tug5 | Binary | Chemical tug type 3 |
| Tug \#6 | tug6 | Binary | Chemical tug type 3 |
| Tug \#7 | tug7 | Binary | Chemical tug type 3 |
| Tug \#8 | tug8 | Binary | SEP tug type 1 |
| Tug \#9 | tug9 | Binary | SEP tug type 1 |
| Tug \#10 | tug10 | Binary | SEP tug type 2 |
| Tug \#11 | tug11 | Binary | SEP tug type 2 |
| Tug \#12 | tug12 | Binary | SEP tug type 3 |

## Demand and Supply

The entire vehicle fleet starts at the Earth surface and units are launched according to need, hence this node provides supply of one unit of each tug, and the requisite number of crew vehicles (i.e. one CSM and one LM for each manned mission). The Earth surface also supplies practically infinite amount of all other commodities that are continuous variables (such as the droptank structural mass, upper stage structural mass, and all propellants). Cost coefficients are thus only applied to those arcs that launch commodities from the Earth surface to either LEO or GTO. In order to simulate the disposal of the LM after the surface crew has been transferred back to the CSM, the LLO node is modeled to have a demand for one LM every crew mission. Also, since the LM propellant amount required is fixed and is only consumed during the lunar descent/ascent operations, a corresponding demand for LM fuel is assigned at LLO for each crew mission. This information represents the demand/supply at nodes for use in Equation (5.23a).

## Flow Transformation

Commodities undergo transformation as they flow through the network, i.e. propellant is consumed in order to provide transportation across arcs. Since there are two kinds of propulsion available, the transformation matrix in Equation (5.23b) can take the two different forms listed below.

- For high-thrust chemical propulsion, propellant consumption is modeled as an impulsive maneuver. Thus the $\Delta \mathrm{v}$ values gathered from the literature can be used with the Tsiolkovsky rocket equation to write the transformation constraint:

$$
\left[\begin{array}{ccc}
1 & 0 & 0  \tag{5.25}\\
0 & 1 & 0 \\
-\phi & -\phi & 1-\phi
\end{array}\right]_{i j v} \times \mathbf{M} \times\left[\begin{array}{c}
\text { payload } \\
\text { vehicle } \\
\text { propellant }
\end{array}\right]_{i j v e}^{+}=\mathbf{M} \times\left[\begin{array}{c}
\text { payload } \\
\text { vehicle } \\
\text { propellant }
\end{array}\right]_{i j v e}^{-}
$$

where $\phi=1-\exp \left(-\Delta v / g_{0} I_{s p}\right), \Delta \mathrm{v}$ is the change in vehicle's velocity provided by its highthrust propulsion system, $I_{s p}$ is the corresponding fuel's specific impulse and $g_{0}$ is standard gravity.

- For low-thrust solar electric propulsion, Equation (3.1a) is recalled to model the propellant consumption:

$$
\left\{\left[\begin{array}{ccc}
1 & 0 & 0  \tag{5.26}\\
0 & 1 & 0 \\
{ }^{1} p_{i j v}-1 & { }^{1} p_{i j v}-1 & { }^{1} p_{i j v}
\end{array}\right] \times \mathbf{M}-\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & { }^{0} p_{i j v} & 0
\end{array}\right]\right\}\left[\begin{array}{c}
\text { payload } \\
\text { vehicle } \\
\text { propellant }
\end{array}\right]_{i j v e}^{+}=\mathbf{M} \times\left[\begin{array}{c}
\text { payload } \\
\text { vehicle } \\
\text { propellant }
\end{array}\right]_{i j v e}^{-} .
$$

The above transformation constraints can be modified as follows if using piecewise linear approximations to model the relationship between initial and final mass on a given arc, instead of the linear fit derived in Equation (3.1a). If doing so, the payload and vehicle that comprise the outflow and inflow will be equal to each other, but the following equations can be used to correlate the total outflow and inflow masses:

$$
\begin{align*}
\lambda_{1}+\ldots+\lambda_{N} & =1,  \tag{5.27a}\\
\lambda_{1} d_{1}+\ldots+\lambda_{N} d_{N} & =y_{i j v e}^{+}  \tag{5.27b}\\
\lambda_{1} h\left(d_{1}\right)+\ldots+\lambda_{N} h\left(d_{N}\right) & =y_{i j v e}^{-} \tag{5.27c}
\end{align*}
$$

where the function $h$ represents the relationship between the initial and final mass on the
arc. The breakpoints $\left\{d_{1}, \ldots d_{n}\right\}$ and the SOS2 variables $\left\{\lambda_{1}, \ldots \lambda_{N}\right\}$ are derived similarly as Equation (5.13). The use of PWL approximations is also demonstrated using a simple toy problem in Section 5.4.3.

- There is no commodity transformation associated with flow over holdover arcs as no propulsion is required to traverse these arcs.


## Flow Concurrency

As mentioned earlier, the concurrency constraints in Equations (5.23d)-(5.23e) vary across the event layers, and their general form is listed below.

- Propellant being carried by a spacecraft (tug or crew vehicle) for its own transportation should not be exceed its maximum fuel capacity:

$$
\begin{equation*}
[\text { vehicle fuel }]_{i j v e}^{+} \leq M_{v}^{\text {fcap }}[\text { vehicle }]_{i j v e}^{+} \tag{5.28}
\end{equation*}
$$

where $v=$ vehicle and $M_{v}^{\text {fcap }}=$ vehicle fuel capacity. When applying this constraint for an arc that transports the crew to beyond TLI, this changes to:

$$
\begin{equation*}
\hat{\varepsilon}_{U S}[\text { vehicle fuel }]_{i j v e}^{+} \leq[\text {vehicle }]_{i j v e}^{+} \tag{5.29}
\end{equation*}
$$

where "vehicle" is the upper stage's structural mass, $v=$ crew launch vehicle's upper stage and $\hat{\varepsilon}_{U S}=\varepsilon_{U S} /\left(1-\varepsilon_{U S}\right)$. This change is made to accommodate the continuous nature of the upper stage fuel as well as its structural mass. It is modeled in this way to simulate the savings in crew IMLEO achieved from a distributed launch, as opposed to using a single heavy-lift launch vehicle.

- Amount of LM/CSM fuel flowing across any arc (transportation or holdover) is not to exceed the sum of capacity of LM/CSM vehicles and the droptank structural mass:

$$
\left[\begin{array}{ll}
\hat{\varepsilon}_{\mathrm{LM}} & \hat{\varepsilon}_{\mathrm{CSM}}
\end{array}\right]\left[\begin{array}{c}
\mathrm{LM} \text { fuel }  \tag{5.30}\\
\mathrm{CSM} \text { fuel }
\end{array}\right]_{i j v e}^{+} \leq\left[\begin{array}{lll}
1 & \hat{\varepsilon}_{\mathrm{LM}} \cdot M_{\mathrm{LM}}^{\text {fcap }} & \hat{\varepsilon}_{\mathrm{CSM}} \cdot M_{\mathrm{CSM}}^{\mathrm{fcap}}
\end{array}\right]\left[\begin{array}{c}
\text { dtank struct } \\
\mathrm{LM} \\
\mathrm{CSM}
\end{array}\right]_{i j v e}^{+}
$$

where $\hat{\varepsilon}_{\mathrm{LM}}=\varepsilon_{\mathrm{LM}} /\left(1-\varepsilon_{\mathrm{LM}}\right), \hat{\varepsilon}_{\mathrm{CSM}}=\varepsilon_{\mathrm{CSM}} /\left(1-\varepsilon_{\mathrm{CSM}}\right), M_{\mathrm{LM}}^{\text {fcap }}=$ LM fuel capacity, $M_{\mathrm{CSM}}^{\mathrm{fcap}}=$ CSM fuel capacity. $\varepsilon_{\text {CSM }}$ and $\varepsilon_{\text {LM }}$ represent the structural coefficients for CSM fuel and LM fuel respectively. This above constraint is repeated for holdover arcs also.

- Any commodity can flow freely across a holdover arc. Thus additional constraints are required to ensure that the tug fuel is contained within tugs across events on holdover arcs and is within their fuel capacity:

$$
\begin{gather*}
{[\text { high-thrust tug fuel }]_{i i e}^{+} \leq \sum_{v} M_{v}^{\text {fcap }}[\text { vehicle }]_{i i e}^{+} \text {where vehicle } \in \text { set of high-thrust tugs }}  \tag{5.31a}\\
{[\text { low-thrust tug fuel }]_{i i e}^{+} \leq \sum_{v} M_{v}^{\text {fcap }}[\text { vehicle }]_{i i e}^{+} \text {where vehicle } \in \text { set of low-thrust tugs . }} \tag{5.31b}
\end{gather*}
$$

## Flow Bounds

In addition to the mass balance, mass transformation, and concurrency constraints, Equations (5.23f)( 5.23 g ) have to be set to specify non-negative values for all commodity flow. These bounds are set to reflect the following restrictions:

- Cargo delivery layers can only be served by tugs. This means that crew vehicles (LM, CSM and upper stage) are not allowed in the cargo-delivery event layers. The opposite is also true where tugs and tug propellants are not allowed in the crew layers.
- The only commodities that can act as "payloads" in the cargo delivery layers are the droptank structural mass, LM fuel and CSM fuel. This ensures that tugs are not piggybacking on each other.
- In the cargo delivery events steps, each arc in a multi-graph set allows only one tug and its corresponding fuel type, along with corresponding payload commodities.
- The launch vehicle upper stage (and its corresponding fuel) is only allowed on the arcs that take the crew from LEO to TLI.

When a commodity $k$ is not allowed on a given arc, its flow is set as $x_{i j v e}^{k}=0$ within the vector $\mathrm{x}^{+} \pm_{i j v e}$.

### 5.4 Results

This section presents the results of implementing the event-driven network model for the cislunar propellant resupply chain design. All permitted arcs are recorded in Table 3.7 and Tables 3.4-3.5. It is noteworthy that direct transfers from $\mathrm{L}_{1}$ to $\mathrm{L}_{2}$ are not permitted. The MILP problem resulting from Equation (5.22)-(5.23) is solved in MATLAB using the Gurobi 6.5 solver on an Intel Core i7-4770 3.4 GHz platform. The results are compared against a baseline case consisting of no-refuel $3 \times$ Apollo missions by setting $T_{\text {cargo }}$ to be zero and $T_{\text {crew }}=21$ days ( 7 days for each crew mission) within the ED-GMNCF framework. This baseline cost is IMLEO $=\mathbf{3 7 2 . 6 7 1} \mathbf{t}$ - all optimal solutions obtained are expressed as percentage improvement over this value.

### 5.4.1 MILP-based Results

In order to demonstrate the true tradeoffs between cost and time, a Pareto front is manually generated for discrete values of maximum time bounds on crew flight times, and in steps of 4 months for maximum allowable time for cargo deliveries. This triple-objective front is displayed in Figure 5.6 - the colorbar represents the total crew flight time across all three human missions. New options exploring in-space refueling architectures are available along this front. As expected, cost and time display a competing nature where more savings can be realized as the time constraint is relaxed.


Figure 5.6: Pareto front obtained from the event-driven GMCNF model.

This Pareto front of optimal solutions is examined in detail by focusing on campaign profiles depicting characteristics obtainable only by using the MILP-based ED-GMCNF formulation developed in this work. These points are marked out in Figure 5.6 and the breakdown of commodities transport across two of these network solutions is recorded in Tables 5.2-5.3. The general trend is that architectures use chemical propulsion tugs only at the left-end of the Pareto front (Point A), and then add solar electric propulsion tugs as the axis of time duration is broadened (Points $\mathrm{B}-\mathrm{C}$ ). Some salient features of the solution points on the Pareto front are:

1. Cargo relaying: In some solutions (such as Points A-B), two tugs are used for cargo deliveries, but one of them is launched with minimal cargo to a way station in order to relay to a farther node the cargo that the other tug delivers. This behavior is further explored and explained later in the subsequent text.
2. SEP tug reuse: Each tug itself can be used upto a total of three times, by returning to its Earth parking orbit for refueling. The tug would however have to carry additional propellant to facilitate its return, apart from thepropellant required to make its cargo deliveries. The advantage, on the other hand, is that the architecture does not have to launch the dry mass of the tug into Earth orbit again, thereby driving the IMLEO down. This solution is seen in Point C, where the architecture only uses the smallest SEP tug, but reuses it once.

The specific Pareto front is dependent on the vehicle fleet chosen for the problem and the $\Delta \mathrm{v}$ costs. Let us now consider the solutions points marked in Figure 5.6 in depth. The commodities flowing across all arcs for two chosen solutions are shown in Table 5.2 and Table 5.3. The arcs are listed clearly and are tagged with the event-based layers that they belong to; as a reminder, layers 1 through 12 contain arcs that deliver cargo (i.e. the refuel droptanks), while the succeeding layers simulate commodities flow with respect to crew journeys. The reader can also refer to Table 5.1 to understand the variable type used for each commodity; in general, all vehicles except the upper stage have discrete sizes and hence are modeled as integer variables, specifically as binary variables.

## Point A

The solution architecture in Point A depicts the advantages of relaying cargo with different tugs in a very prominent manner. Looking at Table 5.2, the reader can notice that two chemical tugs
are used to carry out all the cargo deliveries - Tug \#2 (chemical propulsion tug type 1 ), which is the smallest vehicle of its kind, and Tug \#7 (chemical propulsion tug type 3), which is the largest high-thrust tug. The flow of commodities is illustrated in Figure 5.7.

Table 5.2: Solution Point A from Figure 5.6
(integer variables specified in number of units used and continuous variables in kg ).

| Layer | Arc Name | CSM | LM | strUS | fCSM | fLM | fUS | strDtank | fHIGH | tug2 | tug7 | TOF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Arcs within cargo delivery-related event layers (E1-E12) |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | ES to LEO | 0 | 0 | 0 | 14875 | 33140 | 0 | 4175 | 77780 | 1 | 1 | 0 |
| 1 | LEO to L1 | 0 | 0 | 0 | 13735 | 29630 | 0 | 3771 | 68000 | 0 | 1 | 21 |
| 1 to 3 | L1 to L1 | 0 | 0 | 0 | 13735 | 29630 | 0 | 3771 | 2988 | 0 | 1 | - |
| 1 | LEO to L2 | 0 | 0 | 0 | 1139 | 3510 | 0 | 404 | 9780 | 1 | 0 | 17 |
| 1 to 2 | L2 to L2 | 0 | 0 | 0 | 1139 | 3510 | 0 | 404 | 694 | 1 | 0 | - |
| 2 | L2 to LLO | 0 | 0 | 0 | 0 | 3510 | 0 | 305 | 694 | 1 | 0 | 27 |
| 2 to 3 | LLO to LLO | 0 | 0 | 0 | 0 | 3510 | 0 | 305 | 139 | 1 | 0 | - |
| 3 | LLO to L1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 139 | 1 | 0 | 28 |
| 3 to 10 | L1 to L1 | 0 | 0 | 0 | 13735 | 29630 | 0 | 3771 | 2988 | 1 | 1 | - |
| 3 to 10 | LLO to LLO | 0 | 0 | 0 | 0 | 3510 | 0 | 305 | 0 | 0 | 0 | - |
| 10 | L1 to LLO | 0 | 0 | 0 | 13735 | 29630 | 0 | 3771 | 2988 | 1 | 0 | 28 |
| Arcs within crew flight-related event layers (E13-E18) |  |  |  |  |  |  |  |  |  |  |  |  |
| 13 | ES to LEO | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 |
| 13 | LEO to TLI | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 |
| 13 | TLI to LLO | 1 | 1 | 0 | 6711 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |
| 13 to 14 | LLO to LLO | 1 | 0 | 0 | 13735 | 22093 | 0 | 4076 | 0 | 0 | 0 | - |
| 14 | LLO to L2 | 1 | 0 | 0 | 3364 | 0 | 0 | 0 | 0 | 0 | 0 | 3.5 |
| 14 | L2 to ES | 1 | 0 | 0 | 1139 | 0 | 0 | 0 | 0 | 0 | 0 | 8.5 |
| 14 to 15 | LLO to LLO | 0 | 0 | 0 | 10372 | 22093 | 0 | 4076 | 0 | 0 | 0 | - |
| 15 | ES to LEO | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 |
| 15 | LEO to TLI | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 |
| 15 | TLI to LLO | 1 | 1 | 0 | 6711 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |
| 15 to 16 | LLO to LLO | 1 | 0 | 0 | 10372 | 11047 | 0 | 4076 | 0 | 0 | 0 | - |
| 16 | LLO to ES | 1 | 0 | 0 | 5186 | 0 | 0 | 0 | 0 | 0 | 0 | 3 |
| 16 to 17 | LLO to LLO | 0 | 0 | 0 | 5186 | 11047 | 0 | 4076 | 0 | 0 | 0 | - |
| 17 | ES to LEO | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 |
| 17 | LEO to TLI | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 |
| 17 | TLI to LLO | 1 | 1 | 0 | 6711 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |
| 17 to 18 | LLO to LLO | 1 | 0 | 0 | 5186 | 0 | 0 | 4076 | 0 | 0 | 0 | - |
| 18 | LLO to ES | 1 | 0 | 0 | 5186 | 0 | 0 | 0 | 0 | 0 | 0 | 3 |

Total IMLEO cost $=334.7268 \mathrm{t}$, $\mathrm{T}_{\text {cargo }}=104$ days, $\mathrm{T}_{\text {crew }}=30$ days

Tug \#2 launches to the $\mathrm{EML}_{2}$ halo with the crew propellant in droptanks, drops off all of its payload, continues to the $\mathrm{EML}_{1}$ halo via the LLO to wait for tug $\# 7$. Tug $\# 7$ then launches to LEO and travels to EML $_{1}$ with the rest of the LM fuel and CSM fuel required for crew resupply, along with required droptank structural mass, bundled as its cargo. Upon reaching the $\mathrm{L}_{1}$ node, this tug \#7 transfers all of its cargo to the awaiting tug \#2. More interestingly, tug \#2 also receives additional tug propellant from the incoming tug \#7. Ultimately, this allows tug \#2 to

(a) Cargo-related event layers $\mathbb{E}_{\text {cargo }}=\{\mathrm{E} 1, \mathrm{E} 2, \ldots \mathrm{E} 6\}$

(b) Crew-related event layers $\mathbb{E}_{\text {crew }}=\{\mathrm{E} 12, \mathrm{E} 13, \ldots \mathrm{E} 17\}$

Figure 5.7: Commodities flow in point solution A from Figure 5.6.
relay what was initially tug \#7's cargo from $\mathrm{L}_{1}$ to LLO, where the droptank can then flow across holdover arcs to later refuel the incoming crew spacecraft (in layers E13-E18). In this particular point solution, the crew flight time is constrained at 30 days, and hence only one of the three crews will visit $\mathrm{EML}_{2}$ for refueling on their return journey, while the other two crews will be resupplied at LLO itself and return directly to Earth.

## Point B

The minimum crew flight time is 21 days, which accounts for 7 days of flight time for each Apollostyle crew mission. Longer crew flight times are permissible in other solutions, for example in those points marked by say, green and yellow color on the Pareto front in Figure 5.6. Consider Point B as an example of this case, where the crew flight flight is restricted to $\leq 50$ days instead of just 21 days. Table 5.3 lists the commodities flow across the network in this solution. This solution has been chosen for showcasing because it exhibits the cooperative use of tugs for cargo relaying again, but with a CP tug and an SEP tug (so tug propellant itself cannot be exchanged at in-space nodes). This relaxation on crew flight time bound allows the crew to return via the $\mathrm{L}_{2}$ halo repeatedly, because the $\mathrm{LLO} \rightarrow \mathrm{L}_{2} \rightarrow$ Earth surface is cheaper than the direct return. Tug \#1 (smallest high-thrust tug variety) launches without any cargo payload, but with a full tank of tug propellant to the $\mathrm{L}_{1}$ node. Here, it waits for tug \#10 (mid-sized SEP tug) to bring it the total crew resupply droptanks, and then ferries these droptanks to LLO and further to $\mathrm{L}_{2}$. This trajectory route is possible due to the low-energy pathways that are exploited in this analysis.

## Point C

Points C lies farther on the right side of the Pareto front, where long campaign durations are allowed. However, its uniqueness lies in the reuse of a tug, which in this case is the smallest SEP tug available within the vehicle fleet. Since the crew flight time is constrained to 21 days in this solution, all crew propellant resupply has to occur at the LLO itself. Thus, the tug \#8 delivers this entire droptank cargo to LLO in two journeys. The time duration to set up this resupply chain however is very long because of the lower thrust that can be provided by tug \#8, as compared to tug \#10 used in Point B.

Table 5.3: Solution Point B from Figure 5.6
(ifnteger variables specified in number of units used and continuous variables in kg ).

| Layer | Arc Name | CSM | LM | strUS | fCSM | fLM | fUS | strDtank | fHIGH | fLOW | tug1 | tug10 | TOF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Arcs within cargo delivery-related event layers (E1-E12) |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 | ES to GTO | 0 | 0 | 0 | 13509 | 33140 | 0 | 4056 | 0 | 8034 | 0 | 1 | 0 |
| 5 | ES to LEO | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 10737 | 0 | 1 | 0 | 0 |
| 5 | LEO to L1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 10737 | 0 | 1 | 0 | 21 |
| 5 | GTO to L1 | 0 | 0 | 0 | 13509 | 33140 | 0 | 4056 | 0 | 8034 | 0 | 1 | 473 |
| 5 to 6 | L1 to L1 | 0 | 0 | 0 | 13509 | 33140 | 0 | 4056 | 3769 | 0 | 1 | 1 | - |
| 6 | L1 to LLO | 0 | 0 | 0 | 13509 | 33140 | 0 | 4056 | 3769 | 0 | 1 | 0 | 28 |
| 6 to 7 | L1 to L1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | - |
| 6 to 7 | LLO to LLO | 0 | 0 | 0 | 13509 | 33140 | 0 | 4056 | 533 | 0 | 1 | 0 | - |
| 7 | LLO to L2 | 0 | 0 | 0 | 3418 | 0 | 0 | 297 | 533 | 0 | 1 | 0 | 27 |
| Arcs within crew flight-related event layers (E13-E18) |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 13 | ES to LEO | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 | 0 |
| 13 | LEO to TLI | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 | 0 |
| 13 | TLI to LLO | 1 | 1 | 0 | 6711 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |
| 13 to 14 | L 2 to L2 | 0 | 0 | 0 | 3418 | 0 | 0 | 297 | 0 | 0 | 0 | 0 | - |
| 13 to 14 | LLO to LLO | 1 | 0 | 0 | 10091 | 22093 | 0 | 3759 | 0 | 0 | 0 | 0 | - |
| 14 | LLO to L2 | 1 | 0 | 0 | 3364 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3.5 |
| 14 | L2 to ES | 1 | 0 | 0 | 1139 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 8.5 |
| 14 to 15 | L2 to L2 | 0 | 0 | 0 | 2279 | 0 | 0 | 297 | 0 | 0 | 0 | 0 | - |
| 14 to 15 | LLO to LLO | 0 | 0 | 0 | 6727 | 22093 | 0 | 3759 | 0 | 0 | 0 | 0 | - |
| 15 | ES to LEO | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 | 0 |
| 15 | LEO to TLI | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 | 0 |
| 15 | TLI to LLO | 1 | 1 | 0 | 6711 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |
| 15 to 16 | L2 to L2 | 0 | 0 | 0 | 2279 | 0 | 0 | 297 | 0 | 0 | 0 | 0 | - |
| 15 to 16 | LLO to LLO | 1 | 0 | 0 | 6727 | 11047 | 0 | 3759 | 0 | 0 | 0 | 0 | - |
| 16 | LLO to L2 | 1 | 0 | 0 | 3364 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3.5 |
| 16 | L2 to ES | 1 | 0 | 0 | 1139 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 8.5 |
| 16 to 17 | L 2 to L2 | 0 | 0 | 0 | 1139 | 0 | 0 | 297 | 0 | 0 | 0 | 0 | - |
| 16 to 17 | LLO to LLO | 0 | 0 | 0 | 3364 | 11047 | 0 | 3759 | 0 | 0 | 0 | 0 | - |
| 17 | ES to LEO | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 | 0 |
| 17 | LEO to TLI | 1 | 1 | 4622 | 6711 | 0 | 35986 | 0 | 0 | 0 | 0 | 0 | 0 |
| 17 | TLI to LLO | 1 | 1 | 0 | 6711 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |
| 17 to 18 | L2 to L2 | 0 | 0 | 0 | 1139 | 0 | 0 | 99 | 0 | 0 | 0 | 0 | - |
| 17 to 18 | LLO to LLO | 1 | 0 | 0 | 3364 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | - |
| 18 | LLO to L2 | 1 | 0 | 0 | 3364 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3.5 |
| 18 | L2 to ES | 1 | 0 | 0 | 1139 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 8.5 |

Total IMLEO cost $=325.892 \mathrm{t}, \mathrm{T}_{\text {cargo }}=528$ days, $\mathrm{T}_{\text {crew }}=48$ days

### 5.4.2 Comparison with Previous MOGA-based Method

In the previous chapter, the same problem of optimally designing the in-space refueling architectures for Apollo-style missions with cost vs. time tradeoffs was examined. This earlier analysis used a formulation based on multiobjective genetic algorithm (MOGA) where different in-space architectures were represented by genetic sequences. Each gene pair in a fixed-length chromosome was used to indicate if the crew gets refueled at an intermediary node on their way to and back from the lunar surface (i.e. at $\mathrm{L}_{1}, \mathrm{~L}_{2}$ or LLO), and the tug used to deliver the corresponding cargo.

In order to showcase the advantages of using the new framework developed in this chapter, the results are compared with those obtained from the existing MOGA-based formulation. The
problem settings were matched in both methods (i.e. same fleet of vehicles and identical cost models); the Pareto front obtained from the MOGA method is shown in Figure 5.8 overlaid with the one obtained from the MILP-based method. The families of solutions that exist on this MOGA Pareto front have been discussed in detail previously (Chapter 4).


Figure 5.8: Pareto front obtained from GA-based formulation.

The highlight of this comparison is that the solutions obtained from the MILP-based formulation realize higher overall cost savings than the MOGA-based method. One of the core assumptions used in the MOGA-based formulation was that when the crew is refueled along its journey, it is given the exact amount of fuel to reach the next refuel droptank location or to complete the journey. Thus, the flexibility of carrying some of its own fuel was not afforded to the crew missions being resupplied. Furthermore, the MOGA-based formulation is deficient in modeling of cargo/propellant relaying between tugs, and cannot exploit this powerful feature of the optimal solutions as generated by the MILP-based ED-GMCNF formulation. Due to the lack of the rigorous modeling enabled by MILP techniques, the quality of MOGA-based results is lower, i.e., the realizable IMLEO cost savings are decreased due to the limiting assumptions made on propellant refuel amount at way stations. By inherently eliminating restrictive assumptions, the proposed event-driven network approach is capable of exploring a substantially larger tradespace of solutions.

As the time duration allowed for cargo deliveries is increased (i.e., moving towards the right along the Pareto front), more and more cargo is delivered using SEP tugs. Due to this, at some
point, almost all the propellant required to complete the crew journey is provided to it at inspace waystations, instead of carrying it along. In such cases, the SEP tugs are chosen to provide high-efficiency transportation, as long as the allowed campaign duration is long enough. Hence, the solutions obtained from the event-driven network method approach those obtained from the MOGA-based formulation as we move further to the right along the time axis.

Due to the more general problem formulation, the event-driven network method represents a substantial enhancement over the previous MOGA-based formulation. Usually an improvement in fidelity comes at the cost of computational expense. However, in this case, the increase in computational resources required to generate the Pareto front are insignificant. While a single solution with the MILP-based event-driven network method takes only $\sim 3$ seconds on a desktop computer, the manual generation of the entire Pareto front takes about 10 minutes. The MOGA, on the other hand, completes its run in little over a minute ( 200 generations using population size of 300 candidates), but is stochastic in nature and is often sensitive to the initial population of candidate solutions used. The deterministic nature of MILP-techniques is another advantage over metaheuristic optimization methods such as MOGA. Finally, optimality is guaranteed within the specified tolerance when using MILP techniques.

### 5.4.3 Piecewise Linear (PWL) Approximation of Low-Thrust Arc Costs

The results presented in this section so far have demonstrated the utility of the ED-GMCNF formulation when using the linear fits for low-thrust arc costs as derived in Chapter 3. In order to clarify the applicability of this framework when using more general nonlinear curves to represent cost models, results from a small toy problem are presented here that employs PWL approximations of the cost curves (instead of a linear fit).

Let us consider a simplified problem of setting up the cislunar propellant resupply chain for two Apollo-style crew missions, where only one tug of SEP type 1 is allowed in the analysis (instead of 12 tugs as before). This tug can only be used once and is only allowed to traverse the GTO to $\mathrm{L}_{1}$ arc. The ED-GMCNF framework is then used to calculate optimal campaign architectures for this toy problem.

The high-thrust crew vehicle costs are calculated as before; no high-thrust tugs are allowed
in this toy problem. The difference arises when modeling the low-thrust costs - the piecewise linear relationships expressed in Equations (5.13) and (5.27) are used to formulate the time and concurrency constraints instead. Table 5.4 a is populated from the linear fit coefficients derived in Table 3.6 and 3.7 earlier, while the piecewise linear representation of the same curve uses the values specified in Table 5.4 b . The breakpoints for the PWL representation are chosen randomly in the present toy problem; the interested reader is referred to existing literature such as [98] for methods regarding the optimal selection of such breakpoints.

Table 5.4: Linear vs. piecewise linear approximations for low-thrust arc costs.
(b) PWL coefficients
w.r.t. initial mass (in t)

| Breakpoints <br> in initial mass | TOF at <br> breakpoints <br> (in days) | Final mass at <br> breakpoints <br> (in t) |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 3.9850 | 0 | 0 |
| 3.9855 | 127.2829 | 3.5 |
| 47.4639 | 1272.01669 | 41.5 |
| 86.2539 | 2272.88475 | 75.5 |

The results from both approximations of the low-thrust cost models are presented in Table 5.5 where the $T_{\text {cargo }}$ and $T_{\text {crew }}$ are restricted to be under 1000 days and 20 days respectively. The campaign architecture from the two methods yield similar results in terms of IMLEO and $T_{\text {cargo }}$.

Table 5.5: Results of linear vs. PWL approximations for low-thrust arc costs.

|  | IMLEO <br> $(\mathrm{t})$ | $T_{\text {cargo }}$ <br> (days) | $T_{\text {crew }}$ <br> (days) |
| ---: | :---: | :---: | :---: |
| Linear fit | 242.673 | 958 | 18 |
| PWL fit | 242.752 | 968 | 18 |

These results are meant to show that PWL approximation for low-thrust costs can easily be implemented within the ED-GMCNF formulation with minor modifications regarding the concurrency and time constraints. Currently, the error in the optimization results cannot be correlated to the error from the SEP cost curve fitting from either of these treatments. This task is recognized as a potential avenue for future work, as is the methodological selection of breakpoints for representing any given nonlinear low-thrust cost curve with piecewise linear functions.

### 5.5 Chapter Summary

This chapter proposes a new event-driven generalized multi-commodity network flow model to incorporate dynamic behaviors arising from use of low-thrust propulsion in the design of space logistics. Dynamic behavior is added to the static network model through the use of event-based time steps, instead of discrete-sized time-steps as has been done before. These event-based layers are more amenable to the problem of incorporating low-thrust cost models into the network-based formulation. Events such as end-of-forward-journey and completion-of-return-journey are used to demarcate the different static network layers, with only holdover arcs connecting them.

The utility of the developed framework is illustrated by applying it to a campaign to design a cislunar crew propellant resupply chain by using tugs with high-thrust propulsion and low-thrust propulsion cooperatively. The resupply chain is simulated to serve three Apollo-type crew missions through the use of disposable droptanks delivered to their operational locations using the fleet of tugs. Optimal solutions found for a range of time-of-flight constraints for cargo and crew are used to populate the Pareto front. All architectures are compared against the baseline case of no-refuel $3 \times$ Apollo missions. The most notable feature of the Pareto front solutions is the optimal relaying of cargo between different sets of tugs to collectively set up the in-space crew propellant resupply chain. Another highlight is tug reuse when long cargo delivery times are allowed; tugs are considered reused when they are return to their Earth parking orbit to be refueled and collect more cargo.

Finally, the solutions are also compared with architectures suggested by in Chapter 4. The current model eliminates certain limiting assumptions from the model in that chapter, thus making the problem formulation more general and exploring a wider tradespace of campaign architectures. The increase in computational effort to populate the Pareto front is insubstantial, and worthwhile because of the higher quality solutions that can be obtained.

## Chapter 6

## Conclusions

The research in this dissertation is motivated by the need to incorporate dynamic nonlinear behaviors arising from the use of low-thrust propulsion into the design of space logistics and supply chain planning. Low-thrust propulsion is more efficient than current high-thrust technologies in terms of deliverable payload masses, but this advantage is realized at the expense of long flight times. Thus, space logistics tools must be capable of balancing the competing nature of cost, time and technology to design the most economically efficient space exploration campaigns.

Chapter 1 presents the necessary background for this problem, along with the objective of this work. Literature review shows that the modeling paradigms underlying current space logistics tools cannot adequately capture low-thrust transportation costs in a computationally efficient manner. This is because these costs are inherently nonlinear, whereas the conventional logistics frameworks are based on linear formulations. This nonlinearity arises from the need to continuously power low-thrust systems for long time periods to impart the $\Delta \mathrm{v}$ necessary to complete any mission. This also couples the time of flight (TOF) and the propellant mass fraction consumed, which are the two primary dimensions of cost, to the total spacecraft mass. High-thrust trajectory design, on the other hand, uses the impulsive-burn model and hence remains independent of the total spacecraft mass.

This work specifically examined the space logistics and supply chain planning problem for the setup of simple in-space refueling infrastructures to support manned missions to the lunar surface. This case study campaign, described in detail in Chapter 3, was chosen due to its potential for cooperative use of high-thrust chemical propulsion and low-thrust solar electric propulsion technologies. Costs associated with the use of high-thrust propulsion systems can be modeled adequately by collating values available in the literature. However, the costs (i.e. $\Delta \mathrm{v}$ and TOF) of low-thrust transportation were calculated internal to the logistics framework due to
its dependence on the total spacecraft mass. Cargo delivery in the cislunar space can additionally leverage "low-energy" pathways that result from the circular restricted three-body (CR3B) system model. By applying the CR3B model to the Earth-moon system, the invariant manifolds associated with halo orbits emerge as low-energy routes that were employed in the case study campaign to transport cargo. The halo orbits themselves were treated as potential way stations for storage of refuel tanks.

In this research, two new space logistics frameworks that have the critical capability of trading off cost and time with regards to different propulsion technologies were developed and demonstrated on the cislunar case study. In the course of developing these frameworks, research efforts were also successfully invested in developing computationally efficient methods for preliminary design of lowenergy low-thrust transfers as specifically required by the case study considered in this work.

### 6.1 Contributions to Preliminary Low-Energy Low-Thrust Trajectory Design and Future Work

Existing methods for design of low-energy low-thrust (LELT) trajectories are based on solving the corresponding optimal control problem using iterative nonlinear programming techniques, and hence are computationally expensive. These methods also require initial guesses, which are hard to obtain and need considerable manual involvement for each trajectory designed. Hence, they do not lend themselves well to the current analysis' need for quick cost estimates. Chapter 2 describes the new preliminary LELT trajectory design method developed as a part of the current research effort. The LELT trajectory that connects the geocentric or selenocentric orbits to the halo orbit was designed to consist of a powered spiral around the primary body, patched with a coast arc on the halo orbit's invariant manifold. The computational burden of designing continuous low-thrust spiral trajectories was relieved by the use of a non-iterative Lyapunov control law called Q-law; the native Q-law was modified to include third-body gravitational perturbations during system propagation.

This LELT trajectory design problem was parametrized by the Q-law weights and effectivity cutoff, and the manifold patch point. These decision variables are optimized using a particle
swarm algorithm. The efficiency and effectivity of the developed method, labeled QLEPSO, was quantified by comparing it with results and methods that exist in the literature. Close agreement was observed between the QLEPSO results and the solutions obtained through a variety of other stochastic methods as well as gradient-based deterministic optimal methods. Thus, QLEPSO was shown to provide close estimates of optimal LELT trajectories with a smaller computational budget than existing optimal methods.

## Future Work

As with the native Q-law for two-body orbital transfers, QLEPSO results can be used for seeding initial guesses within gradient-based optimal control formulations for LELT trajectory design. This progression in terms of improving the optimality of the solution is left open as an avenue of future work. QLEPSO can also be used to aid initial guess generation in multi-body regimes, where extensive parameter sweeps may be necessary as the spacecraft trajectory in different two-body or three-body frames is patched together. We estimate that QLEPSO-generated initial guesses will complement the use of direct transcription techniques such as multiple shooting or finite-burn low-thrust (FBLT) [99] for solving the entire spiral trajectory as an optimal control problem.

### 6.2 Contributions to Space Logistics Modeling and Future Work

Space logistics modeling begins by representing the space exploration map as a network, with nodes representing destinations or parking orbits, and arcs connecting these nodes representing flow of material between them. The network details of the case study campaign are provided in Chapter 3, such as the specifications of the discrete-sized vehicles allowed in the analysis and attributes of the nodes considered. The development and validation of the LELT trajectory design method using Q-law in Chapter 2 provided the necessary tools for obtaining the cost models for transportation on different network arcs that exist in the case study campaign. High-thrust transfer costs are borrowed from the available literature, while the cost model is derived for low-thrust transfers using the Q-law LELT trajectory design method. These cost models are tabulated in Chapter 3.

Research efforts were then focused on developing formulations that optimize the mixed-integer nonlinear programming problem of designing logistics for space exploration campaigns that include
low-thrust missions. Chapter 4 presents the first framework, where chromosomal representation of the arc parameters such as payload/vehicle combination and origin/destination nodes was devised so that a multiobjective genetic algorithm (MOGA) could be used to automatically explore the tradespace. This methodology was applied to the problem of establishing a propellant resupply trail for a campaign consisting of one to three Apollo-type manned missions to the moon. Optimal campaign profiles were found along the Pareto front, where the initial mass in LEO (IMLEO) cost was traded against the time required to set up the propellant supply chain and duration of crew mission(s). The solutions of special interest used propulsion technology types cooperatively to deliver refueling-related cargo; the IMLEO improvement in these solutions quantifies the impact of employing low-thrust propulsion technology in the case study campaign.

The main drawback of using heuristic optimization algorithms such as a genetic algorithm lies in the stochastic nature of their search techniques and the lack of guarantee of optimality. To address these concerns and remove limiting assumptions, a second framework was developed in Chapter 5 which uses a deterministic mixed-integer linear programming formulation to optimally plan campaign logistics. This new framework builds on the static generalized multicommodity network flow (GMCNF) model by embedding the time dimension through event-driven steps or "layers", instead of discrete-sized time steps as has been done before. This new event-driven GMCNF (ED-GMCNF) captures low-thrust cost models into network-based formulation in a computationally efficient manner. The basic idea is to duplicate the static network at events such as end-of-forward motion and completion-of-return motion, with only holdover arcs connecting the static layers. Each layer has a time duration associated with it, which is adjusted internally to conform to the time-related constraints.

With this complete model formulated, optimal solutions found for a range of flight time constraints for cargo and crew were used to populate the Pareto front for the case study campaign. The most notable feature of the Pareto front solutions is the optimal relaying of cargo (and tug propellant in some cases) between different sets of tugs to collectively set up the in-space crew propellant resupply chain. Such solutions can only be obtained through rigorous mathematical modeling, where technology and trajectories can be traded to provide top-level architectural decisions.

Although the cost models in the current case study campaign depend linearly on the total
mass flowing on the arc, the ED-GMCNF framework is applicable to problems with more general nonlinear costs or constraints. This was demonstrated with a toy problem where piecewise linear approximations were used to develop a modified set of constraints.

The campaign profiles derived during the course of this investigation not only reduce costs but can also be used for recommending roadmaps for technology development, such as in-space propellant storage and transfer, deep-space rendezvous, and solar electric propulsion tugs for cargo delivery. The crew missions in these campaigns require in-space rendezvous, thereby trading the operational simplicity of using heavy lift launchers with that of exploiting the high efficiency of solar electric propulsion tugs, as well as low-energy pathways in this particular case study. Thus, by shifting the focus away from single mission design, this dissertation has demonstrated the potential of campaign-level selection of propulsion technology to economically sustain future manned space exploration.

## Future Work

Although this dissertation considers a specific case study, the techniques developed through the course of this work can be applied to a wide range of problems that contain nonlinear technology costs/constraints. Nonlinear cost models can be generically approximated using piecewise linear functions as demonstrated in the toy problem. An important next step could be the improvement (in terms of computational speed) of these piecewise linear approximations of nonlinear cost models with techniques such as those described by $[100,101]$. Additionally, this work could also be advanced by developing a method to optimally select the number and location of breakpoints required for effective piecewise linear approximation of the given function [98]. This would also allow the application of the event-driven GMCNF model to other problems such as developing on-orbit servicing paradigms, or to include in-situ resource utilization (ISRU) strategies for future campaigns. In applications to other problems, the selection of event layers in a rigorous manner will also be an open path.

Potential short-term future work with regards to the current case study would involve developing a better, more optimal low-thrust cost model for the network arcs involving cargo delivery. The Q-law LELT trajectory method involves suboptimality in terms of the control profile dictated
by the Lyapunov control law due to the third-body perturbations, as well as the selection of manifold patch points for each network arc. However, the main advantage of this method with respect to campaign design is its continued relevance across different magnitudes of spacecraft thrust acceleration. Current optimal control formulations for this problem suffer from the curse of dimensionality as the number of variables required to feasibly define the trajectory rise with the flight time, which is further dependent on the thrust acceleration. In the case that abundant computing resources are available, hybrid differential dynamic programming (HDDP) [102-104] could be employed to design the multi-revolution spiral required by the ensuing low-energy lowthrust trajectory.

## Appendix A

## Computing Halo Orbits

Certain periodic orbits in the circular restricted three-body model can be analytically constructed by linearizing the system equations near the Lagrange points. However, most other periodic orbits in this regime must be constructed numerically. In this work, numerical generation of the desired halo orbit is favored due to their accuracy. The symmetry of halo orbits about the XZ-plane requires $y=v_{x}=v_{z}=0$ at the point where the halo orbit achieves its maximum/ minimum out-of-plane displacement - this property can be exploited to compute the orbit. If the period of the orbit is denoted by $T_{h}$, then the states at $t=0$ and $t=T_{h}$ must match. These conditions can be mathematically translated as:

$$
\begin{align*}
& \operatorname{minimize} \mathcal{J}=\sqrt{\left(x\left(T_{h}\right)-x(0)\right)^{2}+\left(z\left(T_{h}\right)-z(0)\right)^{2}+\left(v_{y}\left(T_{h}\right)-v_{y}(0)\right)^{2}}  \tag{A.1a}\\
& \text { subject to } y(0)=y\left(T_{h}\right)=0 \\
& v_{x}(0)=v_{x}\left(T_{h}\right)=0  \tag{A.1b}\\
& v_{z}(0)=v_{z}\left(T_{h}\right)=0 \\
& z(0)=A_{z}
\end{align*}
$$

where $A_{z}$ is the maximum out-of-plane amplitude of the desired halo orbit. Halo orbits are specified in this work through their $A_{z}$, but other popular ways to uniquely identify orbits within the same family include specifying their Jacobi energy, or the $x$ value at the XZ-plane crossing.

## A. 1 Direct Transcription

Individual halo orbits are constructed in this work by using direct transcription to convert the continuous optimal control problem in Equation (A.1) into a constrained parameter optimization
problem so that nonlinear programming (NLP) techniques may be employed. This process is illustrated in Figure A.1. The halo orbit is discretized into $N$ segments and the states (position components $x, y, z$ and velocity components $v_{x}, v_{y}, v_{z}$ ) at these discrete points form the decision vector, along with the time period of the orbit. The halo orbit is calculated within a purely ballistic system model and hence no controls are included in this decision vector. Thus, the discretized state $\mathbf{X}_{i}(i=1,2, \ldots N+1)$ in Figure A. 1 consists of $\left[x_{i}, y_{i}, z_{i}, v_{x_{i}}, v_{y_{i}}, v_{z_{i}}\right]$. The complete decision vector $\chi$ will be composed of all $\mathbf{X}_{i}$ and $T_{h}$.


Figure A.1: Direct transcription of continuous optimal control problem

Among available methods, multiple shooting and collocation are the prominently used in similar application as the current halo orbit generation problem. Both these techniques have been implemented and used in this work, though the results from both differ only negligibly.

## Multiple Shooting

Within each segment of the discretized trajectory (i.e. the halo orbit), the states at the left boundary $\mathrm{X}_{i-1}$ are integrated towards the right boundary using the system differential equations to obtain estimated state $\widetilde{\mathrm{X}}_{i}$. This mismatch between the estimated state at the end of one segment and the state at the beginning of the next is called the defect (Figure A.2) and is added to the constraint vector in Equation (A.1b):

$$
\begin{equation*}
\Delta_{i}=\widetilde{\mathbf{X}}_{i}-\mathbf{X}_{i} \tag{A.2}
\end{equation*}
$$

The estimated state at $t_{i}$ can be calculated as $\widetilde{\mathbf{X}}_{i}=\boldsymbol{\Phi}\left(t_{i-1}, t_{i}\right) \mathbf{X}_{i-1}$, where $\boldsymbol{\Phi}$ is the state transition matrix as introduced in Chapter 2.


## Collocation

Collocation methods use polynomials of selected order to approximate the states within segments and then enforce constraints to match the slope of the polynomial at certain interior points (called collocation points) to the derivative calculated from system equations. These methods are classified according to the number of interior points used and the degree of polynomial chosen. The interior points and the resulting constraints regarding defects for the fifth-order Gauss-Lobatto collocation method [105] are sketched in Figure A.3. In this case, $\mathbf{X}_{c}$ will also be a part of the decision vector. The interior points in this scheme are given by:

$$
\begin{align*}
& t_{1}=t_{c}-\frac{h}{2} \sqrt{\frac{3}{7}} \\
& t_{1}=t_{c}+\frac{h}{2} \sqrt{\frac{3}{7}} \tag{A.3}
\end{align*}
$$

and the states at these interior points are expressed as:

$$
\begin{array}{r}
\mathbf{X}_{1}=\frac{1}{686}\left\{(39 \sqrt{21}+231) \mathbf{X}_{i-1}+224 \mathbf{X}_{c}+(-39 \sqrt{21}+231) \mathbf{X}_{i}+\right. \\
\left.h\left((3 \sqrt{21}+21) \mathbf{f}_{i-1}-16 \sqrt{21} \mathbf{f}_{c}+(3 \sqrt{21}-21) \mathbf{f}_{i}\right)\right\}  \tag{A.4}\\
\mathbf{X}_{2}=\frac{1}{686}\left\{(-39 \sqrt{21}+231) \mathbf{X}_{i-1}+224 \mathbf{X}_{c}+(39 \sqrt{21}+231) \mathbf{X}_{i}+\right. \\
\left.h\left((-3 \sqrt{21}+21) \mathbf{f}_{i-1}+16 \sqrt{21} \mathbf{f}_{c}+(-3 \sqrt{21}-21) \mathbf{f}_{i}\right)\right\}
\end{array}
$$

The defects that are set to zero as a part of the constraint vector are:

$$
\begin{array}{r}
\Delta_{1}=\frac{1}{360}\left\{(32 \sqrt{2} 1+180) \mathbf{X}_{i-1}-64 \sqrt{2} 1 \mathbf{X}_{c}+(32 \sqrt{2} 1-180) \mathbf{X}_{i}+\right. \\
\left.h\left((9+\sqrt{2} 1) \mathbf{f}_{x-1}+98 \mathbf{f}_{1}+64 \mathbf{f}_{c}+(9-\sqrt{2} 1) \mathbf{f}_{i}\right)\right\}  \tag{A.5}\\
\Delta_{2}=\frac{1}{360}\left\{(-32 \sqrt{2} 1+180) \mathbf{X}_{i-1}+64 \sqrt{2} 1 \mathbf{X}_{c}+(-32 \sqrt{2} 1-180) \mathbf{X}_{i}+\right. \\
\left.h\left((9-\sqrt{2} 1) \mathbf{f}_{x-1}+98 \mathbf{f}_{2}+64 \mathbf{f}_{c}+(9+\sqrt{2} 1) \mathbf{f}_{i}\right)\right\}
\end{array}
$$

where $\mathbf{f}$ represents the system's first-order differential equations of motion and $h$ is the width of the time segment (i.e. $h=t_{i}-t_{i-1}$ ).

## A. 2 Initial Guess

Once the formulation of the optimal control problem as an NLP problem is complete, the solver needs an initial guess to begin the iterative process of finding the optimal solution. In the current case, the initial estimate for the halo orbit is provided by Richardson's third-order analytical approximation [44]. This approximation holds valid in close vicinity of the Lagrange points as it is derived by linearizing the CR3B system equations about $\mathrm{L}_{1}$ and $\mathrm{L}_{2}$ and applying the Lindstedt-Poincare method to resulting system. The details of implementing this method for generating the $\mathrm{L}_{1}$ or $\mathrm{L}_{2}$ halo orbits are provided below - the interested reader is referred to the original work for the complete derivation.

The $3^{\text {rd }}$-order solution to the linearized equations that is specific to halo orbits can be expressed as:

$$
\begin{align*}
& x=r_{1}\left\{a_{21} A_{x}^{2}+a_{22} A_{z}^{2}-A_{x} \cos (\tau)+\left(a_{23} A_{x}^{2}-a_{24} A_{z}^{2}\right) \cos (2 \tau)+\left(a_{31} A_{x}^{3}-a_{32} A_{x} A_{z}^{2}\right) \cos (3 \tau)\right\}, \\
& y=r_{1}\left\{k A_{x} \sin (\tau)+\left(b_{21} A_{x}^{2}-b_{22} A_{z}^{2}\right) \sin (2 \tau)+\left(b_{31} A_{x}^{3}-b_{32} A_{x} A_{z}^{2}\right) \sin (3 \tau)\right\}, \\
& z=r_{1}\left\{\delta_{m} A_{z} \cos (\tau)+\delta_{m} d_{21} A_{x} A_{z}(\cos (2 \tau)-3)+\delta_{m}\left(d_{32} A_{z} A_{x}^{2}-d_{31} A_{z}^{3}\right) \cos (3 \tau)\right\}, \tag{A.6}
\end{align*}
$$

where $\delta_{m}=2-m$ for $m=1,3^{*} . A_{x}$ and $A_{z}$ represent in-plane and out-of-plane amplitudes of

[^5]the halo orbit respectively and are constrained by the nonlinear relationship
\[

$$
\begin{equation*}
l_{1} A_{x}^{2}+l_{2} A_{z}^{2}+\Delta=0 \tag{A.7}
\end{equation*}
$$

\]

where expressions for $l_{1}, l_{2}$ and $\Delta$ will be presented shortly. $\lambda$ represents both the in-plane and out-of-plane frequency, and $\phi$ and $\psi$ are phase angles constrained by

$$
\begin{equation*}
\psi=\phi+\frac{m \pi}{2} . \tag{A.8}
\end{equation*}
$$

The constant $k$ is given by:

$$
\begin{equation*}
k=\frac{2 \lambda}{\lambda^{2}+1-c_{2}} . \tag{A.9}
\end{equation*}
$$

The constants $c_{2}, c_{3}, c_{4}$ are defined by

$$
\begin{equation*}
c_{n}=\frac{1}{\gamma^{3}}\left[( \pm 1)^{n} \mu+(-1)^{n} \frac{(1-\mu) \gamma^{n+1}}{(1 \mp \gamma)^{n+1}}\right] \text { where } \mathrm{n}=2,3,4 \tag{A.10}
\end{equation*}
$$

where the upper sign applies to the orbits around $L_{1}$ and the lower sign for those around $L_{2}$. The dimensionless quantity $\gamma$ is given as:

$$
\begin{equation*}
\gamma=\frac{r_{1}}{a} \tag{A.11}
\end{equation*}
$$

where $a$ is the distance between the two primary bodies and $r_{1}$ is the distance between the Lagrange point ( $\mathrm{L}_{1}$ or $\mathrm{L}_{2}$ only) from the smaller primary, both in normalized synodic units.

Given these terms, the linearized frequency $\lambda$ can be found as the solution to the following quartic equation:

$$
\begin{equation*}
\lambda^{4}+\left(c_{2}-2\right) \lambda^{2}-\left(c_{2}-1\right)\left(2 c_{2}+1\right)=0 \tag{A.12}
\end{equation*}
$$

Finally, the terms in Equation (A.6) and Equation (A.7) are calculated from the relationships below:
$\Delta=\lambda^{2}-c_{2}$
$d_{1}=\frac{3 \lambda^{2}}{k}\left(k\left(6 \lambda^{2}-1\right)-2 \lambda\right)$
$d_{2}=\frac{8 \lambda^{2}}{k}\left(k\left(11 \lambda^{2}-1\right)-2 \lambda\right)$

$$
\begin{aligned}
& a_{21}=\frac{3 c_{3}\left(k^{2}-2\right)}{4 *\left(1+2 * c_{2}\right)} \\
& a_{22}=\frac{3 c_{3}}{4\left(1+2 c_{2}\right)} \\
& a_{23}=-\frac{3 c_{3} \lambda}{4 k d_{1}}\left(3 k^{3} \lambda-6 k(k-\lambda)+4\right) \\
& a_{24}=-\frac{3 c_{3} \lambda}{4 k d_{1}}(2+3 k \lambda) \\
& a_{31}=-\frac{9 \lambda}{4 d 2}\left[4 c_{3}\left(k a_{23}-b_{21}\right)+k c_{4}\left(4+k^{2}\right)\right]+\left(\frac{9 \lambda^{2}+1-c_{2}}{2 d_{2}}\right)\left[3 c_{3}\left(2 a_{23}-k b_{21}\right)+c_{4}\left(2+3 k^{2}\right)\right] \\
& a_{32}=-\frac{1}{d_{2}}\left\{\frac{9 \lambda}{4}\left[4 c_{3}\left(k a_{24}-b_{22}\right)+k c_{4}\right]+\frac{3}{2}\left(9 \lambda^{2}+1-c 2\right)\left[c_{3}\left(k b_{22}+d_{21}-2 a_{24}\right)-c_{4}\right]\right\} \\
& b_{21}=-\frac{3 c_{3} \lambda}{2 d_{1}}(3 k \lambda-4) \\
& b_{22}=\frac{3 c_{3} \lambda}{d_{1}} \\
& b_{31}=\frac{3}{8 d_{2}}\left\{8 \lambda\left[3 c_{3}\left(k b_{21}-2 a_{23}\right)-c_{4}\left(2+3 k^{2}\right)\right]+\left(9 \lambda^{2}+1+2 c_{2}\right)\left[4 c_{3}\left(k a_{23}-b_{21}\right)+k c_{4}\left(4+k^{2}\right)\right]\right\} \\
& b_{32}=\frac{1}{d_{2}}\left\{9 \lambda\left[c_{3}\left(k b_{22}+d_{21}-2 * a_{24}\right)-c_{4}\right]+\frac{3}{8}\left(9 \lambda^{2}+1+2 c_{2}\right)\left[4 c_{3}\left(k a_{24}-b_{22}\right)+k c_{4}\right]\right\} \\
& d_{21}=-\frac{c_{3}}{2 \lambda^{2}} \\
& d_{31}=\frac{3}{64 \lambda^{2}}\left(4 c_{3} a_{24}+c_{4}\right) \\
& d_{32}=\frac{3}{64 \lambda^{2}}\left(4 c_{3}\left(a_{23}-d_{21}\right)+c_{4}\left(4+k^{2}\right)\right) \\
& s_{1}=\frac{1}{2 \lambda\left[\lambda\left(1+k^{2}\right)-2 k\right]}\left\{\frac{3 c_{3}}{2}\left[2 a_{21}\left(k^{2}-2\right)-a_{23}\left(k^{2}+2\right)-2 k b_{21}\right]-\frac{3 c_{4}}{8}\left(3 k^{4}-8 k^{2}+8\right)\right\} \\
& s_{2}=\frac{1}{\left.2 \lambda\left[\lambda\left(1+k^{2}\right)-2 k\right)\right]}\left\{\frac{3 c_{3}}{2}\left[2 a_{22}\left(k^{2}-2\right)+a_{24}\left(k^{2}+2\right)+2 k b_{22}+5 d_{21}\right]+\frac{3 c_{4}}{8}\left(12-k^{2}\right)\right\} \\
& a_{1}=-\frac{3 c_{3}}{2}\left(2 a_{21}+a_{23}+5 d_{21}\right)-\frac{3 c_{4}}{8}\left(12-k^{2}\right) \\
& a_{2}=\frac{3 c_{3}}{2}\left(a_{24}-2 a_{22}\right)+\frac{3 c_{4}}{8} \\
& l_{1}=a_{1}+2 \lambda^{2} s_{1}
\end{aligned}
$$

$l_{2}=a_{2}+2 \lambda^{2} s_{2}$

## A. 3 Continuation

Once a single solution for a periodic orbit is found, homotopy or continuation techniques can be employed to generate other members of the same family. This is achieved by using the solution for a certain amplitude orbit as an initial guess in calculating the a "nearby" periodic orbit with similar amplitude.

## Appendix B

## Converting ( $\tau_{h}, \tau_{m}$ ) to Keplerian orbital elements

The invariant manifold branch associated with a given unstable halo orbit can be parametrized using the halo insertion (or departure) parameter $\tau_{h}$ and the manifold insertion (or departure) parameter $\tau_{m}$. Any point on the manifold can be reached by perturbing the state along the orbit's eigenvector at point $\tau_{h}$ and propagating it for $\tau_{m}$ synodic time units. This propagation will yield the coordinates of the point in the rotating frame as $\mathbf{r}_{r}=\left[x_{r}, y_{r}, z_{r}\right]$ and $\mathbf{v}_{r}=\left[v_{x_{r}}, v_{y_{r}}, v_{z_{r}}\right]$. Before obtaining the set of corresponding Keplerian orbital elements, these coordinates have to be converted to their equivalent inertial state.

## Converting from Synodic to Inertial Frame

If the origin of the rotating synodic frame can be expressed in inertial coordinates s $\mathbf{R}_{\mathbf{i}}$, and the transformation matrix $\mathbf{T}$ denotes the rotation of the synodic frame with respect to the inertial frame, then the inertial coordinates of the point under consideration are given as

$$
\begin{gathered}
\mathbf{r}_{\mathbf{i}}=\mathbf{R}_{\mathbf{i}}+\mathbf{T} \cdot \mathbf{r}_{\mathbf{r}} \quad \text { and } \\
\mathbf{v}_{\mathbf{i}}=\frac{\mathbf{d R}_{\mathbf{i}}}{\mathbf{d t}}+\dot{\mathbf{T}} \cdot \mathbf{r}_{\mathbf{r}}+\mathbf{T} \cdot \mathbf{v}_{\mathbf{r}} \\
\text { where } \mathbf{T}=\left[\begin{array}{ccc}
\cos \tilde{\theta} & -\sin \tilde{\theta} & 0 \\
\sin \tilde{\theta} & \cos \tilde{\theta} & 0 \\
0 & 0 & 1
\end{array}\right] .
\end{gathered}
$$

$\tilde{\theta}$ represents the angle between the x -axis of the rotating frame and x -axis of the inertial frame; due to the normalization used, its time rate of change is unity (i.e., $\dot{\tilde{\theta}}=1$ ).

## Converting $\left[\mathbf{r}_{\mathbf{i}}, \mathbf{v}_{\mathbf{i}}\right]$ to Classical Orbital Elements

Given the inertial state of a spacecraft $\left(\mathbf{r}_{\mathbf{i}}, \mathbf{v}_{\mathbf{i}}\right)$, the classical orbital elements $(a, e, i, \omega, \Omega, \theta)$ can be given by:

- Semi-major axis (a)

$$
a=\frac{r}{2-r v^{2} / \mu_{b}}
$$

where $r=\left|\mathbf{r}_{\mathbf{i}}\right|, v=\left|\mathbf{v}_{\mathbf{i}}\right|$ and $\mu_{b}$ is the gravitational parameter of the central primary body.

- Eccentricity (e)

$$
\mathbf{e}=\frac{\mathbf{1}}{\mu_{\mathbf{b}}}\left[\left(\mathbf{v}^{2}-\frac{\mu_{\mathbf{b}}}{\mathbf{r}}\right) \mathbf{r}-(\mathbf{r} \cdot \mathbf{v}) \mathbf{v}\right],
$$

and $e=|\mathbf{e}|$.

- Inclination (i)

If $\hat{\mathbf{k}}$ is defined as a unit vector in the out-of-plane direction of the considered inertial frame, then a nodal vector can be defined as

$$
\mathbf{n}=\hat{\mathbf{k}} \times \frac{\mathbf{h}}{\mathbf{h}} \quad \text { with } \mathbf{n}=|\mathbf{n}|=\sin \mathbf{i},
$$

where $\mathbf{h}$ is the angular momentum vector that points in the direction normal to the orbital plane. Thus, inclination is given as

$$
\cos i=\frac{\mathbf{h} \cdot \hat{\mathbf{k}}}{h}=\frac{h_{z}}{h},
$$

where $h=|\mathbf{h}|$. This relationship automatically yields the inclination in the correct range $0 \leq i \leq \pi$.

- Longitude of the ascending node $(\Omega)$

$$
\cos \Omega=\frac{\mathbf{n} \cdot \hat{\mathbf{i}}}{n},
$$

where $0 \leq \Omega \leq \pi$ if $n_{y}=\mathbf{n} \cdot \hat{\mathbf{j}} \geq \mathbf{0}$.

- Argument of periapse $(\omega)$

$$
\cos \omega=\frac{\mathbf{n} \cdot \mathbf{e}}{n e},
$$

where $\omega$ lies either in the first- or second-quadrant if $e_{z}=\mathbf{e} \cdot \hat{\mathbf{k}} \geq \mathbf{0}$

- True anomaly ( $\theta$ )

$$
\cos \theta=\frac{\mathbf{e} \cdot \mathbf{r}}{e r}
$$

where $\theta$ lies either in the first- or second-quadrant if $\mathbf{r} \cdot \mathbf{v} \geq \mathbf{0}$
Protections to avoid divergence from singularities in eccentricity or any of the angles should be implemented.
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[^0]:    *vs. differential evolution and simulated annealing, when applied to a general class of benchmark problems

[^1]:    ${ }^{\ddagger}$ As a clarifying note, this value is higher than the result in Table 2.6 due to the high inclination of the parking orbit used here.

[^2]:    §estimated based on computational time of 28 h reported by Mingotti et al. [24] for a comparable problem

[^3]:    *either directly through the circular restricted three-body (CR3B) model or through the two-body model with third-body gravitational perturbation

[^4]:    * An SOS2 (special ordered sets of type 2) constraint basically says that at most two of the $\lambda$ can be nonzero and these two nonzero elements of the set must be consecutive.

[^5]:    * $m=1$ gives the Northern halo orbit family while $m=3$ gives the Southern halo orbit family

