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I, INTRODUCTION

Some recent works on prob]smé of emmﬁc development have emphasized
one important proposition, i.e., that in underdeveloped countries one
should use *shadow prices" of productive factors rather than their observed
market prices in determining the priorities in an investment programeol
By an investment programma we mean a design for determining an optimal
product mix as well as an optimal technology for the productive sectors.

It is the purpose of this paper to discuse critically a range of issues
connected with the use of shadow prices in progrsmme evaluation, The
issues are the following:

(a) what exactly do we mesn by shadow prices.

(b) The problem of estimating shadow prices of the relevant productive

factors,

(c) If there exist ways of determining them approximately even though
an exact solution may be out of reach, v

(d) Wwhat the conditions are under which shadow prices would enable
ad optimal assignment of priorities,

(e) Aad finally to examine if there are situations where although
shadow prices do not lead in general to a proper assignment o?
priorities, yet within the context of an over-all optimal
programme determined directly, they may still be used to choocse
between relevant alternatives within somewhat narrower specifica-
tions, To mention a conclusion reached much later in discussion,

it would be noticed that in the more reelistic situstion with which

1, Tinbergen, The Des of Development (Baltimore: Johns Hopkinn Press, 1958).
B.B, Chenery and P.G. Clark, Inter-Industry Economics (New York: Johnggisl@y,,
S ’ ' 1 9)o
H.B, Chenery, "Development Policies and Programmes,® Economic Bulletin for
Latin America, III, No., 1, March, 1958,
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we are likely to be faced, it is only an affirmative answer to question (e)
which assigns a proper measure of importance to shadow prices in prograa;ne
evaluation,

So far as the estimation problems are concerned, we shall illustrate
our argument with reference to the shadow prices »f capital and foreign
exchange, which figure in common discussion as two of the most important
productive factors in the context of plahn:!ng in underdeveloped areas.

It may be thought a little surprising to use capitsl and foreign exchange

as two separate factors. Bacause our usudl definition of a factor of
production runs in terms of a group of productive agents which have a very
high elasticity of substitution among themsalves, but between which and other
productive agents, the elasticity of substitution is zero or nearly zero,

On this basis, it may be questioned if capital and foreign axchange are

such imperfect substitutes for each other as to be described as separate
factors. It must be conceded that there is mothing a priori about this
division., It is based on the assumption, a very realistic one for many
underdeveloped countries, that possibilities of exporting and importing

commodities at roughly unchanged prices are extremely low or roughly, non-
existent, This mesns that substlitution possibilities are very severely
limited as to make it a conveniemt simplification to use them as separate

factors.,

11, THE CONCEPT AND RATIONALE OF SHADOW PRICES

~ In the language of programming, shadow prices are nothing but the
Lagrange multiplisrs of a constrained optimization problem. An equivalent
way of describing them is in terms of the optimal aolu’oioﬁ of the so-called
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symmetric "dual® problem. Their plain economic meaning is none other than
that of marginal value productivity of the productive factors in an optimal
situation when all alternative uses have been taken into account. The
reason why shadow prices are considered to be important for an economist is
that neo=classical theory of resource allocation tells us that the value

of the national product at given prices of final commodities is maximized

if productive factors are employed so as to equate their value productivities
with their rentals,

It so happens thet the rules of the game aséociated with perfect
competition also lead to an identical result, e.g., egquivalence of marginal
productivities with rentals., But the connsction with institutional aspscts
of perfect competition in this context is incidental. What is, however,
important is the use of prices as parameters in deciding how much to producs.
Now, there are a varisty of reasons why observed prices in an underdeveloped
economy deviate from prices as calculated from the optimizing solution of a
programuing problem: (a) the institutional context of perfect competition
is almost entirely sbsent; (b) there are structural shorteges which do not
respond to price changes, In some cases this is not an unmixed evil from
the wider soclological point of view, for example, where marginal productivity
of labor is zero; and the corresponding shadow price of labor should also
be zero, but the market has to asaign & non-zero wage level to labor Just to
keep them alive (:); connected with (b) there is the problem that prices do
not reflect and hence do not trensmit all the direct end indirect influences
on the cost as well as on the demand side, which under smoother conditions,

they would.
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Now, it should be obvious that if our objective is to maximize the
value of national income, then prices which should be regarded as pointers
in plamning investment are not the market prices, but what are called
shadow prices,

There are, however, several questions which may be raised at this
stage:

(a) How do we lkmow these shadow prices.

(b) Even if we know them from an optimal programme in the sense
discussed above, they may not be the appropriate ones, because
the interest of the planner may lie not in maximizing current
national income, but some other objective or a.-ccnbination of
objectives, -

Question (b) is, however, in a sense, not an important one, because
the logic of using shadow prices is quite independent of the nature of the
specific preference function that has been set up, Shadow prices in the
programming interpretation are perfectly neutral with respect Lo the type
of maximization that is employed; although their interpretation as prices
which would be realized under perfect competition, is not, But there is a
somewhat related question, though a different one, which is not purely
semantic, This is concerned with the empirical proposition that planners
suggest, and given the power, carry out certain types of investment which
yield results over finite though long periods of time., In certain extrome
cases these projecte do not yield results at all for some time to come,

In evaluating such projects, to tale into account only the impact on cﬁm‘ent
national ‘.‘Lnéome is not appropriate. But if fuburs experisnces are to count,

shadow prices calculated as of contemporary scarcities would not be proper,
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In planning for economic development, the endowments of the relevant primary
factors are continually changing and their scarcity aspects are therefore
shifting, Hence, what we need for such purposes is not merely the shadow
price relating to one point of time, but the development of shadow prices
over a period of time, i.e., the time path of shadow prices, Without such
an estimate of the time path, there may arise a systematic bias against the
use of long=run projects, if the "shadow prices® implied in maximizing
current production were the only ones to be used,

Once, however, the values and time paths of these prices have been
ascertained, there is no doubt they would greatly simplify the lack of
assigning detailed priorities. Construction of adequate *"benefit-costh
ratios for the investment projects is possible on the basis of these
estimates only. They could then be employed to discriminate between projects,
in view of all the interdependences existing at a point of time as well as
over a perlod of time,

Oranted what has been said sgbove, we have to turn to question (a),
which in a sense is the crucial 6ne: How do we know these proper shadow
prices? If they are known, then, the optimal pattern of cspital accumulation
is alreédy known and vice versa, Thus, we are not offering the planners
anything immediately practical when we advise them to solve a problem in

2
dynamic programming, however simplified its structure may be.

2.8, Chakravarty: An Outline of a Method of Programms Evalustion, Center
for International Studies, M.I.T., C/61-27,
R, Dorfman, P. A, Samelson, and R, Solows Linear Programming and
Economic Analysis, McGraw Hill, 1958 '
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At this stage, the argument for shadow prices rests on our ability
to devise certain approximations, which do not require the solution of a
full-scale dynamic programm?ng problem, Thus we may first solve a
programming model on a relatively very high degree of aggregation and
determine the time path of prices of important groups of productive factors
such as labor, capital and foreign exchange., Having attained these broad
estimates, we may be justified in using them for purposes of assigning
detailed priorities to the investment projects in verious sectors.

Thus, the derivation of shadow prices on a more aggregative and hence
approximative basis together with the decision rule to maximize net incomes
or net discounted valus of earnings at these prices would already go &
long way to devising more efficient methods of programme evaluation,:

An even more approximate procedure uould‘be to use some general
qualitative features of capital accumulation in an economy whose structural
characteristics are well-known to make certain approximate estimates of
ranges within which shadow prices of important productive factors might be
expected to lie, This is attempted in our discussion of shadow rate of
interest on the basis of the qualltative characteristics of a mﬁltiwsector
growth process. Discussion on this point is meant only to suggest certain
limits without pretending at quantitative exactitude,

Since the present practice in development programming is based almost
exclusively on the current market prices of primary factors which are heavily
out of line with their f"intrinsic®" values, even the use of such approximate
shadow prices would lead to a more efficient resource allocation, provided

the estimates are correct in a qualitative sense.
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III, THE FROBLEM OF ESTIMATION

(a) The Shadow Price of Foreign Exchange

It is a well-lmown observation that the shadow price of foreign
exchange in many underdeveloped countries suffering from chronic balance
of payments difficulties is substantially higher than the official rate
of exchange, The reason for such maintained prices of foreign currency
is that price elasticity of the exports and imports being quite low, the
mechanism of letting price find its own level by equating the total demand
for foreign currency to the total supply of foreign currency either does
not work or works st the expense of income growth, Further, there is a
widespread opinion that balance of psyments difficulties of newly developing
countries are transitional in character, so that once certain structural
changes have been well under way, excessive demand for imports or diversion
of exporta to home uses may cease, thus making it possible to approximate
closely the equilibrium rate of e:::»:,hang%3

Thus while it is necessary to maintain an official rate of exchange

different from the shadow rate, the shadow rate will still be the appropriate

one tc use in order to discriminate between alternative programs or, in
narginal cases, between alternative projects, Since sectors as well as the
processes within any saector differ remarkably with respect to foreign exchange
requirements, direct and cumulative, such discrimination is essential in

order to satlsfy the comstraint relating to balance of payments equilibzrium.

3Ox:ue may, however, argue for a devaluation of the home currency instead

of letting the exchange rate seek its own level, This, however, runs into
problems that are not entirely economic in character. Further, too frequent
devaluations, depending on the variations in {he import composition of the
successive plans, will introduce nearly the sams type of destablilizing
influence as the method of floating exchange rates,
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If these constraints refer to different points of time, a time path of the
shadow rate of exchenge will be involved; rather than a single rate of
exchange to be applied indefinitely. The standard procedure to determine
the "shadow rate of exchange" at a point of time is to solve a programming
problem of the following type:

Maximize a certain preference function, e.g., value of national
income, subject to a specification of technolo@ and a prescribed level
of primery factors, including foreign exchange availabilitygb Such models
have been extensively studied by Chenery, who normally expresses the
preference function in terms of minimizing capital needed subject to final
demsnd restrictions, technology and foreign exchange earnings, Chenery
also includes import substitution as a built-in choice problem, even when
al‘bemayive techniques are ruled out., When exports are not infinitely
elastic, we have a problem in non-linear programming which has also been
congidered by himos In keeping with what has been said in I, if the type |
of problen considered by Chenery in its static aspects is extended to take
into account interdependences in time, in the form of usual recursion
relationships that characterise a dynamic model, then, the corresponding
preference function can be expressed in a large number of ways, Some
details along these lines have been invastigated in a somewhat.different

context, 6

hThe more general epproach including balance of payments deficit (or
surplus), as well as the rate of growth of income in the social welfare
function cemnot be implemented unless we have some method of numerically
estimating the relative rates of substitution betwsen the different policy
objectives, MNo very convenlient method existe in this connection, notwith-
standing the contribution of Frisch, R, Frisch, "The Humerical Determination
of the Coefficlents of a Preference Function,®? Oglo (mimecgraphed).

SChenery, H.B, and Usawa, H., Non-Linear Programming in Fconomic Develop-
mont, in "Studies in Linear and NHon-Linear Progremming," edited by Arrow,
Hurwics, Uzawa, 1958.

6Dorfmn, Samuelson, and Solow,; op., cit., chapter 12,



But the upshot of the whole thing is to pose a problem having significant
dimensions, although part of the dimensional difficulties may be reduced

by taking advantage of block-triangularity, characterising dynamic Leontief-
type models, The way out of these difficulties from the computatorial point
of view are the following:

(a) Develop a programming model, linear or non-linear, which emphasizes
heavlily the sectors which engege in international trade either through
earning foreign exchangs or through consuming foreign exchange on a signifi-
cant scals. Aggregate the remaining sectors considerably. Solve the
resulting maximization problem and, then, compute the shadow rate of
exchaenge from this approximate analysis. This preserves a certain notion
of optimization, which we associate uith' shadow prices of primary factors.

The alternative to this procedure is to compute the demand for and
supply of foreign exchange and then to determine the rate which equilibrates
the two, We should be clear that since equilibrium is attainable at many
different levele of income, there is no guarantee that this equilibrium
rate of exchange 1s the same as the shadow rate of exchange defined in the
preceding paragraphs, However, such an estimate may be useful to know as
summarizing all the relevant informstion involved in a development plan
bearing on the foreign exchange situation. This computation may be done
on a very aggregative level, as wsll as on relatively disaggregated levols,
Naturally, the accuracy of the estimates would improve, depending on how
detailed the data héppen to be,

What we elaborate in this paragraph is how all the components of demand
and supply for forelgn exchange may be, The following notations are amsployed
in the formula for determining the shadow rate of exchanges



{e} = Column vector of exports,
{e“} - 1is the corresponding row vector,
{v} = Column vector of investment delivered by the sectors.
{T& - Column vector of investment received by the sectors,
{c} -~ Column vector of final consumption.
P = Price level of goods produced at home.
{p} - Vector of domestic prices,
Py - Price of imports, here assumed to be homogeneous for simplicity.
'1; " < The shadow rate of exchange.
ml = The Quantity of raw materials imported.
n, - The quantity of investment goods imported.
m3 = Import of consumer goode.
Coefficients: {a} = Leontlef's matrix of flow coefficients.
{vl} - Row vectér of importé per unit of gross output. These may
also be called noncompetitive import requiremsnts per wnit
of output, ' .

{va} = Row vector of imports per unit of investment received. This
gives the import composition of the investment program.

vy = The functional dependence of imports of consumer goods on
home consumption and the relative prices at homs and abroad.

M - Total value of imports (measured in domestic prices).
E = Total value of exports (measured in domestic prices).
D = Permissible balance of payments deficit., This need not be

a single numbsr, but may only indicate a ramge within which
the deficits should lie.

The problem then consists in determining the value or values of®k!
so that the balance of payments deficits mare confined to a certain preassigned

range determined by Since the astimates




are seldom precise, it is useful to work out alternative values of 'k?
corresponding to a whole range of possibilities relating to D', In

principle, we can solve the various numerical situations to get a step-
function relating the shadow rate of exchange %o the parameter tD" assumed
variable over a certain range. Ass:uning , however, that the plan specifies

a set of values of {e} R {w} s and Tc} s and the coefficients are inflexible,
then'k? is the only variable to adapt itself to such predetermined magnitudes.
It will, however, be desirable to determine the semsitivity of 'k! to adjustment

in some of the physical magnitudes which ars subject to some degree of control,

€60, {w} which gives the import composition of investment or { c} s ‘the import

of consumer goods. We have the following final equation for this purpose:

P = M-E

- @
kpmm e'p

kp, () +my ¢ my) = e'p

kpn {vl} (I - a)“l (e +w+c)s 5 {;} +v3 (c,p = Pm)‘§
{plel PPt et pn”n}

o
®

¢

We give 'n' export quantities for generality, but some of these will
be identicall& équal to zero, since we have aecf_&ora shich do not export
snything; like services for example, The dimensionalities in matrix
mnltiplication are also properly cbserved in as much as {vl} is 1 xn),
(I - a)“]' is mxn), (e + w+¢c) is (n x 1), Thus the whole expression
is (1 x 1) and msy be multiplied by 'p ' to get the value in foreign curreacy

of the required amount of imports cf raw materials.
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{’5} and {w} are connected by the following matrix equation:
{w} " M(?} where [wW]is the matrix of investment coefficients,’

Each 'p ° may be written in the following wey: (2) py = A oikpn
121, .00+ other terms, indicating the inflnence of whatever other
primary factors are assumed to be important. Thus we have (n + 1) equations
to determine the (n + 1) unknowns, the shadow rate of exchange, 'k’ and 'n?
domestic prices, This circularity arises because the production of domestic
goods needs imports, and as such prices of domestic goods are dependent

on prices of imports as expressed in domsstic currency.

The above analysis may be easily extended to take into account the
heterogenaity of imporis, and thus we need not assume only one coipoaita
type of imports which is capable of being used for various functional
purposes. The extension is of merely algsbraic nature and is thus relegated
to an appendix.

It should be apparent from the above discusesion that exporis for this

purpose have been assumed to be exogenously prescribed., This is a

gimplification, although of a nature that is not difficult to Justify,

especlally when price elasticity of exports is very low or low in relaticn

to the cther factors involved., These other factors involve the level of

world demand as determined by rising world incomss, as well as the domestic
expansion of demsnd for export commodities. If the price elasticities are
assumed to be significant, them this may also be taken account of by a
further complication in analysis. But, then, to retain manageability we

should have to restrict the number of sectors very considerably,

TFor a discussion of this matrix, see S. Chakravarty, The Logic of
Investment Planning, Chapter V, Morth Holland Publishing Company,
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(b) The Shadow Rste of Interest

The shadow rate of interest is commonly regarded as a concept more
difficult than the shadow rate of foreign exchange. One reason for this
is that in the case of foreign exchange we are concerned exclusively with
flow magnitudes; so much imports representing a flow demand for foreign
currency and so much exports representing a flow supply of foreign currency.
The shadow rate of exchange equilibrates the demand and supply of foreign
currency. With the shadow rate of interest, however, we are concerned
with relatims between stock and flow, and a very large variety of atocks
at that. Further, these stocks have different degrees of durability.
All these becoug extremely complicated if we want to get one single measure
of these stocks, as we normally do in talking about "the amount of capital®
and "the rate of interest."

The presence of double index number ambiguity, cne due to cross-
sectional aspects and the other due to longitudinal or intertemporal aspscts
of capital, makes the interpretation of this single measure somewhat dubious.
Nonetheless s it has heuristic significance, as more rigorous models involving
multiple capital goods seem to indicate.,a Thp logicallr rigorous way of
deriving these interest rates, one for each s?tock, vhich under certain
circumstances equal each other, is to specify the decision problem as one
in dynamic programming, with appropriate initial and boundary conditions.
Choice of natural boundary conditions is not an easy question, For absence
of ®compactness" in the policy space, infinity does not serve as a proper
boundary condition in most economic problems extending over t:‘unec9

BSanmelaon, P, A, and Solow, R, M., "A Complete Capital Model Involving
Heterogeneous Capital Goods," Quarterly Journal of FEconomics, November, 1956,

9For a discussion of this point ses: S, Chakravarty, On the Existencs
of an Optimum Savings Program, CENIS, C/60-11. :
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All these theoretical considerations are, however, poor consolation
for the planmner, if the policy maker is concerned with rationing out scarce
capital amongst a number of competing projects. True enough that if we
know the solution to a full-fledged dynamic programming problem, we lmcw
at the same time the shedow rates of interest, because the optimum program

of capital accumulation determines the shadow rates of interest. In that
context, they may be used to decentralize decislion making by permitting
simple declsion rules to be specified. Bul when that 1s not feasible, we
8%ill need a kind of computational shorthand in order to rank projects.

Whatsver approximations we maey devise for computing the shadow rate of
interest., even though they are correct in only a qualitative sense, will
be more useful than relying on the observed market rate of interest in
economies characterized by market imperfections, etc,

In the subsequent paragraphs, certain considerations relating to the
shadow rate of interest are discusned under the following sets of
assumptions.

a) Where capital stocks are growing at the same proportionats rate

and the production functions are linear and homogsnecus;
b) Where the relative rates of growth of the capital stocks are
different, but we still maintain the linear homogeneity assumptiong
c) Where the production functions are no longer assumed to satisfy
the linear homogeneity conditions, and the equiproportionate rate
of grouth of all the sector does not hold,

We shall discuss these various cases in the order presented above.
a) The situation (a) may be further subdivided into the following two

cases: (i) where there is no final demsnd; and (ii) where the system admits
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of final demand, i.e., not all the net product is reinvested., An illustra-
tion of case (i) is the closed dynamic model enunciated by Von Neumann in
the early thirties, The specific setup of the Von Neumann model is well
known and does not require any repetition, Von Neumann stated as the main
conclusion of his investigation the now famous equality between the rate
of interest and the maximum rate of balanced growth that the system can
perform, The maximum rate of balanced growth is known to satisfy the
criterioﬁ of intertemporal efficiency, But, as such, it is one among an
infinite number of efficient paths., But what Solow and Samuelson have
shown is that for situations referring to sufficiently distant points o
time, and preference function involving terminal stocks of different
commoditiss;, the maximal rate of ateady growth is the b‘est way in which
the system may be allowed to grow, excepting for a finite number of time
periods. The length of the period for which the system is allowed to
deviate from the Von Neumann model of growth is independent of the time
horizon., Admittedly, this is true for fclosed systems,” e.g., aystems
admitting no autonomous consumption. But as a first approximation for
economies on a very low level of real income, a closed model, particularly
one such as Von Neusasnn’s, which allows for different patterns of consumption
in the same way that it includes different techniques for producing a
particular commodity, may not be entirely dismissed out of hand, Hence,
the above consideration is not entirely irrelevant from ths empirical
viewpoint, although from the purely logical point of view, its special
nature should be clearly understocd.

The Von Neumarn model of a closed expanding economy has bean generalized
by Solow and Malinvaud, who relax the assumption that all the net product

is reinvested. In other words, they assume the savings coefficient to be
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less than unity, Despite differences in presentation, the relationship
between the rate of intefest end the rate “of growbh given by the above
authors is the same,

The following expression of the relationship is due to Solowl® who
considers both the capitalists and the wage eamers to be saving constant

proportions of their incomes:

F - £ where:  is the rate of interest
e, 1D -
R+=p— W g 18 the rate of growth
G‘R is the savings coefficient

for profit receivers

Ty is the savings coefficient
for wage earners

D is the share of profit
incoms in total income

It is evident that the £ 2 g according as the demominator is £ L.

Now the denominator may bs written as follows:
. Deg, # (1:4))-5

D
The expression Dy + (1)e, 1s nothing other than the weighted
average of the two savinga coefficients or the savings coefficient for
the economy as a whole., Thus we may write P 3% where s’ is the
global savings ratio, That this relationship is merely a generalization
of the Von Neumann result may be seen eacily., On the specific Von Neumenn
assumption that ¢ = 1 ando;x = 0, the above formula indicates £ = g,

R
¥hen “y is allowed to’'assume positive values, there are cther constellations

of the coafficients for which equality holds. Although the formule indicates

loa., M, Sclow, Nctes Towards a Wicksellian Theory of Distributive Share
(mimeographed) .
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the theoretical possibility that the rate of interest may be lower than
the rate of growth, whatever empirical evidence we have rules out this
as a realistic case, Thus we may be justified to consider the equality
as the limiting case.

From the data given by S. J. Patel, (Indian Economic Review, February

1956) it appears that *s/D' in India may lie somewhere between .5 and o3
depending on how one ciasaifies income in the household sectors., Thus, if
we assume a maximal rate of steady growth of income at 4 per cent, the
rate of interest lies between 8 per cent and 12 per cent, It is obvious
that with a larger rate of growth, the equilibrium value of the rate of
interest goes up, or with a higher rate of savings, it falls.

The use of the above formula may enable us to calculate limits for
the shadow rate of interest if our a priori knowledge strongly indicates
that the "real scarcity" of capital is greater than would be indicated
by the currently ruling rate of interest. In that case, the limits are
given by the current rate, on the one hand, and by the formula connecting
the rate of interest with the maximal rate of steady growth, on the other,
The maximal rate of steady growth may be calculated on a first approximation
from the set of data usuelly given in the two Lecntief matriceso' With the
Leontief assumptions the maximal rate of steady growth is determined byl the
Frobenius root of the matrix B (ImA)'”l, which is naturally nonnegative.
For more general situations, the computational difficulties would be much

greater,

U using the formula for the generalized Von Neumenn situation, we
should consider whether the decision on the savings rate iz an optimal one
or not, If no optimslity considerations may be adduced for the savings
coefficient, the rate of interest calculated from the Solow expression would
not measure the intrinsic scarcity of capital.



There are two points thet one should remember in this context:

(a) The rate of interest as calculated on the above approach is not
#the rate of interest" as usually understood in comnection with the
capital or money market, This should be obvious, becsuse the model does
not introduce uncertainty and corresponding distinction between various
types of assets,

(b) The rate of interest as deduced from the Solow formula is
different from the pure rate of time discount, It takes into account both
productivity and thrift., The influence of produﬁtivity is taken into
account in the numerator, while the savings ccefficient subsumes the
influence of thrift, Behind thrift lies the factor of time proferencs,
The rate of pure time discount that is involved may be estimated if we
assume that the observed savings rate is the resuvlt of an operational
decislon to maximigze the sum of discounted values of consumption over a
psriod of time. This is similar to the famous Remsey model of optimal
savings. The difference consists in introducing a nonzero rate of time
discouni which Ramsey would have found ethically inappropriate, and in the
further restriction that is involved in reducing the ‘path maximum’ problem
to a 'poini maximum® problem. By a "point maximum® problem we mean the
problem of maximizing an integral of discounted utilities, by a once-for-all
choice of savings rate, The period of time may be finits or infinite,
depending on the plamner?s point of view. In the finite case, there should
be a provision for terminal equipment. Then, for every savings rate, we
can find the underlying rate of time preferencs,
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This problem has been investigated by Tinhergenala He gives a number
of equilibrium relations involving the rate of time discount, the savings
- rate, and the capital coefficient, each based on a specific hypothesis
~ relating to the utility function., The utility function underlying the
simplest problem is in his case a logarithmic one. It should, however,
be noted that our problem here is the logical inverse to Tinbergen's
problem. He is interested in finding out the optimumm rate of savings
corresponding to any given values of the capital-coefficient, and time
preference, In our case, we want to know the underlying time preference,
assuming that the savings rate is already an optimal one, other parameters
remaining the same.

The Tinbergen result can be generalized by introducing more general
types of production functions and utility functioms other than the
logarithmic or hyperbolic ones considered by him. There is scope for
much further investigations along these lines,

b) We now consider the situation when all the sectors are not assumed
to grow at the same proportionéte rate, but all the relevant production
functions have the needed convexity properties,

In this cass, the relative prices and the interest rate are no longer
constant. Further, since the rate of growth is not a unique number
characterizing the entire process, we have to deal with the constantly
changing mving' equilibria, as it were, and the relation in which the
growth rate stands to the rate of interaest would therefore be continually

shifting, Further, "the growth rate’ in this case is itself a someuwhat

12, Tinbergen, "The Optimm Rate of Sevings," Economic Journal, 1956.




ambiguous concept. Also, the various own rates of interest do not any
longer equal the own rate of interesi for the numeraire commodity. It
therefore inescapably appears that we could say very little on the question
without going the whole hog of solving a problem in dynamic programming.
In principle, an optimal solution is always possible in case (b), But to
do that we have to specify first the appropriate termipal conditions, the
initial stocks and the time profile of consumption over the entire period.
Having done that, we have to apply the usual techniques of maximization
over time, Such problems have been considered'in the earlier paper
entitled "A Complete Hodel of Programme Evaluation." For a general
reference, see Dorfman, Samuelson, and Solow, Linear Programming and Economic

Analysis, Chapter 12,

IV. THE CALCUIATION OF PRIORITIES

In this section we consider the method of calculating priorities in
an investment program by using shadow prices. We must bear in mind that
while we calculate the bemefit-cost ratios for a single project, we do it
as of a given program, and not for the project in isolation, This follows
out of the fact that ths projecis are necessarily interlinked, and imply
certain assumptions about the rest of the economy. Thus one project may
be chosen from a set of competing projects, if the rest of the programs may
be assumed to be relatively unaffected by this choice.

Wo may also consider a more gensralized situation where there is a
technically nonsseparable collection of projects which can be singled out for
plecemeal decision making, HNow in this case this whole collection ‘has to

be treated as one unit and the benefit-cost calculations have to be calculated
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for this one unit as a whole, The word ®technical nonseparability" is
important in this connection, The assumption of linear homogeneity is
crucial to the applicability of the shadowprice argument, as usually
understood. This is because the logic of apply';i.ng shadow prices is, in
essence, an argument piecemeal declsion-making. Piecemeal decision~making
in situations characterized by increasing returne or significant external
econcmies either leads to insufficient output or to no production at all.
This causes difficulties with respest to the remsinder of the programme
where the outputs of the above sectors serve as technologically necessary
ingredients., Thus, it appsars that in these situstions the better
procedure is to solve the entire problem simultaneously as an example of
coordinated decision»makinggn

The advantage of the shadow price technique becomes considerably
greater if the complex of planning problems may be assumed to be decomposable
into the following stages:

a) How much to invest in total over a number of years;

b) How to distribute the total mvestmagt resources among different

" sectors of the economy;
¢) How to choose the best method of utilizing the resources allocated
to a sector,

If the steges are strictly consecutive, ws may think that the decision
on level (b) is reached on the basis of maximizing income over a period of
time subject to all the interdependencies in production, investment .and

consumption, This would roughly indicate how much to invest in each sector.

13Possibilities of decentralized decision-making in siituations characierized
by the absence of classical homogeneity or independence assumption have been
investigated in the important paper by Arrow, X, J. and Hurwicz, Iionel, in
"Egeays in Honour of Harold Hotelling," edited by R.W. Pfouts, Chapel Hill,

North Carclina..



22

If there are sectors like social overhead capital where investment is made
on grounds independent of any maximization procesa, then we should consider
the remalning sub-set of sectors for our decision purposes,

The decision on stage (c) can be reached on the besis of utilizing a
shadow rate of interest and for a given time profile of production; on
the requirement that the costs are minimized,

In theory as well as practice, the stages mey not be that distinct,
in which case decisions on (b) and (c) may have to be reached simumltaneously.
The shadow rate technique should then be replaced by the general methods of
dynamic programming.

Now let us consider the problem quantitatively. We use the following
notations:

Hi(t) = The investment in the project per unit time.

7y (6)

]

The foreign component of investment per unit time..
F; = aW; where 0 ¢ a < 1.

g = The length of the gestation period,

n -~ The length of the operating period.

r - The shadow rate of interest,

k = The shadow rate of exchange;
D (%) - The current operating expenses of a project.
Then the cost of a project may be calculated as follows:

We have F:l = a'di

Therafore H:L. = (laa)ﬂi where Hi is the domestic component of investment.,

Since we value the foreign investment component at the shadow exchange rate,

we have: .
kaW, + 1 - a)wi = wi (ka + 1 - a)

a'vli{laa Q- k)}
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Let us assume that we know the timeshape on construction efforts
W(t). Then the cost of investment in the project may be calculated ass
o n
C=J w(t){laa(lak)}(ur)”t + 5 D () (1”)4
t=g ° v
The first term on the left-hand side indicates the investment that
is made during the gestation period of the project and the second part
indicates the cost that is incurred during the exploitation period. Now
the decision rule consists in minimizing "C" for a given time profile of
'ioutputg“' To put it differently the projects to be compared are those
which give the ssme time profile of oubput, given by the overall planning
problem. Out of these projects, the one will be chosen which minimizes
total cost, over the combined gestation and exploitation period of the

project.

V. CONCLUSION

In this section we may briefly review the conclusions reached in the
earlier ssctions and indicate the relevance of the shadow price concept
with respect to a faw practical problems encountered in Indian planningq

Briefly stated, our discussion has clearly indicated that the
technique of using shadow prices serves as a useful computational shorthand
in devising a relatively "efficient” system of program evaluation. The
qualification on "efficiency" ariszes because in the presence of non-convexities
in the production processes of certain sectors, the shadow price device does
not enable one to reach the Mefficient" constellation of the system, The
advantage from using shadow prices holds good even though the shadow prices

we use are not exact, but merely approximations, although it iz important
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that they should be in the right direction. Given the data, the calcula-
tion of the shadow rate of exchange does not raise great difficulties,
The simplified procedure indicated in this paper, or the more elaborate
linear programming method discussed by Chenery may be usefully employed.
With respect to the shadow rate of interest, the conceptual difficulties
are greater, But if we use the approximation procedure outlined earlier
in thia paper, we get a range of 8 per cent to 12 per cent for the shadow
rate of interest under Indian conditions. The exact shadow rate of
interest may be higher than this, but it is unlikely that this would be
lower than given by thls range. This already gives us a basis for how %o
Judge projects which are economic only if the rate of interest is 4 per
cent or 4} per cent,

The relevance of the shadow prices to practical problems may be
understood if we take into account the problem of choosing between
importing fertllizer, or setting up a fertilizer plant, or a machinery
for manufacturing fertilizer producing equipment. In the szimple Austrian
models, where choice is confined to a pair of alternatives, the cost of
one is the opportunity foregone with the other projects, This is difficult
to apply if there exists a manifold of posslbilities for each unit of
investment. Under such conditions, the opportunity cost of a unit of
investment is measured by its shadow rate of interest. Similarly, the
cost of a unit of import should be valued at the shadow rate of exchange,
rather than at the official rate, Now, if we take, for exampls, a shadow
rate of exchange of Rs, 6 to a dollar and a rate of interest lying betwsemn

8 per cent and 12 per cent, we may calculate the cost of each type of
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project, over the gestation period, given the time shape of the consiruction
effort, Further, with a given time profilsof ‘output,’ in this case
agricultural production, we can calculate f.he': total costs for each project,
€.8., investment costs and operating costsg Naturally, with other things
remaining the same, the project with the lqqut cost should be chosen,

The same line of reasoning may be applied to other problems such as
the choice between various types of power stations, An interesting
contribution in this regard is the paper of frofesaor P, N. Rosenstein-Rodan
on the contribution of atomic energy to India's development programf,lh

A1l this is to suggest the fruitfulness of the shadow price method

in practical policy making, if appropriate qualifications are borne in
mind.

' tho N. Rosenstein-Rodan, Contribution of Atomic Energy to a Power
Program, C/59-15,



26

Appendix

"~ The Shadow Rate of Exchange: The General Case

This appendix deals with the case of how to determine the shadow
rate 61‘ exchange where imports consist of different types of goods,

The price of each domestic commodity in domestic currency is given
by the following equation:

' ) (1=1, 2,..n)
n+j, ipmn.;.j s o2

By =k A s Pon A, 4 Pu,, * oot
+ contribution of other primary i‘a_ctorso
Here A, +l; i is the cumulative coefficient of the first import commodity
in the production of 150 domestic commodit; o We have 'n? such equations
for in! domestic commodities, -
In sddition we have the equation relating to the permissible balance

of payments deficit:
C= k[{(f’n«fj)s [‘;1] ﬁ‘”‘]zl (e +w+c)+ (Pn,,.:j)“ 5ol {"}
+ (pﬁ*j)“ vy (c,{fbn.,j}"a {Pﬁ“)}}’ (®)* ()

Thus we have (n + 1) equations to determine (n # 1) prices, 'n’ domestic
prices and one shadow rate of exchange,
The dimensionalities of above matrices and column vectors are as
follows:
(1) (Py45)" i8 @ Tow vector of the dimension (1 x j).
(11) ﬁI/ is a matrix of dimensions (J x n).
(111) /I-a/"! is a matrix of dimension of (n x n), Thus the product
has dimension (1 x n), hence a row vector,
(iv) (e + w 4+ ¢) is a column vector of dimensiona (n x 1), Thus
the first term in brackets is a scalar, indiceting the total

amount, spent on imports of raw materials.
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['2] is a matrix of dimensions (J x n).
{w} is a column vector of dimensions (n x 1),

The second term in brackets is (1 x 1), also a scalar,
indicating the amount spent on imports of investment goods,
£ (c, pm_j)“, (pi)“ is a column vector of dimensions (3x1.
The third term is also a scalar, indicating the amount spent
on imports of consumer goods,

(p)*(e) is also a scalar since (p') is (1 x n) end (o) is
(@ x 1)

In this case; exports have been exogenously detemine@e We
hay &iso consider the more general case, where exporis are
determined from within the above set of calculations. This,

however, requires a more complicated approach,



