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Vuonna 1837 Peter Dirichlet todisti suuren alkulukuja koskevan tuloksen, jonka mukaan jokainen aritmeettinen jono $\{a n+d\}_{n=1}^{\infty}$, missä $(a, d)=1$, sisältää äärettömän monta alkulukua. Todistuksessa hän määritteli ns. Dirichlet'n karakterit joille löydettiin myöhemmin paljon käyttöä lukuteoriassa. Dirichlet'n karakteri $\chi(\bmod q)$ on jaksollinen $($ jakson pituutena $q$ ), täysin multiplikatiivinen aritmeettinen funktio, jolla on seuraava ominaisuus: $\chi(n)=0$ kun $(n, q)>1$ ja $\chi(n) \neq 0$ kun $(n, q)=1$. Tässä Pro Gradu-tutkielmassa tutkitaan karakterisumman

$$
\mathcal{S}_{\chi}(t)=\sum_{n \leq t} \chi(n)
$$

kokoa, missä $t$ on positiivinen reaaliluku ja $\chi(\bmod q)$ on ei-prinsipaali Dirichlet'n karakteri. Triviaalisti jaksollisuudesta seuraa, että $\left|\mathcal{S}_{\chi}(t)\right| \leq \min (t, q)$. Ensimmäinen epätriviaali arvio on vuodelta 1918, jolloin George Pólya ja Ivan Vinogradov todistivat, toisistaan riippumatta, että $\left|\mathcal{S}_{\chi}(t)\right| \ll \sqrt{q} \log q$ uniformisti $t$ :n suhteen. Tämä tunnetaan Pólya-Vinogradovin epäyhtälönä. Olettamalla yleistetyn Riemannin hypoteesin, Hugh Montgomery ja Robert Vaughan todistivat, että $\left|\mathcal{S}_{\chi}(t)\right| \ll \sqrt{q} \log \log q$ vuonna 1977. Vuonna 2005 Andrew Granville ja Kannan Soundararajan osoittivat, että jos $\chi(\bmod q)$ on paritonta rajoitettua kertalukua $g$ oleva primitiivinen karakteri, niin

$$
\begin{equation*}
\left|\mathcal{S}_{\chi}(t)\right|<_{g} \sqrt{q}(\log Q)^{1-\frac{\delta_{g}}{2}+o(1)}, \tag{1}
\end{equation*}
$$

missä $\delta_{g}$ on $g$ :stä riippuva vakio ja $Q$ on $q$ tai $(\log q)^{12}$ riippuen sitä oletetaanko yleistetty Riemannin hypoteesi. Todistus perustui teknisiin aputuloksiin, jotka saatiin muotoiltua teeskentelevyyskäsitteen avulla. Granville ja Soundararajan määrittelivät kahden multiplikatiivisen funktion, joiden arvot ovat yksikkökiekossa, välisen etäisyyden kaavalla

$$
\mathbb{D}(f, g ; x)=\sqrt{\sum_{p \leq x} \frac{1-\Re(f(p) \bar{g}(p))}{p}}
$$

ja sanoivat, että $f$ on $g$-teeskentelevä jos $\mathbb{D}(f, g ; \infty)$ on äärellinen. Tällä etäisyydellä on paljon hyödyllisiä ominaisuuksia, ja niihin perustuvia menetelmiä kutsutaan teeskentelevyys-menetelmiksi. Johdannon jälkeen luvussa 2 esitetään määritelmiä ja perustuloksia. Luvun 3 tarkoitus on johtaa luvussa 6 tarvittavia aputuloksia. Luvussa 4 määritellään teeskentelevyys, todistetaan etäisyysfunktion $\mathbb{D}(f, g ; x)$ ominaisuuksia ja esitetään joitakin sovelluksia. Luvussa 5 johdetaan jälleen teknisiä aputuloksia, jotka seuraavat Montgomery-Vaughanin arviosta. Luvussa 6 tarkastellaan karakterisummia. Aloitamme todistamalla Pólya-Vinogradovin epäyhtälön ja Montgomery-Vaughanin vahvennoksen tälle. Päätuloksena johdamme arvion (1), jossa $\frac{1}{2} \delta_{g}$ on korvattu vakiolla $\delta_{g}$. Tämän todisti alunperin Leo Goldmakher. Lopuksi käytämme teeskentelevyys-menetelmiä osoittamaan, että Pólya-Vinogradovin epäyhtälöä voi vahventaa jos karaktereista tehdään erilaisia oletuksia.

Dirichlet'n karakterit, Eksponenttisummat, Multiplikatiiviset funktiot, Teeskentelevyys
Kumpulan tiedekirjasto
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## 1 Introduction

In the late 1830s P. Dirichlet made a huge contribution to number theory by proving that every arithmetic progression $\{a n+d\}_{n=1}^{\infty}$, with $(a, d)=1$, contains infinitely many prime numbers. In the proof he introduced ideas that affect modern research even today. One of his ideas was to separate different residue classes using the so-called Dirichlet characters. In this thesis we concentrate, in particular, on their sums. A Dirichlet character $\chi(\bmod q)$ is a periodic, completely multiplicative arithmetic function that attains the value zero at any integer not coprime to the length of the period ${ }^{1} q$. As we will see, the definition implies that characters have absolute value at most one and so it follows that the absolute value of character sum up to $t$,

$$
\mathcal{S}_{\chi}(t):=\sum_{n \leq t} \chi(n),
$$

is trivially bounded from above by $\min (t, q)$. This is known as the trivial estimate.
Character sums arise naturally in many problems in analytic number theory, for example when estimating the size of the least quadratic non-residue modulo $p$ or bounding $L$-functions. When it comes to sizes of character sums, it is conjectured that for every non-principal Dirichlet character it holds for every $\varepsilon>0$ that

$$
\begin{equation*}
\left|\mathcal{S}_{\chi}(t)\right|<_{\varepsilon} \sqrt{t} \cdot q^{\varepsilon} . \tag{1}
\end{equation*}
$$

This is a consequence of the Generalised Riemann Hypothesis (the GRH) and currently it is known to be true when $t \gg q^{1-\varepsilon}$, see [3]. For now the bound (1) seems to be very far away but much work has been done to improve the trivial estimate. The first non-trivial result was proved in 1918 independently by G. Pólya [63] and I.M. Vinogradov. Their result is called the Pólya-Vinogradov inequality and it asserts that for any non-principal Dirichlet character $\chi(\bmod q)$,

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll \sqrt{q} \log q
$$

uniformly on $t$. Pólya's key idea was to expand $\mathcal{S}_{\chi}(t)$ as a Fourier series which is easy to analyse. After Pólya's result became known, I. Schur gave a different proof for the inequality [68]. Vinogradov found these two proofs independently in reverse order [78], [79].

Apart from reducing the implicit constant in the inequality, no major developments for the uniform bound occurred in the next several decades. Things started to move forward in 1977 when H.L. Montgomery and R. Vaughan [56] proved that, assuming the GRH, we have

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll \sqrt{q} \log \log q,
$$

for non-principal characters uniformly on $t$. This is the best possible estimate, since in 1932 Paley [62] showed that there is an infinite family of quadratic characters whose sums are $\gg \sqrt{q} \log \log q$. It should also be mentioned that Paley's construction does not require the assumption that the GRH holds.

There are still some difficulties with these estimates. When $t \leq \sqrt{q}$, the trivial bound is stronger than the bound given by the Pólya-Vinogradov inequality. In many applications we need non-trivial estimates for small $t$, and the trivial bound is far too loose. In 1957 D.A. Burgess [5] showed that $\mathcal{S}_{\chi}(t)=o(t)$ for quadratic characters for all $t>q^{\frac{1}{4}+o(1)}$, and later A. Hildebrand [42] proved that Burgess's estimates hold in fact when $t>q^{\frac{1}{4}-o(1)}$. Here $o(1) \rightarrow 0$ as $q \rightarrow \infty$. Burgess later refined his methods [6] - [11] to obtain a little better estimate in that range. Still, for $t>q^{\frac{5}{8}+o(1)}$ Burgess's result is

[^0]weaker than the Pólya-Vinogradov inequality. When $t \leq q^{\frac{1}{4}-o(1)}$ there are no known nontrivial bounds, except in a few special cases.
H. Iwaniec [48] obtained a non-trivial bound, in the range $t>q^{\varepsilon}, \varepsilon>0$, for $\mathcal{S}_{\chi}(t)$ when $\chi(\bmod q)$ is primitive and $q$ has only "large" prime factors. This happened in 1974 and in 1990 S.W. Graham and C.J. Ringrose [20] bounded $\mathcal{S}_{\chi}(t)$ by $q$ and $t$ producing a new bound when $q$ has "small" prime factors. After these improvements, no major contributions were made until the mid-1990s.

Things took an unexpected turn when A. Granville and K. Soundararajan were able to characterise the case when $\mathcal{S}_{\chi}(t)$ can be large [26]. Analysing Pólya's Fourier expansion it is evident that in order to estimate it, one needs to gain information about the size of the exponential sum

$$
\sum_{1 \leq|n| \leq N} \frac{\bar{\chi}(n)}{n} e(n \alpha),
$$

where $n \in \mathbb{N}$ and $\alpha \in[0,1]$. Montgomery and Vaughan [56] had proved earlier a non-trivial estimate for this assuming that $\alpha$ lies on a minor arc ( $\alpha$ admits a rational approximation with a "large" denominator). Granville and Soundararajan looked at the major arc case, and reduced the problem of estimating $\mathcal{S}_{\chi}(t)$ to bounding the sum

$$
\sum_{1 \leq|n| \leq N} \frac{\bar{\chi}(n)}{n} e\left(\frac{b}{r} \cdot n\right)
$$

where $b \neq 0$ and $(b, r)=1$. Their analysis showed that, for a small $r$, this can be large only when there exists a special Dirichlet character $\psi$ for which

$$
\sum_{\substack{n \leq \frac{N}{d} \\ n \in S(y)}} \frac{\bar{\chi}(n) \psi(n)}{n}
$$

is large, where $y$ is a positive integer. Intuitively this happens at least when $\chi(a) \approx \psi(a)$ for small values of $a$. Since characters are completely multiplicative functions, we would like to have $\chi(p)=\psi(p)$ for many small primes $p$. To quantify all this, Granville and Soundararajan introduced a distance between two multiplicative functions, $f$ and $g$, that have values in the unit disc, defined as

$$
\mathbb{D}(f, g ; x)=\left(\sum_{p \leq x} \frac{1-\Re(\bar{f}(p) g(p))}{p}\right)^{\frac{1}{2}}
$$

Methods relying on the properties of $\mathbb{D}(f, g ; x)$ are called the pretentious methods. They are useful also in other contexts outside characters, see e.g. the work of Koukoulopoulos [52], [53]. Besides that, Granville and Soundararajan tried to recover all the basic results from [4] and [14] by pretentious methods. They succeeded to some extent [22].

With some work Granville and Soundararajan [26] managed to improve the PólyaVinogradov inequality, both conditionally and unconditionally, for primitive characters of an odd bounded order. Most recently Soundararajan's student L. Goldmakher [33] has improved some of their results. He has also obtained [34] new upper bounds for characters with a specific modulus (similar to the work done by Iwaniec, Graham and Ringrose). Despite all these efforts, the Pólya-Vinogradov inequality remains as the strongest universal estimate for $\mathcal{S}_{\chi}(t)$ and the bound (1) is still out of reach.

The structure of the thesis is following. In the second chapter we define Dirichlet characters and discuss some of their properties as well as recall some facts from analytic number theory. The most important result found in that chapter is the deduction of Pólya's Fourier expansion.

In Chapter 3 we study more general theory, mean values of multiplicative functions with values inside the unit disc. We will obtain some important corollaries ${ }^{2}$ of Halász's Theorem that are a vital ingredient in the proof of the Goldmakher-GranvilleSoundararajan estimate in Chapter 6. For the sake of completeness, we also briefly discuss some historical aspects and mean value results in general.

In Chapter 4 we study the distance $\mathbb{D}(f, g ; x)$, prove some of its properties and show how we can obtain nontrivial results concerning multiplicative functions with these tools. We conclude the chapter by giving a pretentious proof for the Prime Number Theorem. The main result of this chapter is Theorem 4.9 which gives a lower bound for the distance $\mathbb{D}\left(\chi(n), \xi(n) n^{i t} ; y\right)$. This is needed in Chapter 6 to finish the proof of the Goldmakher-Granville-Soundararajan estimate.

Chapters 5 and 6 contain the most essential part of this thesis. In Chapter 5 we study the exponential sums whose coefficients are multiplicative functions. In particular, we provide a proof for the classical Montgomery-Vaughan bound and obtain some intriguing corollaries that will come in handy later. In the beginning of the section there is a short recap on rational approximations.

Chapter 6 is all about character sums. We start by proving the Pólya-Vinogradov inequality, by adapting ideas from both Pólya [63] and Schur [68]. We also obtain a strengthening of the Pólya-Vinogradov inequality as was done in [56]. Our main goal is to reproduce the Goldmakher-Granville-Soundararajan Estimate ${ }^{3}$ : if $\chi(\bmod q)$ is a primitive character of an odd order $g$, then

$$
\left|\mathcal{S}_{\chi}(t)\right|<_{g} \sqrt{q}(\log Q)^{1-\delta_{g}+o(1)}
$$

where $\delta_{g}$ is a constant depending on $g, o(1) \rightarrow 0$ as $g \rightarrow \infty$ and $Q$ is $(\log q)^{12}$ when the GRH is assumed and otherwise it is just $q$.

We conclude by studying the special cases where the best known bounds for character sums are attained. We take a look at two situations. In the first case, we look at the situation in which the modulus $q$ is smooth, i.e., it has only "small" prime factors. In the other case, we consider those characters that have a powerful modulus (the product of all the prime factors is small).

This thesis is not self-contained so we have to assume some prerequisites from the reader. We expect a background in both analytic and elementary number theory. Books [1] and [50] contain all the expected material, respectively. Also a good knowledge on Complex and Fourier analysis is highly recommended. All the required information can be found in [73] and [74]. However, some of the most frequently used results are recalled in Chapter 2, but its content is not sufficient alone.

The aim of this thesis is to present the pretentious methods and study their applications to character sums. Bounding the size of character sums is an interesting problem and we hope to offer a clear presentation on the recent pretentious approach to this subject. We will follow the literature quite closely, but various things are expanded, reformulated and reordered.
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## 2 Preliminaries

In this section we present all the basic notations needed. We also recall some tools from analytic number theory that are required to understand the content of this thesis. A major part is devoted to studying our main objects: Dirichlet characters.

### 2.1 Notations

In general we use standard notations. The most frequently used notations are listed below in appropriate categories:

## I. Abbreviations

- RH refers to the Riemann Hypothesis.
- GRH refers to the Generalised Riemann Hypothesis.
- PNT refers to the Prime Number Theorem.


## II. Constants

- For a fixed integer $g \geq 3$ we define

$$
\delta_{g}=1-\frac{g}{\pi} \sin \left(\frac{\pi}{g}\right) .
$$

- For a fixed $x \geq 3$ we define

$$
s_{x}=1+\frac{1}{\log x}
$$

## III. Estimates

- Let $f$ and $g$ be functions. The notation $f=o(g)$ means that for every $\varepsilon>0$ there exists a constant $N_{\varepsilon}$ such that $|f(n)| \leq \varepsilon|g(n)|$ for all $n \geq N_{\varepsilon}$.
- The notation $f=\mathcal{O}(g)$ means that $|f(z)| \leq C|g(z)|$ for some constant $C$ for all values of the argument. Note that the domain of the definition of these functions can be $\mathbb{C}$. If the implicit constant depends on some parameter, say $\varepsilon$, we write $f=\mathcal{O}_{\varepsilon}(g)$.
- In many cases we will use Vinogradov's notation $f \ll g$ which is equivalent to the previous notation. Again, if the implicit constant depends on some parameter, say $\varepsilon$, we write $f<_{\varepsilon} g$.
- The notation $f \asymp g$ means that $f \ll g$ and $g \ll f$ simultaneously. Note that here the implicit constants usually differ.
- The notation $f \sim g$ means that

$$
\lim _{x \rightarrow \infty} \frac{f(x)}{g(x)}=1
$$

## IV. Functions

- The exponential function is $e(x):=e^{2 \pi i x}$.
- The distance of $x \in \mathbb{R}$ to the nearest integer is $\|x\|$.
- The logarithm $\log$ is always the natural ( $e$-based) logarithm.
- The floor function $\lfloor x\rfloor$ is the largest integer $n$ satisfying $n \leq x$.
- The fractional part is defined as $\{x\}:=x-\lfloor x\rfloor$.
- $(a, b)$ and $[a, b]$ are the greatest common divisor and the least common multiple of integers $a, b$, respectively.
- Conductor of character $\chi$ is denoted by cond $(\chi)$.
- The distance (up to $x \in \mathbb{R}_{+}$) between two multiplicative functions $f$ and $g$ with values in the unit disc is defined by

$$
\mathbb{D}(f, g ; x)=\sqrt{\sum_{p \leq x} \frac{1-\Re(f(p) \bar{g}(p))}{p}}
$$

- $M(f ; x, T)=\min _{|t| \leq T} \mathbb{D}\left(f, n^{i t} ; x\right)^{2}$.
- $\varphi(n)=\{$ Number of $1 \leq k \leq n$ for which $(n, k)=1\}$ is Euler's totient function.
- The number of positive divisors of a natural number $n$ is denoted by $d(n)$.
- The radical of a positive integer $q$ is

$$
\operatorname{rad}(q)=\prod_{p \mid q} p
$$

- The prime counting functions are defined as $\pi(x)=\{$ Number of primes $p \leq x\}$ and $\pi(x ; q, a)=\{$ Number of primes $p \equiv a(\bmod q)$ with $p \leq x\}$.
- Von Mangoldt's function $\Lambda$ is defined as

$$
\Lambda(n)= \begin{cases}\log p & \text { if } n=p^{k} \text { for some prime } p \text { and integer } k \geq 1 \\ 0 & \text { otherwise }\end{cases}
$$

- Chebyshev's $\theta$-function is

$$
\theta(x)=\sum_{p \leq x} \log p
$$

- Chebyshev's $\psi$-function is

$$
\psi(x)=\sum_{n \leq x} \Lambda(n)
$$

- The indicator function of $x$ is

$$
\delta_{x}(y)= \begin{cases}1 & \text { if } x=y \\ 0 & \text { otherwise }\end{cases}
$$

- Möbius function $\mu$ is defined as

$$
\mu(n)= \begin{cases}(-1)^{k} & \text { if } \alpha_{j}=1 \text { for all } i=1, \ldots, k \\ 0 & \text { otherwise }\end{cases}
$$

where $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}$.

- Liouville function is

$$
\lambda(n)=(-1)^{\Omega(n)}
$$

where $\Omega(n)$ is the number of prime factors of $n$ counted with multiplicities.

- The Legendre symbol is

$$
\left(\frac{n}{p}\right)= \begin{cases}1 & \text { if } n \text { is a quadratic residue }(\bmod p) \text { and } p \nmid n, \\ -1 & \text { if } n \text { is a quadratic non-residue }(\bmod p) \text { and } p \nmid n, \\ 0 & \text { if } p \mid n .\end{cases}
$$

- The Kronecker symbol is defined as follows. Let $n=u p_{1}^{\alpha_{1}} \cdots p_{k}^{\alpha_{k}}$ where $u= \pm 1$. Then

$$
\left(\frac{a}{n}\right)=\left(\frac{a}{u}\right) \prod_{i=1}^{k}\left(\frac{a}{p_{i}}\right)^{\alpha_{i}}
$$

where $\left(\frac{a}{p_{i}}\right)$ is an usual Legendre symbol for $p_{i}>2$,

$$
\left(\frac{a}{2}\right)= \begin{cases}0 & \text { if } 2 \mid a \\ 1 & \text { if } a \equiv \pm 1(\bmod 8) \\ -1 & \text { if } a \equiv \pm 3(\bmod 8)\end{cases}
$$

and finally

$$
\left(\frac{a}{1}\right)=1 \text { and }\left(\frac{a}{-1}\right)= \begin{cases}-1 & \text { if } a<0 \\ 1 & \text { if } a \geq 0\end{cases}
$$

- For a given $f: \mathbb{Z} \rightarrow \mathbb{C}$ and $y \in \mathbb{R}$ we define the $y$-smoothed function ${ }^{4}$ as follows

$$
f_{y}(n)= \begin{cases}f(n) & \text { if } n \in S(y) \\ 0 & \text { otherwise }\end{cases}
$$

It is easy to see that if $f$ is completely multiplicative, then $f_{y}$ is also.

## V. Indices

- As is usual in analytic number theory, complex variables are denoted $s=\sigma+i t$. Here $\sigma=\Re s$ and $t=\Im s$ are the real and imaginary parts of $s$, respectively.
- $\sum_{n \leq N}$ means that $\sum_{n=1}^{N}$.
- When $p$ appears as an index (for example in $\sum_{p \leq \ell}$ or $\prod_{p \leq \ell}$ ), the sum or the product is taken over all the primes in the given range.
- The notation $\sum_{\chi(\bmod q)}$ means the sum over all characters modulo $q$.
- The sum over reduced residue classes modulo $\ell$ is denoted by $\sum_{n(\bmod \ell)}$.
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## VI. Sets

- The symbols $\mathbb{C}, \mathbb{R}, \mathbb{Z}$ and $\mathbb{N}$ have their usual meanings.
- The closed unit disc will be denoted by $\mathbb{U}$.
- $\mathcal{F}:=\{f: \mathbb{Z} \rightarrow \mathbb{U} \mid f(m n)=f(m) f(n)$ for all $m, n\}$ is the set of all completely multiplicative functions with values in $\mathbb{U}$. The set $\widetilde{\mathcal{F}}$ is the same set expect instead of complete multiplicity we only require $f$ to be multiplicative.
- $\mathcal{S}(y):=\{n \in \mathbb{N} \mid p \leq y$ for every prime $p \mid n\}$ is the set of all natural numbers $n$ with no prime divisors exceeding $y$. Elements belonging to this set are called $y$-smooth numbers.
- $\mu_{\ell}=\left\{e\left(\frac{n}{\ell}\right)\right\}_{n=0}^{\ell-1}$ is the set of the $\ell^{t h}$ roots of unities.


### 2.2 Dirichlet Characters

In this subsection we define the Dirichlet characters and study some of their basic properties. We define them at first group theoretically and then give an equivalent number theoretic characterization. The latter one is used for the rest of the thesis. This Chapter is mainly based on the books [1] and [14]. We only mention the basic things concerning Dirichlet characters, more information on them can be found, for example, in [1], [14], [30] and [75].

Definition 2.1. A Dirichlet character $\chi(\bmod q)$ is a group homomorphism ${ }^{5} \chi$ : $(\mathbb{Z} / q \mathbb{Z})^{*} \rightarrow \mathbb{C}^{*}$.

The principal character modulo $q$, denoted by $\chi_{0}(\bmod q)$, is the trivial homomorphism whose kernel is the entire group $(\mathbb{Z} / q \mathbb{Z})^{*}$. The induced modulus of a character is also an important concept:

Given a character $\chi(\bmod q)$, then $d \in \mathbb{N}$ is an induced modulus for $\chi$ if the projection map

$$
\begin{array}{r}
\pi:(\mathbb{Z} / q \mathbb{Z})^{*} \mapsto(\mathbb{Z} / d \mathbb{Z})^{*} \\
x+q \mathbb{Z} \mapsto x+d \mathbb{Z}
\end{array}
$$

is well-defined and there exists a character $\chi^{\prime}:(\mathbb{Z} / d \mathbb{Z})^{*} \rightarrow \mathbb{C}^{*}$ for which the following diagram commutes:


Figure 1. Diagram for the definition of an induced modulus
Now, by the properties of homomorphism, the definitions above can be written number theoretically.

Definition 2.2. A Dirichlet character $\chi(\bmod q)$ is a function $\chi: \mathbb{Z} \rightarrow \mathbb{C}$ satisfying the following properties:

1. The function $\chi$ is $q$-periodic: $\chi(n+q)=\chi(n)$ for all integers $n$.
2. If $(n, q)>1$, then $\chi(n)=0$. Otherwise $\chi(n) \neq 0$.
3. $\chi$ is a completely multiplicative function: $\chi(m n)=\chi(m) \chi(n)$ for all integers $m$ and $n$.

From now on we simply refer to Dirichlet characters as characters. The integer $q$ in the first property is called the modulus of the character $\chi$; we will write $\chi(\bmod q)$. Several properties can be deduced straight from the definition. Property 3 tells that $\chi(1)=\chi(1) \chi(1)$. As we have $(1, n)=1$ for all $n \in \mathbb{N}$ and by property $2 \chi(1) \neq 0$, we

[^3]conclude that $\chi(1)=1$. We remark that sometimes it is useful to consider property 1 in the form: if $a \equiv b(\bmod q)$ then $\chi(a)=\chi(b)$.

If $(a, q)=1$, then by Euler's Theorem we have $a^{\varphi(q)} \equiv 1(\bmod q)$. Thus, by the previously established properties, we have $\chi\left(a^{\varphi(q)}\right)=\chi(1)=1$ and on the other hand by multiplicativity $\chi\left(a^{\varphi(q)}\right)=\chi(a)^{\varphi(q)}$. In particular, this means that if $n$ is relatively prime to $q$, then $\chi(n)$ is $\varphi(q)^{t h}$ root of unity. Furthermore, $|\chi(n)|$ is always either 0 or 1 . It can also be shown that there are $\varphi(q)$ characters modulo $q$. For the proof see Theorem 6.15. in [14].

Example 2.3. There are $\varphi(7)=6$ different characters modulo 7 . If we denote $\omega=\exp \left(\frac{\pi i}{3}\right)$ they are

| $\chi / n$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\chi_{0}(n)$ | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\chi_{1}(n)$ | 0 | 1 | $\omega^{2}$ | $\omega$ | $-\omega$ | $-\omega^{2}$ | -1 |
| $\chi_{2}(n)$ | 0 | 1 | $-\omega$ | $\omega^{2}$ | $\omega^{2}$ | $-\omega$ | 1 |
| $\chi_{3}(n)$ | 0 | 1 | 1 | -1 | 1 | -1 | -1 |
| $\chi_{4}(n)$ | 0 | 1 | $\omega^{2}$ | $-\omega$ | $-\omega$ | $\omega^{2}$ | 1 |
| $\chi_{5}(n)$ | 0 | 1 | $-\omega$ | $-\omega^{2}$ | $\omega^{2}$ | $\omega$ | -1 |

Table 1. Characters modulo 7. Note that there are two real characters, $\chi_{0}$ and $\chi_{3}$.
Next we discuss different types of characters. The trivial character is the unique character with period one. By definition this character attains the value one for all the arguments and so it has modulus one. When we speak about characters, the trivial character is excluded unless stated otherwise. A character that assumes the value one at all arguments coprime to the modulus and zero otherwise is called the principal character, $\chi_{0}(\bmod q)$.

Now we present a couple of more definitions. The concept of sign of the character is important in Chapters 2 and 6. A character $\chi$ is called even if $\chi(-1)=1$. Similarly, $\chi$ is an odd character if $\chi(-1)=-1$. Considering characters modulo 7, Example 2.3. tells that characters $\chi_{0}, \chi_{2}, \chi_{4}$ are even and $\chi_{1}, \chi_{3}, \chi_{5}$ are odd. The order of the character $\chi$ is the smallest positive integer $\nu$ for which $\chi^{\nu}=\chi_{0}$. For instance, the principal character $\chi_{0}$ is of order one and clearly the character $\chi_{3}(\bmod 7)$ in the Example 2.3. is of order two. A character is real if it assumes only real values. A nice example of a real character is the Kronecker symbol. The proof for this can be found in [30].

The previous notation of an induced modulus translates as follows: Let $\chi(\bmod q)$ be a character and $d$ any positive divisor of $q$. The number $d$ is called an induced modulus for $\chi$ if $\chi(a)=1$ whenever $(a, q)=1$ and $a \equiv 1(\bmod d)$. The smallest induced modulus $d$ for $\chi$ is called the conductor of $\chi$. The character is primitive if its conductor is $q$. An example of a primitive character modulo an odd prime is the Legendre symbol, which is also called the quadratic character. Now we study the concept of induced modulus a little closer.

Lemma 2.4. Let $\chi(\bmod q)$ be a character and assume that $d \mid q$. Then $d$ is an induced modulus for $\chi$ if and only if

$$
\chi(a)=\chi(b), \text { whenever }(a, q)=(b, q)=1 \text { and } a \equiv b(\bmod d) .
$$

Proof. "If"-part follows by choosing $b=1$ and using the definition of induced modulus. To prove the "only if"-part we choose $a$ and $b$ such that $(a, q)=(b, q)=1$ and $a \equiv b$ $(\bmod d)$. By the choice of $a$ there exists a reciprocal of $a$, denoted $a^{\prime}$, such that $a a^{\prime} \equiv 1$
$(\bmod q)$. Since $d$ divides $q$ we have $a a^{\prime} \equiv 1(\bmod d)$. Since $d$ is an induced modulus we have $\chi\left(a a^{\prime}\right)=1$. On the other hand, $a \equiv b(\bmod d)$ gives that $a a^{\prime} \equiv b a^{\prime} \equiv 1(\bmod d)$ meaning that $\chi\left(a a^{\prime}\right)=\chi\left(b a^{\prime}\right)$. Thus we have

$$
\chi(a) \chi\left(a^{\prime}\right)=\chi(b) \chi\left(a^{\prime}\right)
$$

Since $\chi\left(a^{\prime}\right) \neq 0$ we get the claim.
The following theorem gives a useful characterization for induced modulus:
Theorem 2.5. Let $\chi(\bmod q)$ be a character and assume that $d \mid q$. Then the following statements are equivalent:

1. Number $d$ is an induced modulus for $\chi$.
2. There is a character $\psi(\bmod d)$ such that $\chi(n)=\psi(n) \chi_{0}(n)$ for all $n$, where $\chi_{0}$ is the principal character modulo $q$.

Proof. Assume that 2. is true. Choose a natural number $n$ such that $(n, q)=1$ and $n \equiv 1(\bmod d)$. Then $\chi_{0}(n)=\psi(n)=1$ as $\psi(1)=1$. Thus $\chi(n)=1$ and hence $d$ is an induced modulus. So 1. follows.
Assume that 1 . is true. We define the character $\psi$ as follows: if $(n, d)>1$, set $\psi(n)=$ 0 . If $(n, d)=1$ then, by Dirichlet's Theorem on primes in arithmetic progressions (see Theorem 2.14. below), there exists an integer $m$ such that $m \equiv n(\bmod d)$ and $(m, q)=1$. This $m$ is unique modulo $d$ and we can define $\psi(n)=\chi(m)$. Next we notice that $\psi$ is a well-defined character modulo $d$. All the properties of Definition 2.2 are straightforwardly verified by using Lemma 2.4. Now we check that the equation $\chi(n)=\psi(n) \chi_{0}(n)$ holds for all $n$.

If $(n, q)=1$, then $(n, d)=1$ so $\psi(n)=\chi(m)$ for some $m \equiv n(\bmod d)$. Hence, by Lemma 2.4,

$$
\begin{equation*}
\chi(n)=\chi(m)=\psi(n)=\psi(n) \chi_{0}(n) \tag{2}
\end{equation*}
$$

since $\chi_{0}(n)=1$. When $(n, q)>1$, we have $\chi(n)=\chi_{0}(n)=0$ and the equation (2) still holds. This finishes the proof.

As a consequence (for the detailed argument see [1], Theorem 8.18) we get that every character $\chi(\bmod q)$ can be expressed as a product

$$
\chi(n)=\psi(n) \chi_{0}(n) \text { for all } n,
$$

where $\chi_{0}$ is the principal character modulo $q$ and $\psi$ is a primitive character modulo the conductor of $\chi$.

Characters also possess the following four identities, which are known as the orthogonality relations:

$$
\begin{gathered}
\frac{1}{\varphi(q)} \sum_{a=1}^{q} \chi(a)= \begin{cases}1 & \text { if } \chi=\chi_{0}(\bmod q) \\
0 & \text { otherwise }\end{cases} \\
\frac{1}{\varphi(q)} \sum_{\chi(\bmod q)} \chi(a)= \begin{cases}1 & \text { if } a \equiv 1(\bmod q) \\
0 & \text { otherwise }\end{cases} \\
\frac{1}{\varphi(q)} \sum_{a=1}^{q} \chi(a) \bar{\psi}(a)= \begin{cases}1 & \text { if } \chi=\psi \\
0 & \text { otherwise }\end{cases}
\end{gathered}
$$

and

$$
\frac{1}{\varphi(q)} \sum_{\chi(\bmod q)} \chi(a) \bar{\chi}(b)= \begin{cases}1 & \text { if } a \equiv b(\bmod q) \text { and }(a, q)=1  \tag{3}\\ 0 & \text { otherwise }\end{cases}
$$

The proofs for all of these are straightforward manipulations. For the details, see [75].

### 2.3 Dirichlet $L$-series

$L$-functions associated to characters are closely connected to the theory of character sums. Here we recall few facts about them. We start by defining the $L$-function:

Definition 2.6. Let $\chi$ be any Dirichlet character. For any $s \in \mathbb{C}$ with $\Re s>1$, the Dirichlet $L$-series associated to $\chi$ is

$$
L(s, \chi):=\sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}}
$$

This can be extended to a meromorphic function on the whole complex plane by analytic continuation. In this case $L(s, \chi)$ is called a Dirichlet L-function. A basic fact concerning $L(s, \chi)$ is that it can be written as an Euler product

$$
L(s, \chi)=\prod_{p} \frac{1}{1-\chi(p) p^{-s}}
$$

When dealing with character sums, we will notice that several estimates can be made much sharper by assuming the Generalised Riemann hypothesis (The GRH). The classical Riemann hypothesis (The RH) claims that all the non-trivial zeroes of the Riemann zeta-function lie on the critical line $\left\{\sigma=\frac{1}{2}\right\}$. The GRH states the following:

Hypothesis 2.7. (The GRH) Let $\chi$ be a Dirichlet character. Consider the $L$-series $L(s, \chi)$ for $\Re s>1$ and extend it to a meromorphic function to the whole complex plane. Assume that $L(\chi, s)=0$ with $0<\sigma<1$. Then $\sigma=\frac{1}{2}$.

Note that this is more general than the RH, which is just a special case where $\chi$ is the trivial character.

How sums of characters are related to $L$-functions is seen in the following calculation. Recall that the character sum up to $t \in \mathbb{R}$ is defined as

$$
\mathcal{S}_{\chi}(t)=\sum_{n \leq t} \chi(n)
$$

Note that if $s>1$, partial summation (Theorem 2.10.) gives

$$
\begin{aligned}
L(s, \chi) & =\sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}} \\
& =\int_{1^{-}}^{\infty} \frac{1}{t^{s}} d S_{\chi}(t) \\
& =\int_{1-}^{\infty} \frac{S_{\chi}(t)}{t^{s}}+s \int_{1}^{\infty} \frac{S_{\chi}(t)}{t^{s+1}} d t \\
& =s \int_{1}^{\infty} \frac{S_{\chi}(t)}{t^{s+1}} d t .
\end{aligned}
$$

Later we obtain a version of Pólya's quantitative Fourier expansion containing an $L$ function and we use this to derive a bound for $\mathcal{S}_{\chi}(t)$ under the GRH.

In his original work [17], Dirichlet proved the deep fact that the value $L(1, \chi)$ is non-zero. This plays a central part in the proof of Dirichlet's Theorem on primes in arithmetic progressions. However, we do not need this result in this thesis. For this reason we leave it to the reader to check the proof from the reference mentioned above.

Finally we mention the celebrated result of J.E. Littlewood from 1918 that gives a good estimate for an $L$-function at argument one under the assumption of the GRH. This theorem will be used in Subsection 6.1 to give an improvement of the Pólya-Vinogradov inequality under the GRH. For the proof see the original article [55].

Theorem 2.8. (Littlewood bound) Let $\chi(\bmod q)$ be a character and assume that the GRH holds. Then

$$
L(1, \chi) \ll \log \log q
$$

Apart from the exact value of the constant, this is the best possible result since S.D. Chowla [12] showed in 1947 that there exist arbitrarily large numbers $q$ and characters $\chi(\bmod q)$ for which $L(1, \chi) \gg \log \log q$.

### 2.4 Pólya's Fourier Expansion

Now we obtain a Fourier expansion for a primitive character modulo $q$ as Pólya did in [63]. But let us first introduce the useful concept of a Gauss sum.

The Gauss sum associated to a character $\chi(\bmod q)$ is defined as

$$
\tau(\chi):=\sum_{a=1}^{q} \chi(a) e\left(\frac{a}{q}\right) .
$$

Let us remark that Gauss sum enjoys a nice property that it can be written as

$$
\tau(\psi)= \begin{cases}\psi^{\prime}\left(\frac{q}{q^{\prime}}\right) \mu\left(\frac{q}{q^{\prime}}\right) \tau\left(\psi^{\prime}\right) & \text { if }\left(\frac{q}{q^{\prime}}, q^{\prime}\right)=1  \tag{4}\\ 0 & \text { otherwise }\end{cases}
$$

where $\psi^{\prime}\left(\bmod q^{\prime}\right)$ is a character inducing $\psi(\bmod q)$. This is proved in [14], p.67.
Let $\chi(\bmod q)$ be primitive for a while. For every $n$ such that $(n, q)=1$, let $\bar{n}$ be the multiplicative inverse of $n$ modulo $q$ i.e., integer $\bar{n}$ is chosen so that $n \bar{n} \equiv 1(\bmod$ $q)$. Then we have

$$
\begin{equation*}
\chi(n) \tau(\bar{\chi})=\chi(n) \sum_{m=1}^{q} \bar{\chi}(m) e\left(\frac{m}{q}\right)=\sum_{m=1}^{q} \bar{\chi}(\bar{n} m) e\left(\frac{m}{q}\right)=\sum_{h=1}^{q} \bar{\chi}(h) e\left(\frac{h n}{q}\right) . \tag{5}
\end{equation*}
$$

Dividing by $\tau(\bar{\chi})$ we get that

$$
\begin{equation*}
\chi(n)=\frac{1}{\tau(\bar{\chi})} \sum_{h=1}^{q} \bar{\chi}(h) e\left(\frac{h n}{q}\right) \tag{6}
\end{equation*}
$$

Division by $\tau(\bar{\chi})$ is justified since for primitive $\chi(\bmod q)$, we have $|\tau(\chi)|=\sqrt{q}$. This follows from a simple calculation: at first we note that identity (5) implies that

$$
|\chi(n)|^{2}|\tau(\bar{\chi})|^{2}=\sum_{h=1}^{q} \sum_{h^{\prime}=1}^{q} \bar{\chi}(h) \chi\left(h^{\prime}\right) e\left(\frac{n\left(h-h^{\prime}\right)}{q}\right) .
$$

Now summing over $n=1, \ldots, q$, using the fact that the sum of $|\chi(n)|^{2}$ over these numbers is $\varphi(q)$, and that the sum of the exponentials is 0 unless $h \equiv h^{\prime}(\bmod q)$, we get

$$
\varphi(q)|\tau(\bar{\chi})|^{2}=q \sum_{h=1}^{q} \bar{\chi}(h) \chi(h)=q \varphi(q),
$$

which is what we wanted.
Let us then show that equation (6) holds also when $d:=(n, q)>1$. In this case $\chi(n)=0$ and thus we need to prove that

$$
\sum_{h=1}^{q} \bar{\chi}(h) e\left(\frac{h n}{q}\right)=0 .
$$

Set $q=q^{\prime} d$. Let us consider the numbers $h=q^{\prime} \cdot a+b$, where $a=0,1, \ldots, d-1$ and $b=0,1, \ldots, q^{\prime}-1$. When $a$ and $b$ run over all possible combinations, $h$ runs over the set $\{0,1 \ldots, q-1\}$. Hence

$$
\begin{aligned}
\sum_{h=1}^{q} \bar{\chi}(h) e\left(\frac{h n}{q}\right) & =\sum_{b=0}^{q^{\prime}-1} \sum_{a=0}^{d-1} \bar{\chi}\left(q^{\prime} a+b\right) e\left(\frac{\left(q^{\prime} a+b\right) n}{q}\right) \\
& =\sum_{b=0}^{q^{\prime}-1} e\left(\frac{b n}{q}\right) \sum_{a=0}^{d-1} \bar{\chi}\left(q^{\prime} a+b\right),
\end{aligned}
$$

which holds since $\frac{q^{\prime} a n}{q}$ is an integer.
We are done if we show that for fixed $q^{\prime}$ the identity

$$
\begin{equation*}
\sum_{a=0}^{d-1} \bar{\chi}\left(q^{\prime} a+b\right)=0 \tag{7}
\end{equation*}
$$

holds for any integer $b$. Considering the left-hand side of (7) as a function of $b$ we see that it is $q^{\prime}$-periodic. This is seen as follows. When $b$ is replaced with $b+q^{\prime}$, then the situation is the same as the range of $a$ changes from $0 \leq a \leq d-1$ to $1 \leq a \leq d$. But this does not change anything, since $\bar{\chi}(b)=\bar{\chi}\left(q^{\prime} d+b\right)$. Now, we choose a number $c$ such that $(c, q)=1$ and $c \equiv 1\left(\bmod q^{\prime}\right)$. Then, by using the $q^{\prime}$-periodicity,

$$
\begin{equation*}
\bar{\chi}(c) \sum_{a=0}^{d-1} \bar{\chi}\left(q^{\prime} a+b\right)=\sum_{a=0}^{d-1} \bar{\chi}\left(c q^{\prime} a+c b\right)=\sum_{a=0}^{d-1} \bar{\chi}\left(a q^{\prime}+c b\right)=\sum_{a=0}^{d-1} \bar{\chi}\left(q^{\prime} a+b\right) . \tag{8}
\end{equation*}
$$

In Chapter 5 of $[14]$ it is proved that for a primitive $\chi(\bmod q)$, the function $\chi(n)$ is not $q^{\prime}$-periodic for any proper divisor $q^{\prime}$ of $q$ whenever $(n, q)>1$. This implies that there exists integers $c_{1}$ and $c_{2}$ such that $\left(c_{1}, q\right)=\left(c_{2}, q\right)=1, c_{1} \equiv c_{2}\left(\bmod q^{\prime}\right)$ and $\chi\left(c_{1}\right) \neq \chi\left(c_{2}\right)$. Hence there exists an integer $c \equiv c_{1} c_{2}^{-1}\left(\bmod q^{\prime}\right)$ such that $\bar{\chi}(c) \neq 1$ and that has properties $c \equiv 1\left(\bmod q^{\prime}\right),(c, q)=1$. Also, clearly $\bar{\chi}(c) \neq 0$. Choosing this $c$ in the equation (8) gives the identity (7).

This shows that the equation (6) is also valid when $(n, q)>1$. Equation (6) is known as a finite Fourier expansion of the character $\chi$.

Let us then proceed to obtaining the quantitative Fourier Expansion for $\mathcal{S}_{\chi}(t)$. Let $t$ be an integer such that $1 \leq t \leq q-1$. Write

$$
\frac{1}{2} \chi(1)+\chi(2)+\cdots+\chi(t-1)+\frac{1}{2} \chi(t)=\sum_{j=1}^{q} \Phi\left(\frac{2 \pi j}{q}\right) \chi(j)
$$

where the function $\Phi:[0,2 \pi] \rightarrow \mathbb{R}$ is defined as

$$
\Phi(x)= \begin{cases}1 & \text { if } \frac{2 \pi}{q}<x<\frac{2 \pi t}{q} \\ \frac{1}{2} & \text { if } x=\frac{2 \pi}{q}, x=\frac{2 \pi t}{q} \\ 0 & \text { if } 0 \leq x<\frac{2 \pi}{q}, \frac{2 \pi t}{q}<x \leq 2 \pi\end{cases}
$$



Figure 2. Graph of the function $\Phi(x)$.
Since $\Phi$ can be extended to a $2 \pi$-periodic function to the whole real line by using periodicity, it can be represented as a Fourier series

$$
a_{0}+\sum_{m=1}^{\infty}\left(a_{m} \cos m x+b_{m} \sin m x\right)
$$

A straightforward calculation shows that the Fourier coefficients are

$$
a_{0}=\frac{t-1}{q}, \quad a_{m}=\frac{\sin \frac{2 \pi m t}{q}-\sin \frac{2 \pi m}{q}}{\pi m} \text { for } m \geq 1
$$

and

$$
b_{m}=-\frac{\cos \frac{2 \pi m t}{q}-\cos \frac{2 \pi m}{q}}{\pi m} \text { for all } m \in \mathbb{N} .
$$

Therefore, using the formulas

$$
\sin \theta \cos \phi=\frac{\sin (\theta+\phi)+\sin (\theta-\phi)}{2}
$$

and $\sin (-\theta)=-\sin \theta$, we may write $\Phi$ as a Fourier series

$$
\begin{align*}
\Phi(x) & =\frac{t-1}{q}+\sum_{m=1}^{\infty}\left(\frac{\sin \frac{2 \pi m t}{q}-\sin \frac{2 \pi m}{q}}{\pi m} \cos m x-\frac{\cos \frac{2 \pi m t}{q}-\cos \frac{2 \pi m}{q}}{\pi m} \sin m x\right) \\
& =\frac{t-1}{q}+\sum_{m=1}^{\infty} \frac{1}{\pi m}\left(\sin \left(m \cdot\left(x-\frac{2 \pi}{q}\right)\right)-\sin \left(m \cdot\left(x-\frac{2 \pi t}{q}\right)\right)\right) \\
& =\frac{t-1}{q}+\frac{1}{\pi} T\left(x-\frac{2 \pi}{q}\right)-\frac{1}{\pi} T\left(x-\frac{2 \pi t}{q}\right), \tag{9}
\end{align*}
$$

where

$$
T(y)=\sum_{n=1}^{\infty} \frac{\sin n y}{n}
$$

Notice that for a fixed $k \in \mathbb{N}$ we can write the partial $\operatorname{sum} T_{k}(y)$ as

$$
\begin{aligned}
T_{k}(y):=\sum_{n=1}^{k} \frac{\sin n y}{n} & =-\int_{y}^{\pi}\left(\sum_{n=1}^{k} \cos n s\right) d s \\
& =\frac{\pi-y}{2}-\frac{1}{2} \Re \int_{y}^{\pi}\left(\sum_{n=-k}^{k} e^{i n s}\right) d s \\
& =\frac{\pi-y}{2}-\frac{1}{2} \Re \int_{y}^{\pi}\left(\frac{e^{-i \frac{s}{2}}}{e^{-i \frac{s}{2}}} \cdot \frac{e^{-i k s}\left(e^{(2 k+1) i s}-1\right)}{e^{i s}-1}\right) d s \\
& =\frac{\pi-y}{2}-\int_{y}^{\pi} \frac{\sin \frac{2 k+1}{2} s}{2 \sin \frac{s}{2}} d s
\end{aligned}
$$

when $y \in] 0, \pi]$. Applying the Second Mean Value Theorem for Integration we find $\xi \in[y, \pi]$ so that

$$
\begin{aligned}
\left|\int_{y}^{\pi} \frac{\sin \frac{2 k+1}{2} s}{2 \sin \frac{s}{2}} d s\right| & =\left|\frac{1}{2 \sin \frac{y}{2}} \int_{y}^{\xi} \sin \frac{2 k+1}{2} s d s+\frac{1}{2 \sin \frac{\pi}{2}} \int_{\xi}^{\pi} \sin \frac{2 k+1}{2} s d s\right| \\
& =\left|\frac{1}{2 \sin \frac{y}{2}}\left(/_{y}^{\xi} \frac{2 \cos \left(\left(k+\frac{1}{2}\right) s\right)}{2 k+1}+/_{\xi}^{\pi} \frac{2 \cos \left(\left(k+\frac{1}{2}\right) s\right)}{2 k+1}\right)\right| \\
& \leq \frac{4}{2 k+1} \cdot \frac{1}{2 \sin \frac{y}{2}} \\
& =\frac{4}{(2 k+1) y} \cdot \frac{y}{2 \sin \frac{y}{2}} \\
& <\frac{\pi}{k y} .
\end{aligned}
$$

In the last estimate we used the well-known inequality $\sin w \geq \frac{2 w}{\pi}$, which holds for $w \in\left[0, \frac{\pi}{2}\right]$.

Let us denote

$$
R_{k}(y)=\sum_{m=1}^{\infty} \frac{\sin ((k+m) y)}{k+m}
$$

In this notation $T(y)=T_{k}(y)+R_{k}(y)$ for every $k \in \mathbb{N}$. The above calculation shows that, for a fixed $k \in \mathbb{N},\left|R_{k}(y)\right|<\frac{\pi}{k y}$ for all $0<y \leq \pi$. Furthermore, we have $R_{k}(0)=R_{k}(\pi)=0$ and $R_{k}(2 \pi-y)=-R_{k}(y)$. From these properties it follows that

$$
\begin{equation*}
\sum_{n=1}^{q}\left|R_{k}\left(\frac{2 \pi n}{q}\right)\right|=2 \sum_{1 \leq n<\frac{q}{2}}\left|R_{k}\left(\frac{2 \pi n}{q}\right)\right|<2 \sum_{1 \leq n<\frac{q}{2}} \frac{\pi}{k} \cdot \frac{q}{2 \pi n}<\frac{q \log q}{k} \tag{10}
\end{equation*}
$$

for every $q \geq 3$. From (6) we deduce that if $\chi(-1)=1$,

$$
\begin{aligned}
\sum_{j=1}^{q} \chi(j)\left(\cos \frac{2 \pi m j}{q}+i \sin \frac{2 \pi m j}{q}\right) & =\bar{\chi}(m) \tau(\chi) \\
& =\bar{\chi}(-m) \tau(\chi)=\sum_{j=1}^{q} \chi(j)\left(\cos \frac{2 \pi m j}{q}-i \sin \frac{2 \pi m j}{q}\right)
\end{aligned}
$$

SO

$$
\begin{aligned}
\sum_{j=1}^{q} \chi(j) \sin \frac{2 \pi m j}{q}=0 \quad \text { and } \quad \sum_{j=1}^{q} \chi(j) \cos \frac{2 \pi m j}{q} & =\bar{\chi}(m) \tau(\chi)-\sum_{j=1}^{q} \chi(j) \sin \frac{2 \pi m j}{q} \\
& =\bar{\chi}(m) \tau(\chi)
\end{aligned}
$$

Similarly, if $\chi(-1)=-1$,

$$
\begin{aligned}
\sum_{j=1}^{q} \chi(j)\left(\cos \frac{2 \pi m j}{q}+i \sin \frac{2 \pi m j}{q}\right) & =\bar{\chi}(m) \tau(\chi) \\
& =-\bar{\chi}(-m) \tau(\chi) \\
& =\sum_{j=1}^{q} \chi(j)\left(-\cos \frac{2 \pi m j}{q}+i \sin \frac{2 \pi m j}{q}\right)
\end{aligned}
$$

SO

$$
\begin{aligned}
\sum_{j=1}^{q} \chi(j) \cos \frac{2 \pi m j}{q}=0 \quad \text { and } \quad \sum_{j=1}^{q} \chi(j) \sin \frac{2 \pi m j}{q} & =\frac{1}{i}\left(\bar{\chi}(m) \tau(\chi)-\sum_{j=1}^{q} \chi(j) \cos \frac{2 \pi m j}{q}\right) \\
& =\frac{\bar{\chi}(m) \tau(\chi)}{i}
\end{aligned}
$$

Using these identities we get

$$
\begin{aligned}
& \frac{1}{2} \chi(1)+\chi(2)+\ldots+\chi(t-1)+\frac{1}{2} \chi(t) \\
= & \sum_{j=1}^{q}\left(a_{0}+\left(\sum_{m=1}^{\infty} a_{m} \cos \frac{2 \pi m j}{q}+b_{m} \sin \frac{2 \pi m j}{q}\right)\right) \chi(j) \\
= & a_{0} \underbrace{\sum_{j=1}^{q} \chi(j)}_{=0}+\sum_{m=1}^{\infty}\left(\sum_{j=1}^{q}\left(a_{m} \cos \frac{2 \pi m j}{q}+b_{m} \sin \frac{2 \pi m j}{q}\right) \chi(j)\right) \\
= & \begin{cases}\tau(\chi) \sum_{m=1}^{\infty} a_{m} \bar{\chi}(m) & \text { if } \chi(-1)=1 \\
\frac{\tau(\chi)}{i} \sum_{m=1}^{\infty} b_{m} \bar{\chi}(m) & \text { if } \chi(-1)=-1\end{cases}
\end{aligned}
$$

Combining this with (9) we deduce immediately that for every fixed $k \in \mathbb{N}$, the representation

$$
\begin{align*}
\mathcal{S}_{\chi}(t) & =\frac{1}{2}(\chi(1)+\chi(t))+\sum_{j=1}^{q}\left(a_{0}+\frac{1}{\pi}\left(T\left(\frac{2 \pi(j-1)}{q}\right)-T\left(\frac{2 \pi(j-t)}{q}\right)\right)\right) \chi(j) \\
& =\frac{1}{2}(\chi(1)+\chi(t))+\sum_{m=1}^{k}\left(\sum_{j=1}^{q}\left(a_{m} \cos \frac{2 \pi m j}{q}+b_{m} \sin \frac{2 \pi m j}{q}\right) \chi(j)\right) \\
& +\frac{1}{\pi} \sum_{j=1}^{q}\left(R_{k}\left(\frac{2 \pi(j-1)}{q}\right)-R_{k}\left(\frac{2 \pi(j-t)}{q}\right)\right) \chi(j) \\
& =\frac{1}{2}(\chi(1)+\chi(t))+\tau(\chi) \sum_{m=1}^{k} \ell_{m} \bar{\chi}(m) \\
& +\frac{1}{\pi} \sum_{j=1}^{q}\left(R_{k}\left(\frac{2 \pi(j-1)}{q}\right)-R_{k}\left(\frac{2 \pi(j-t)}{q}\right)\right) \chi(j) \tag{11}
\end{align*}
$$

where

$$
\ell_{m}= \begin{cases}a_{m} & \text { if } \chi(-1)=1 \\ -i b_{m} & \text { if } \chi(-1)=-1\end{cases}
$$

holds. The first term is $\ll 1$ and the last term is $\ll \frac{q \log q}{k}$ for every natural number $k$ because of (10).

If $\chi(-1)=1$, then $\bar{\chi}(-m)=\chi(-1) \bar{\chi}(m)=\bar{\chi}(m)$ and we can calculate
$\mathcal{S}_{\chi}(t)=\frac{\tau(\chi)}{2 \pi i} \sum_{m=1}^{k} \frac{2 \pi i}{\pi m}\left(\frac{e\left(\frac{m t}{q}\right)-e\left(-\frac{m t}{q}\right)-e\left(\frac{m}{q}\right)+e\left(-\frac{m}{q}\right)}{2 i}\right) \bar{\chi}(m)+\mathcal{O}\left(1+\frac{q \log q}{k}\right)$
The contribution coming from the terms $e\left( \pm \frac{m}{q}\right)$ can be included in the error term. The proof is omitted, since the author could not verify it. Apparently this is implicitly contained in [63]. On the page 12 in his PhD-Thesis, Goldmakher claims that this is done in [58]. However, the author did not find it there. So, we will take the above fact concerning the terms $e\left( \pm \frac{m}{q}\right)$ for granted. Many researchers state (see [26], [44] and [56] for instance) that Polyá derived the quantitative Fourier expansion (13) in [63], although only the expansion (12) is obtained there.

Moving back to the proof, we can continue our calculation from (12):

$$
\begin{aligned}
\left|\mathcal{S}_{\chi}(t)\right| & =\frac{\tau(\chi)}{2 \pi i} \sum_{m=1}^{k} \frac{\bar{\chi}(m)}{m}\left(\left(1-e\left(-\frac{m t}{q}\right)\right)-\left(1-e\left(\frac{m t}{q}\right)\right)\right)+\mathcal{O}\left(\frac{q \log q}{k}\right) \\
& =\frac{\tau(\chi)}{2 \pi i} \sum_{1 \leq|m| \leq k} \frac{\bar{\chi}(m)}{m}\left(1-e\left(-\frac{m t}{q}\right)\right)+\mathcal{O}\left(1+\frac{q \log q}{k}\right) .
\end{aligned}
$$

Similarly, if $\chi(-1)=-1$ we get

$$
\begin{aligned}
\mathcal{S}_{\chi}(t) & =\frac{\tau(\chi)}{2 \pi i} \sum_{m=1}^{k} \frac{2 \pi i^{2}}{\pi m}\left(\frac{e\left(\frac{m t}{q}\right)+e\left(-\frac{m t}{q}\right)-e\left(\frac{m}{q}\right)-e\left(-\frac{m}{q}\right)}{2}\right) \bar{\chi}(m)+\mathcal{O}\left(1+\frac{q \log q}{k}\right) \\
& =\frac{\tau(\chi)}{2 \pi i} \sum_{1 \leq|m| \leq k} \frac{\bar{\chi}(m)}{m}\left(1-e\left(-\frac{m t}{q}\right)\right)+\mathcal{O}\left(1+\frac{q \log q}{k}\right)
\end{aligned}
$$

So we have obtained the following result:
Theorem 2.9. Let $\chi(\bmod q)$ be a primitive character, $1 \leq t \leq q$ and $k$ be a natural number. Then

$$
\begin{equation*}
\mathcal{S}_{\chi}(t)=\frac{\tau(\chi)}{2 \pi i} \sum_{\substack{m \in \mathbb{Z} \\ 1 \leq|m| \leq k}} \frac{\bar{\chi}(m)}{m}\left(1-e\left(-\frac{m t}{q}\right)\right)+\mathcal{O}\left(1+\frac{q \log q}{k}\right) . \tag{13}
\end{equation*}
$$

This is known as Pólya's quantitative Fourier expansion.

### 2.5 Results from Analytic Number Theory

Next we present some important methods and results from analytic number theory. Although we expect the reader to have a strong knowledge of this field, we recall some theory that is considered vital for the most of the proofs in this thesis. Our first result is the partial summation formula which is one of the most fundamental tools in this field. The proof can be found in any book dealing with basic analytic number theory, e.g. [1].

Theorem 2.10. (Partial summation) Let $0 \leq \lambda_{1} \leq \lambda_{2} \leq \ldots$ be a divergent sequence of real numbers. Let $n$ be a natural number and $x>1$ a real number. Then for any continuous piecewise continuously differentiable function $f$, and a sequence of complex numbers $\left\{a_{n}\right\}_{n=1}^{\infty}$ one has

$$
\sum_{\lambda_{n} \leq x} a_{n} f\left(\lambda_{n}\right)=A(x) f(x)-\int_{\lambda_{1}}^{x} A(u) f^{\prime}(u) d u
$$

where $A(x):=\sum_{\lambda_{n} \leq x} a_{n}$.
The next theorem is very well-known:
Theorem 2.11. (The Prime Number Theorem) Let $\pi(x)$ be the number of primes $p$ which are less or equal to $x$. Then

$$
\lim _{x \rightarrow \infty} \frac{\pi(x)}{x / \log x}=1
$$

We postpone the proof of this till the end of Chapter 4. Next we will move to theorems concerning the distribution of primes in arithmetic progressions. For the proofs of these classical theorems, see [14, 40].

Theorem 2.12. (Brun-Titchmarsh) Let $\pi(x ; q, a)$ be the number of primes $p \equiv a$ $(\bmod q)$ with $p \leq x$. Then we have

$$
\pi(x ; q, a) \leq \frac{x}{\varphi(q) \log \sqrt{\frac{x}{q}}} \text { for all } q \leq x
$$

Besides that, we will use the corollary stating that the number of primes $\equiv a(\bmod q)$ lying on the interval $[x, x+y]$ is

$$
\pi(x+y ; q, a)-\pi(x ; q, a) \ll \frac{y}{\varphi(q) \log \sqrt{\frac{y}{q}}}
$$

when $q \leq y$
We will also need another similar theorem:
Theorem 2.13. (Siegel-Walfisz) Let us define

$$
\psi(x ; q, a):=\sum_{\substack{n \leq x \\ n \equiv a(\bmod q)}} \Lambda(n) .
$$

Then for any real number $N$ there exists a constant $C_{N}$ such that

$$
\psi(x ; q, a)=\frac{x}{\varphi(q)}+\mathcal{O}\left(x \exp \left(-C_{N}(\log x)^{\frac{1}{2}}\right)\right)
$$

when $(a, q)=1$ and $q \leq(\log x)^{N}$.
We remark that sometimes this theorem is used in the weaker form (see e.g. [49])

$$
\psi(x ; q, a)=\frac{x}{\varphi(x)}+\mathcal{O}\left(x(\log x)^{-A}\right)
$$

which holds for any $q \geq 1,(a, q)=1, x \geq 2$ and $A \geq 0$.
We will also need a consequence stating that for fixed $\varepsilon>0$ and $A>0$, and for all $x \geq \exp \left(m^{\varepsilon}\right)$, we have

$$
\begin{equation*}
\theta(x ; m, a):=\sum_{\substack{p \leq x \\ p \equiv a(\bmod m)}} \log p=\frac{x}{\varphi(m)}\left(1+\mathcal{O}\left(\frac{1}{(\log x)^{A}}\right)\right) \tag{14}
\end{equation*}
$$

This is stated in [32].
Another consequence which we will use is an analogue of Mertens' Theorem for primes in arithmetic progressions:

$$
\begin{equation*}
\sum_{\substack{m \leq p \leq x \\ p \equiv a(\bmod m)}} \frac{1}{p}=(1+o(1)) \cdot \frac{1}{\varphi(m)} \log \log x . \tag{15}
\end{equation*}
$$

This is proved in [45].
For the sake of completeness we state Dirichlet's Theorem whose proof first introduced characters in 1837.

Theorem 2.14. (Dirichlet) Let $a$ and $d$ be positive integers such that $(a, d)=1$. Then the arithmetic progression $\{a n+d\}_{n=1}^{\infty}$ contains infinitely many prime numbers.

Dirichlet's original proof can be found in [17]. There are also other proofs, an elementary one by Selberg [70], and one by Serre [71] which uses density arguments.

Next we state couple of estimates which are useful in the final chapter:
Lemma 2.15. Let $n$ be a natural number. Then

$$
\begin{gather*}
\frac{n}{\varphi(n)} \ll \log \log n  \tag{16}\\
\log d(n) \tag{17}
\end{gather*}<\frac{\log n}{\log \log n}, ~
$$

and

$$
\begin{equation*}
\prod_{p \mid n}\left(\frac{p+1}{p-1}\right) \ll(\log \log (n+2))^{2} \tag{18}
\end{equation*}
$$

Proof. The first one is Theorem 16 in [65] and the second one is exercise 1.3.3. in [60]. The last estimate is Satz I.5.1 in [64].

Finally we present the result due to Mertens, which is often used in this thesis. The proof is short, so we will include it. We refer to this Lemma as Mertens' Theorem.

Lemma 2.16. (Mertens) There exists a constant $c>0$ such that

$$
\sum_{p \leq x} \frac{1}{p}=\log \log x+c+\mathcal{O}\left(\frac{1}{\log x}\right)
$$

Proof. Write

$$
R(x):=\sum_{p \leq x} \frac{\log p}{p}-\log x
$$

It is a well-known consequence of partial summation that $R(x) \ll 1$ (see Theorem 4.10 in [1]). Then note that the partial summation gives

$$
\begin{aligned}
\sum_{p \leq x} \frac{1}{p} & =\frac{1}{\log x} \sum_{p \leq x} \frac{\log p}{p}+\int_{2}^{x} \frac{1}{t \log ^{2} t} \sum_{p \leq t} \frac{\log p}{p} \mathrm{dt} \\
& =\int_{2}^{x} \frac{d t}{t \log t}+\frac{R(x)}{\log x}+\int_{2}^{x} \frac{R(t)}{t \log ^{2} t} d t \\
& =\log \log x-\log \log 2+\mathcal{O}\left(\frac{1}{\log x}\right)+\int_{2}^{x} \frac{R(t)}{t \log ^{2} t} d t \\
& =\log \log x+\left(\int_{2}^{\infty} \frac{R(t)}{t \log ^{2} t} d t-\log \log 2\right)+\mathcal{O}\left(\frac{1}{\log x}\right)
\end{aligned}
$$

as desired.

## 3 Mean Values of Multiplicative Functions

The aim of this thesis is to use the so-called pretentious methods to bound the sizes of character sums. In the previous chapter we observed that characters are multiplicative functions whose modulus is at most one. Thus they belong to a class of multiplicative functions which take values in the unit disc $\mathbb{U}$. The goal of this chapter is to obtain some consequences of methods used to prove Halász's Theorem and some of its strengthenings. These consequences are vital ingredients for the proof of the Goldmakher-GranvilleSoundararajan estimate. We also briefly discuss methods which imply that it is possible to obtain a similar estimate when we set certain requirements for our multiplicative function. In subsection 3.1 we mainly follow Granville's exposition [21].

We begin by recalling what is the difference between a multiplicative function and a completely multiplicative function. An arithmetic function $f$ is multiplicative if $f(m n)=$ $f(m) f(n)$ when $(m, n)=1$. Function $f$ is completely multiplicative if the equation $f(m n)=f(m) f(n)$ holds for all pairs $(m, n)$ of natural numbers and $f(1)=1$.

### 3.1 Halász's Theorems

Let $f$ be a multiplicative function with values in the unit disc $\mathbb{U}$. Throughout this thesis we write

$$
\theta(f, x):=\prod_{p \leq x}\left(1+\frac{f(p)}{p}+\frac{f\left(p^{2}\right)}{p^{2}}+\ldots\right)\left(1-\frac{1}{p}\right)
$$

and

$$
M(f ; x, T):=\min _{|y| \leq T} \sum_{p \leq x} \frac{1-\Re\left(f(p) p^{-i y}\right)}{p} .
$$

In multiplicative number theory, we are often interested in mean values of multiplicative functions

$$
\begin{equation*}
\frac{1}{x} \sum_{n \leq x} f(n) . \tag{19}
\end{equation*}
$$

If $f$ is real-valued, it turns out that

$$
\frac{1}{x} \sum_{n \leq x} f(n) \rightarrow \theta(f, \infty) \text { as } x \rightarrow \infty
$$

This was proved in two parts. Wintner [82] proved this in the case $\theta(f, \infty) \neq 0$ in 1944. The harder case $\theta(f, \infty)=0$ was settled by Wirsing [83] in 1967. This verified an old conjecture by Erdös and Wintner [18] that every real-valued multiplicative function $f$ with $-1 \leq f(n) \leq 1$, for all $n$, has a mean value i.e. limit of (19) exists as $x \rightarrow \infty$. On the other hand, this no longer holds if $f$ is complex valued. Consider for example the function $f(n)=n^{i t}$ for real $t \neq 0$. The mean value does not exist, since by the standard integral comparison we find

$$
\frac{1}{x} \sum_{n \leq x} n^{i t} \sim \frac{x^{i t}}{1+i t}
$$

We are particularly interested in when the mean value (19) exists and is non-zero, as $x \rightarrow \infty$. First results concerning such situation are from the early 60 s when H. Delange $[15,16]$ showed that if (19) has a non-zero limit then the series

$$
\sum_{p} \frac{f(p)-1}{p}
$$

is convergent. Above we concluded that the mean-value does not exist for the function $f(n)=n^{i t}$. Example of a function that does have a non-zero mean value is the constant function $f(n)=1$. Apart from these, other examples of such functions are not easy to find. It turned out that no other such functions exist. This surprising result was proved by G. Halász in 1968:

Theorem 3.1. (Halász's First Theorem) Let $f$ be a multiplicative function with $|f(n)| \leq 1$.
(1) If

$$
\sum_{p} \frac{1-\Re\left(f(p) p^{-i t}\right)}{p}
$$

diverges for all $t \in \mathbb{R}$, then $\frac{1}{x} \sum_{n \leq x} f(n) \rightarrow 0$ as $x \rightarrow \infty$.
(2) If there exists a real number $t$ for which

$$
\sum_{p} \frac{1-\Re\left(f(p) p^{-i t}\right)}{p}
$$

converges, then

$$
\frac{1}{x} \sum_{n \leq x} f(n) \sim \frac{x^{i t}}{1+i t} \theta\left(f^{(t)}, x\right)
$$

where $f^{(t)}(n)=f(n) n^{-i t}$.
The proof of this is long and so we leave it out. The right method is to integrate along carefully chosen contours and estimate the integrals by the Cauchy-Schwarz inequality. For the details we refer to [37] and [38].

Halász also established how fast the mean value converges in the case (1) of Theorem 3.1. This is known as Halász's Second Theorem. The idea of the proof is a straight modification of the proof for his first Theorem; see [37] and [39].

Theorem 3.2. (Halász's Second Theorem) Let $f$ be a multiplicative function with $|f(n)| \leq 1$. Then

$$
\frac{1}{x} \sum_{n \leq x} f(n) \ll e^{-\frac{M(f, x, \log x)}{16}}
$$

By Halász's Second Theorem, we have an estimate for sums of multiplicative functions with values in the unit disc. This raises the question whether something stronger holds under tighter assumptions, i.e., when the values of the multiplicative function lie on a certain subset of the unit disc. In 1995 R.R. Hall [41] showed that a version of Halász's Second Theorem holds for multiplicative functions with values in the unit disc and values at prime arguments on a certain fixed subset of $\mathbb{U}$.

In other words, Hall's aim was to study the validity of the estimate

$$
\begin{equation*}
\sum_{n \leq x} f(n) \ll x \exp \left(-\kappa \sum_{p \leq x} \frac{1-\Re f(p)}{p}\right) \tag{20}
\end{equation*}
$$

under the conditions $f(p) \in \mathscr{D}$ for all primes $p$ where $\mathscr{D}$ is a subset of the unit disc and $\kappa$ is a real constant depending on $\mathscr{D}$. He proved that if $\mathscr{D}$ is a closed convex subset of
$\mathbb{U}$, with $1 \in \mathscr{D}$, then (20) holds. For $\alpha \in[0,1]$ we define

$$
\hbar(\alpha):=\frac{1}{2 \pi} \int_{0}^{2 \pi} \max _{\delta \in \mathscr{D}} \Re\left((1-\delta)\left(\alpha-e^{-i \theta}\right)\right) d \theta
$$

The constant $\kappa=\kappa(\mathscr{D})$ is chosen to be the largest $\alpha \in[0,1]$ such that $\hbar(\alpha) \geq 1$ (this exists since $\hbar(0) \leq 1)$. More on this matter can be found from the reference mentioned above [41] and from Tenenbaum's book [76]. Related to this, it should also be mentioned that the spectrum of mean values of functions $f \in \mathcal{F}$ is studied in [28].

By modifying Halász's method to prove Theorem 3.2. Montgomery [59] proved a refinement for his result. Recently Granville and Soundararajan [24] improved Montgomery's result to

Theorem 3.3. Let $f \in \mathcal{F}, x \geq 3, T \geq 1$ and $M=M(f ; x, T)$. If $f$ is completely multiplicative, then

$$
\frac{1}{x}\left|\sum_{n \leq x} f(n)\right| \leq\left(M+\frac{12}{7}\right) e^{\gamma-M}+\mathcal{O}\left(\frac{1}{T}+\frac{\log \log x}{\log x}\right)
$$

If $f$ is multiplicative, then

$$
\frac{1}{x}\left|\sum_{n \leq x} f(n)\right| \leq \prod_{p}\left(1+\frac{2}{p(p-1)}\right)\left(M+\frac{4}{7}\right) e^{\gamma-M}+\mathcal{O}\left(\frac{1}{T}+\frac{\log \log x}{\log x}\right)
$$

where $\gamma$ is the Euler-Mascheroni constant.
In [76] Tenenbaum slightly refined Montgomery's method and obtained the following corollary, which is known as the Halász-Montgomery-Tenenbaum Theorem:

Theorem 3.4. Let $f \in \mathcal{F}, x \geq 3, T \geq 1$ and $M(f ; x, T)$ be as before. Then

$$
\frac{1}{x} \sum_{n \leq x} f(n) \ll(1+M(f ; x, T)) e^{-M(f ; x, T)}+\frac{1}{\sqrt{T}}
$$

With the methods Tenenbaum used, Goldmakher proved a slightly similar estimate for a different sum, which enabled him to refine methods presented in article [26] to obtain an improvement of the Pólya-Vinogradov inequality for characters of an odd order. This result is obtained in the next subsection.

### 3.2 Halász-type Results

For a given $f \in \mathcal{F}$, let us denote

$$
F(s):=\sum_{n=1}^{\infty} \frac{f(n)}{n^{s}}
$$

which converges in the half plane $\Re s>1$. To prove the main results of this subsection, we need two lemmas. The proofs of these lemmas are long and complicated, for which reason they are omitted. The first lemma is taken from the article [57].

Lemma 3.5. For any $f \in \mathcal{F}$ and $x \geq 3$, we have

$$
\sum_{n \leq x} \frac{f(n)}{n} \ll \frac{1}{\log x} \int_{\frac{1}{\log x}}^{1} \frac{1}{\alpha} H(\alpha) d \alpha
$$

where

$$
H(\alpha):=\left(\sum_{k \in \mathbb{Z}} \max _{s \in \mathcal{B}_{k}(\alpha)}\left|\frac{F(s)}{s-1}\right|^{2}\right)^{\frac{1}{2}}
$$

and $\mathcal{B}_{k}(\alpha)$ is the rectangular region of the complex plane defined as

$$
\mathcal{B}_{k}(\alpha):=\left\{s \in \mathbb{C} \mid 1+\alpha \leq \sigma \leq 2 \text { and }|t-k| \leq \frac{1}{2}\right\}
$$

When estimating the quantity $F(s)$ we will use the following result due to Tenenbaum [76]:

Lemma 3.6. If $f \in \mathcal{F}$ and $x \geq 3$, we have

$$
F(1+\alpha+i t) \ll \begin{cases}(\log x) e^{-M(f ; x, T)} & \text { if }|t| \leq T \\ \frac{1}{\alpha} & \text { if }|t|>T\end{cases}
$$

uniformly for $\alpha \in\left[\frac{1}{\log x}, 1\right]$.
Now we are ready to obtain Goldmakher's Halász-type results. The following proofs are borrowed from [33].

Theorem 3.7. For $f \in \mathcal{F}, x \geq 2$ and $T \geq 1$ we have

$$
\sum_{n \leq x} \frac{f(n)}{n} \ll(\log x) e^{-M(f ; x, T)}+\frac{1}{\sqrt{T}}
$$

Proof. Let $s \in \mathcal{B}_{k}(\alpha)$. A simple use of the Pythagorean Theorem and an easy manipulation shows that $|s-1|^{2} \geq \alpha^{2}+\left(k-\frac{1}{2}\right)^{2} \geq \frac{1}{4}\left(\alpha^{2}+k^{2}\right)$ when $k>0$ and $|s-1|^{2} \geq$ $\alpha^{2}+\left(k+\frac{1}{2}\right)^{2} \geq \frac{1}{4}\left(\alpha^{2}+k^{2}\right)$ when $k<0$. Also, $|s-1|^{2} \geq \alpha^{2}$ for $k=0$ (see Figure 3).




Figure 3. Use of the Pythagorean Theorem in cases $k>0, k=0$ and $k<0$.
Therefore, by Lemma 3.6, we estimate

$$
\begin{aligned}
H(\alpha) & =\left(\sum_{k \in \mathbb{Z}} \max _{s \in \mathcal{B}_{k}(\alpha)}\left|\frac{F(s)}{s-1}\right|^{2}\right)^{\frac{1}{2}} \ll\left(\sum_{k \in \mathbb{Z}} \frac{1}{k^{2}+\alpha^{2}} \max _{s \in \mathcal{B}_{k}(\alpha)}|F(s)|^{2}\right)^{\frac{1}{2}} \\
& \ll(\log x) e^{-M(f ; x, T)}\left(\sum_{|k| \leq T-\frac{1}{2}} \frac{1}{k^{2}+\alpha^{2}}\right)^{\frac{1}{2}}+\frac{1}{\alpha}\left(\sum_{|k|>T-\frac{1}{2}} \frac{1}{k^{2}+\alpha^{2}}\right)^{\frac{1}{2}} \\
& \ll \frac{1}{\alpha}(\log x) e^{-M(f ; x, T)}+(\log x) e^{-M(f ; x, t)}\left(\sum_{k \leq T} \frac{1}{k^{2}}\right)^{\frac{1}{2}}+\frac{1}{\alpha}\left(\sum_{k>T-\frac{1}{2}} \frac{1}{k^{2}}\right)^{\frac{1}{2}} \\
& \ll \frac{1}{\alpha}(\log x) e^{-M(f ; x, T)}+\frac{1}{\alpha \sqrt{T}} .
\end{aligned}
$$

Plugging this estimate to the one in Lemma 3.5. yields

$$
\begin{aligned}
\sum_{n \leq x} \frac{f(n)}{n} & \ll \int_{\frac{1}{\log x}}^{1} \frac{1}{\alpha^{2}}\left(e^{-M(f ; x, t)}+\frac{1}{\log x \sqrt{T}}\right) d \alpha \\
& =\left(e^{-M(f ; x, t)}+\frac{1}{\log x \sqrt{T}}\right)(\log x-1) \\
& \ll(\log x) e^{-M(f ; x, T)}+\frac{1}{\sqrt{T}}
\end{aligned}
$$

as desired.
As an easy corollary we get a result we use in concrete estimates:
Corollary 3.8. For $f \in \mathcal{F}, x \geq 2, y \geq 2$ and $T \geq 1$,

$$
\sum_{\substack{n \leq x \\ n \in S(y)}} \frac{f(n)}{n} \ll(\log y) e^{-M(f ; y, T)}+\frac{1}{\sqrt{T}}
$$

Proof. If $x \leq y$, the condition $n \in S(y)$ is superfluous and so Theorem 3.7. gives the claim. Assume then that $y<x$ holds. Since $f \in \mathcal{F}$ we have also $f_{y} \in \mathcal{F}$. Thus by Theorem 3.7. we have

$$
\sum_{\substack{n \leq x \\ n \in S \\ n \in(y)}} \frac{f(n)}{n}=\sum_{n \leq x} \frac{f_{y}(n)}{n} \ll(\log x) e^{-M\left(f_{y} ; x, T\right)}+\frac{1}{\sqrt{T}} .
$$

By Mertens' Theorem we have

$$
\begin{aligned}
M\left(f_{y} ; x, T\right) & =\min _{|t| \leq T} \sum_{p \leq x} \frac{1-\Re f_{y}(p) p^{-i t}}{p}=\min _{|t| \leq T}\left(\sum_{p \leq y} \frac{1-\Re f(p) p^{-i t}}{p}+\sum_{y<p \leq x} \frac{1}{p}\right) \\
& =M(f ; y, T)+\log \left(\frac{\log x}{\log y}\right)+\mathcal{O}(1) .
\end{aligned}
$$

Combining the above two estimates gives the desired result:

$$
\begin{aligned}
\sum_{\substack{n \leq x \\
n \in S(y)}} \frac{f(n)}{n} & \ll(\log x) e^{-M(f ; y, T)+\log \left(\frac{\log y}{\log x}\right)}+\frac{1}{\sqrt{T}} \\
& =(\log x)\left(\frac{\log y}{\log x}\right) e^{-M(f ; y, T)}+\frac{1}{\sqrt{T}} \\
& =(\log y) e^{-M(f ; y, T)}+\frac{1}{\sqrt{T}}
\end{aligned}
$$

## 4 Pretentiousness

In this section we define a natural distance between two multiplicative functions, with values in the closed unit disc $\mathbb{U}$, and the concept of pretentiousness. We study their basic properties, derive estimates for certain distances and in the end we take a look at some applications. This section is mostly based on the works by Granville and Soundararajan [21, 23, 25].

### 4.1 The Multiplicative Mimicry Metric

We begin by defining the distance between two multiplicative functions $f$ and $g$ that have values in $\mathbb{U}$. One obvious candidate to quantify how close $f$ can be to $g$ is

$$
\sum_{p^{k} \leq x} \frac{\left|f\left(p^{k}\right)-g\left(p^{k}\right)\right|}{p},
$$

but this is not sufficient for our purposes. The quantity that proves to be good enough is defined as follows.

Definition 4.1. Let $f$ and $g$ be multiplicative functions with values in the unit disc i.e. $|f(n)| \leq 1$ and $|g(n)| \leq 1$ for all natural numbers $n$. Then we can define their distance up to a real number $x$ as

$$
\mathbb{D}(f, g ; x)^{2}:=\sum_{p \leq x} \frac{1-\Re(f(p) \bar{g}(p))}{p}
$$

This distance does not have an established name but there is many different variations in the literature, for example the Multiplicative Mimicry Metric and the GranvilleSoundararajan Distance. However, in this thesis we just refer to it as the distance.

Although $\mathbb{D}(f, g ; x)$ is called a metric, it is not a metric in the general case. It is possible that the distance from function $f$ to itself might be non-zero. This happens for example when $f(p)=0$ for some prime $p \leq x$.

We remark that if $h$ is a multiplicative function with $|h(p)|=1$ for all primes $p$, then we have $\mathbb{D}(f, g ; x)=\mathbb{D}(f h, g h ; x)$ for all $f, g \in \mathcal{F}$ and $x \in \mathbb{R}_{+}$. This invariance property is useful in some situations. It is also worthwhile to observe that

$$
|\Re(f(p) \bar{g}(p))| \leq \sqrt{\Re^{2}(f(p) \bar{g}(p))+\Im^{2}(f(p) \bar{g}(p))}=|f(p) \bar{g}(p)| \leq 1,
$$

and so, by using Mertens' Theorem, the estimate

$$
\begin{equation*}
0 \leq \mathbb{D}(f, g ; x) \leq \sqrt{\sum_{p \leq x} \frac{2}{p}}=\sqrt{2 \log \log x+c+\mathcal{O}\left(\frac{1}{\log x}\right)}=(1+o(1)) \sqrt{2 \log \log x} \tag{21}
\end{equation*}
$$

holds.
Note that this measure has the property $\mathbb{D}(f, g ; x)=0$ if and only if $f(p)=g(p)$ and $|f(p)|=1$ for all primes $p \leq x$. Moreover, it follows easily that the distance satisfies the following inequality

Theorem 4.2. (Pretentious Triangle Inequality ${ }^{6}$ ): Let $f, g, F$ and $G$ be multiplicative functions with values in the unit disc. Then

$$
\mathbb{D}(f, g ; x)+\mathbb{D}(F, G ; x) \geq \mathbb{D}(f F, g G ; x)
$$

[^4]Proof. Since

$$
\mathbb{D}(f, g ; x)^{2}=\sum_{p \leq x} \frac{1-\Re(f(p) \bar{g}(p))}{p}=\sum_{p \leq x} \frac{1-\Re(1 \cdot \overline{\bar{f}(p) g(p))}}{p}=\mathbb{D}(1, \bar{f} g ; x)^{2}
$$

we can without loss of generality assume that $f$ and $F$ are identically one. We calculate

$$
\begin{aligned}
(\mathbb{D}(1, g ; x)+\mathbb{D}(1, G ; x))^{2} & =\sum_{p \leq x}\left(\frac{1-\Re g(p)}{p}+\frac{1-\Re G(p)}{p}\right)+2 \mathbb{D}(1, g ; x) \mathbb{D}(1, G ; x) \\
& =\sum_{p \leq x} \frac{1-\Re g(p)+1-\Re G(p)+2 \sqrt{1-\Re g(p)} \sqrt{1-\Re G(p)}}{p} \\
& \stackrel{(*)}{\geq} \sum_{p \leq x} \frac{1-\Re g(p)+1-\Re G(p)+\Im g(p) \Im G(p)}{p} \\
& \stackrel{(* *)}{\geq} \sum_{p \leq x} \frac{1-\Re(g(p) G(p))}{p}=\mathbb{D}(1, g G ; x)^{2}
\end{aligned}
$$

as desired. The step (*) follows since

$$
2 \Re g(p)+\Im^{2} g(p) \leq 2 \Re g(p)+1-\Re^{2} g(p)=2-(\Re g(p)-1)^{2} \leq 2
$$

which implies that $2(1-\Re g(p)) \geq \Im^{2} g(p)$. The estimate $(* *)$ follows by writing $g(p)=a+b i, G(p)=c+d i$ and noting that it is enough to prove that $1+a c \geq a+c$. This is true since it is equivalent to $(1-a)(1-c) \geq 0$, which in turn follows as $a, c \leq 1$.

There is also another version of the distance. Indeed, let $\eta_{j}: \mathbb{U} \times \mathbb{U} \rightarrow \mathbb{R}_{\geq 0}$ be a sequence of functions satisfying the ordinary triangle inequality: $\eta_{j}\left(z_{1}, z_{3}\right) \leq \eta_{j}\left(z_{1}, z_{2}\right)+\eta_{j}\left(z_{2}, z_{3}\right)$ for every $j \in \mathbb{N}$ and for all $z_{1}, z_{2}, z_{3} \in \mathbb{U}$. Then we can define a metric in $\mathbb{U}^{\mathbb{N}}$ by setting

$$
d(z, w)=\left(\sum_{j=1}^{\infty} \eta_{j}\left(z_{j}, w_{j}\right)^{2}\right)^{\frac{1}{2}}
$$

where $z=\left(z_{1}, z_{2}, \ldots\right)$ and $w=\left(w_{1}, w_{2}, \ldots\right)$, assuming that the sum converges. A straightforward use of the Cauchy-Schwarz inequality (see [29], Lemma 4.1) shows that the triangle inequality holds:

$$
\begin{equation*}
d(z, w) \leq d(z, y)+d(y, w) \tag{22}
\end{equation*}
$$

An important class of such functions is

$$
\begin{equation*}
\eta_{j}\left(z_{j}, w_{j}\right)^{2}=a_{j}\left(1-\Re\left(z_{j} \bar{w}_{j}\right)\right) \tag{23}
\end{equation*}
$$

where constants $a_{j}$ are non-negative. With some work (see [23], Lemma 4.1.1) one can show that these functions satisfy the ordinary triangle inequality for a fixed $j$. Let $p_{1}<p_{2}<\ldots$ be all the prime numbers. Choosing $a_{j}=\frac{1}{p_{j}}$ for all $j$ such that $p_{j} \leq x$ and 0 for larger values of $j, d$-function gives the distance $\mathbb{D}(f, g ; x)$ when we set $z_{j}=f\left(p_{j}\right)$ and $w_{j}=g\left(p_{j}\right)$. An immediate consequence from this and (22) is that the distance satisfies also the ordinary triangle inequality: $\mathbb{D}(f, g ; x) \leq \mathbb{D}(f, h ; x)+\mathbb{D}(h, g ; x)$.

We can also choose $a_{j}=1 / p^{\alpha}$, with $\alpha>1$ in the function $\eta$ above, $z_{j}=f\left(p_{j}\right)$ and $w_{j}=g\left(p_{j}\right)$ to obtain an $\alpha$-scaled distance

$$
\mathbb{D}_{\alpha}(f, g ; \infty)^{2}:=\sum_{p} \frac{1-\Re(f(p) \bar{g}(p))}{p^{\alpha}}
$$

Using similar arguments as in the case $\alpha=1$, it is possible to show that this distance also satisfies the pretentious triangle inequality. Furthermore, for a fixed $x \in \mathbb{R}$, choosing $\alpha=s_{x}=1+\frac{1}{\log x}$, we get that these two distances are closely related:

$$
\mathbb{D}(f, g ; x)^{2}=\mathbb{D}_{s_{x}}(f, g ; \infty)^{2}+\mathcal{O}(1)
$$

To see this, just consider the difference

$$
\left|\mathbb{D}(f, g ; x)^{2}-\mathbb{D}_{s_{x}}(f, g ; \infty)^{2}\right| \leq 2 \sum_{p \leq x}\left|\frac{1}{p}-\frac{1}{p^{s_{x}}}\right|+2 \sum_{p>x} \frac{1}{p^{s_{x}}} \ll 1
$$

For the boundedness of the two summands, see the proof of Lemma 3.2 in [53].
Now we can give the definition of pretentiousness. Below are two different definitions of this concept. The second definition is not used in this thesis.

Definition 4.3. Let $f$ and $g$ be multiplicative functions with values in the unit disc $\mathbb{U}$. We say that function $f$ is $g$-pretentious, if the distance $\mathbb{D}(f, g, \infty)$ is finite i.e.

$$
\sum_{p} \frac{1-\Re(f(p) \bar{g}(p))}{p}<\infty
$$

The another meaning is the following. Fixing $\delta>0$, we say that a function $f$ is $(g, x ; \delta)-$ pretentious if

$$
\sum_{p \leq x} \frac{1-\Re(f(p) \bar{g}(p))}{p} \leq \delta \log \log x
$$

for every $x \in \mathbb{R}$.

### 4.2 Simple Examples

We give a few examples of pretentiousness:

- It is possible that a multiplicative function $f$ is not $f$-pretentious. This is seen, for instance, by taking $f$ to be a completely multiplicative function with $f(p)=\frac{1}{p}$ for all primes $p$. Namely,

$$
\mathbb{D}(f, f ; \infty)^{2}=\sum_{p} \frac{1-|f(p)|^{2}}{p} \geq \frac{3}{4} \sum_{p} \frac{1}{p}=\infty
$$

- For every function $f \in \mathcal{F}$ with $|f(p)|=1$ we evidently have $\mathbb{D}(f, f ; \infty)=0$. Examples of such functions include the constant function $f(n)=1$ and the Liouville function $\lambda(n)$.
- To obtain examples of completely multiplicative functions that are not $n^{i t}$-pretentious for any $t \neq 0$ we need the following result:

Lemma 4.4. Let $f \in \mathcal{F}$ and suppose that there exists $k \geq 1$ such that $f(p)^{k}=1$ for every prime $p$. Then $\mathbb{D}\left(f(n), n^{i t} ; \infty\right)=\infty$ for every non-zero $t$.

Proof. Let us begin with Dirichlet series. We first prove that:
Claim. For $x \geq 2$ we have

$$
\exp \left(\sum_{p \leq x} \frac{f(p)}{p^{1+i t}}\right) \asymp \sum_{n \geq 1} \frac{f(n)}{n^{1+\frac{1}{\log x}+i t}}
$$

Set $s=1+\frac{1}{\log x}+i t$ throughout the proof. To prove the claim, we start by recalling that $\sum_{p \leq x} \frac{\log p}{p}=\log x+\mathcal{O}(1)$ (see the proof of Lemma 2.16). Using this we deduce

$$
\left|\sum_{p>x} \frac{f(p)}{p^{s}}\right| \leq \sum_{p>x} \frac{1}{p^{1+\frac{1}{\log x}}} \ll \int_{x}^{\infty} \frac{1}{t^{s_{x}} \log t} d \theta(t) \ll 1,
$$

and

$$
\left|\sum_{p \leq x}\left(\frac{f(p)}{p^{s}}-\frac{f(p)}{p^{1+i t}}\right)\right| \leq \sum_{p \leq x} \frac{1-p^{-\frac{1}{\log x}}}{p} \ll \frac{1}{\log x} \sum_{p \leq x} \frac{\log p}{p} \ll 1
$$

These together yield

$$
\begin{equation*}
\sum_{p \leq x} \frac{f(p)}{p^{1+i t}}=\sum_{p} \frac{f(p)}{p^{s}}+\mathcal{O}(1) \tag{24}
\end{equation*}
$$

Writing the Dirichlet series to Euler product we obtain

$$
\begin{aligned}
\log \sum_{n=1}^{\infty} \frac{f(n)}{n^{s}} & =\log \prod_{p}\left(1+\frac{f(p)}{p^{s}}+\frac{f\left(p^{2}\right)}{p^{2 s}}+\cdots\right) \\
& \stackrel{(*)}{=} \log \prod_{p} \frac{1}{1-\frac{f(p)}{p^{s}}} \\
& =-\sum_{p} \log \left(1-\frac{f(p)}{p^{s}}\right) \\
& \stackrel{(* *)}{=} \sum_{p} \sum_{n=1}^{\infty} \frac{f(p)^{n}}{n p^{s n}},
\end{aligned}
$$

where $(*)$ follows since $f$ is completely multiplicative and in the step ( $* *$ ) we used the Taylor series of $\log (1-z)$.

Now, clearly the sum

$$
\sum_{p} \sum_{n=2}^{\infty} \frac{f(p)^{n}}{n p^{n s}}
$$

converges as $|f(p)| \leq 1$ for every $p$. Thus (24) tells that

$$
\sum_{p \leq x} \frac{f(p)}{p^{1+i t}}=\log \sum_{n=1}^{\infty} \frac{f(n)}{n^{s}}+\mathcal{O}(1)
$$

We take the exponential from both sides to get the claim.
Now let us move to the proof of Lemma 4.4. Suppose that the statement is false: there exists a real $t \neq 0$ such that $\mathbb{D}\left(f(n), n^{i t} ; \infty\right)<\infty$. If $k=1$ we clearly have $\mathbb{D}\left(1, n^{i t}, \infty\right)=\mathbb{D}\left(f(n), n^{i t} ; \infty\right)$. If $k \geq 2$, a repeated application of the pretentious triangle inequality yields

$$
\begin{aligned}
\mathbb{D}\left(1, n^{i k t}, \infty\right)= & \mathbb{D}\left(f(n)^{k}, n^{i k t} ; \infty\right) \\
\leq & \mathbb{D}\left(f(n)^{k-1}, n^{i(k-1) t} ; \infty\right)+\mathbb{D}\left(f(n), n^{i t} ; \infty\right) \\
\leq & \mathbb{D}\left(f(n)^{k-2}, n^{i(k-2) t} ; \infty\right)+2 \mathbb{D}\left(f(n), n^{i t} ; \infty\right) \\
& \vdots \\
\leq & \mathbb{D}\left(f(n)^{2}, n^{2 i t} ; \infty\right)+(k-2) \mathbb{D}\left(f(n), n^{i t} ; \infty\right) \\
\leq & 2 \mathbb{D}\left(f(n), n^{i t} ; \infty\right)+(k-2) \mathbb{D}\left(f(n), n^{i t} ; \infty\right) \\
= & k \mathbb{D}\left(f(n), n^{i t} ; \infty\right) \\
< & \infty
\end{aligned}
$$

Hence $\mathbb{D}\left(1, n^{i k t} ; \infty\right)$ is finite for every integer $k \geq 1$.
Let $s^{\prime}=1+\frac{1}{\log x}+i k t$. Then, by the claim above

$$
\log \zeta\left(s^{\prime}\right)=\sum_{p \leq x} \frac{1}{p^{1+i k t}}+\mathcal{O}(1)
$$

This implies that

$$
\begin{aligned}
\log \left|\zeta\left(s^{\prime}\right)\right| & =\Re\left(\log \zeta\left(s^{\prime}\right)\right)=\sum_{p \leq x} \frac{\Re\left(p^{-i k t}\right)}{p}+\mathcal{O}(1) \\
& =\sum_{p \leq x} \frac{\left.1-\left(1-\Re \overline{p^{i k t}}\right)\right)}{p}+\mathcal{O}(1) \\
& =\sum_{p \leq x} \frac{1}{p}-\mathbb{D}\left(1, n^{i k t} ; x\right)+\mathcal{O}(1) \\
& =\log \log x+\mathcal{O}_{t}(1) .
\end{aligned}
$$

Thus $\left|\zeta\left(s^{\prime}\right)\right| \gg \log x(*)$. However, by partial summation we have

$$
\zeta\left(s^{\prime}\right)=\frac{1}{s^{\prime}-1}-s^{\prime} \int_{1}^{\infty} \frac{\{u\}}{u^{s^{\prime}+1}} d u \quad \text { for all } \Re s^{\prime}>0
$$

(see exercise 2.1.6 in [60]) and so

$$
\zeta\left(s^{\prime}\right)=\frac{1}{s^{\prime}-1}+\mathcal{O}(1+|t|)=\frac{1}{i t}+\mathcal{O}\left(1+|t|+\frac{1}{|t|^{2} \log x}\right)
$$

This contradicts with (*). The proof is completed.

- As an immediate corollary, Möbius function $\mu$, character $\chi$ and the function $\mu \chi$ are not $n^{i t}$-pretentious for any $t \neq 0$.
- Finally we mention that a multiplicative function cannot pretend two characters simultaneously very well. We do not present the proofs for the next two theorems, since they rely on the Pólya-Vinogradov inequality which is not yet proven. Also these results are not essential for the rest of the thesis. Detailed proofs are presented in [25].

Theorem 4.5. Let $\chi$ be a primitive character mod $q$. Then there exist a constant $c>0$ such that

$$
\mathbb{D}(1, \chi ; x)^{2} \geq \frac{1}{2} \log \left(\frac{c \log x}{\log q}\right)
$$

Moreover, if $f$ is a multiplicative function, $\chi$ and $\psi$ are characters with conductors below $Q$, then for all $x \geq Q$

$$
\mathbb{D}(f, \chi ; x)^{2}+\mathbb{D}(f, \psi ; x)^{2} \geq \frac{1}{8} \log \left(\frac{c \log x}{2 \log Q}\right) .
$$

Theorem 4.6. Let $\chi(\bmod q)$ be a primitive character and $t \in \mathbb{R}$. Then there exists an absolute constant $c>0$ such that for all $x \geq q$

$$
\mathbb{D}\left(1, \chi(n) n^{i t} ; x\right)^{2} \geq \frac{1}{2} \log \left(\frac{c \log x}{\log (q(1+|t|))}\right)
$$

Moreover, if $f$ is a multiplicative function, $\chi$ and $\psi$ are two distinct primitive characters with conductor below $Q$, then for all $x \geq Q$ we have

$$
\mathbb{D}\left(f, \chi(n) n^{i t} ; x\right)^{2}+\mathbb{D}\left(f, \psi(n) n^{i u} ; x\right)^{2} \geq \frac{1}{8} \log \left(\frac{c \log x}{2 \log (Q(1+|t-u|))}\right)
$$

### 4.3 An Enlightening Example

In this subsection we show how the distance function $d(f, g)$ can be used while studying multiplicative functions. We derive some formulas for the $\zeta$-function as Granville and Soundararajan did in their paper [25].

We consider an arbitrary multiplicative function $f$ with values in the unit disc. Let $q_{1}<q_{2}<\ldots$ be all the prime powers. Choosing $a_{j}=\Lambda\left(q_{j}\right) /\left(q_{j}^{\sigma} \log q_{j}\right)$ for $\sigma>1$, in (23) and taking $g$ to be identically one, the $d$-function takes the form

$$
\begin{aligned}
d(f, 1)^{2} & =\sum_{j=1}^{\infty} \frac{\Lambda\left(q_{j}\right)}{q_{j}^{\sigma} \log q_{j}}\left(1-\Re f\left(q_{j}\right)\right)=\sum_{p} \sum_{k=1}^{\infty} \frac{1}{k} p^{-k \sigma}-\sum_{p} \sum_{k=1}^{\infty} \frac{1}{k} p^{-k \sigma} \Re f\left(p^{k}\right) \\
& =\log \zeta(\sigma)-\log |F(\sigma)|=\log \frac{\zeta(\sigma)}{|F(\sigma)|}
\end{aligned}
$$

where $F(\sigma):=\sum_{n=1}^{\infty} f(n) n^{-s}$. Now it is easy to obtain the following relation for the zeta-function:

Theorem 4.7. Let $f$ and $g$ be completely multiplicative functions with $|f(n)| \leq 1$ and $|g(n)| \leq 1$. Let $s$ be a complex number with $\Re s>1$, and set $F(s)=\sum_{n=1}^{\infty} f(n) n^{-s}$, $G(s)=\sum_{n=1}^{\infty} g(n) n^{-s}, F \bigotimes G(s)=\sum_{n=1}^{\infty} f(n) g(n) n^{-s}$. Then for $\sigma>1$,

$$
\sqrt{\log \frac{\zeta(\sigma)}{|F(\sigma)|}}+\sqrt{\log \frac{\zeta(\sigma)}{|G(\sigma)|}} \geq \sqrt{\log \frac{\zeta(\sigma)}{|F \bigotimes G(\sigma)|}}
$$

Proof. This follows directly from the pretentious triangle inequality

$$
d(f, 1)+d(g, 1) \geq d(f g, 1)
$$

By choosing $f(n)=n^{-i t}$ and $g(n)=n^{-i t^{\prime}}$, the previous identity transforms to the form
Corollary 4.8. The following identity holds

$$
\sqrt{\log \frac{\zeta(\sigma)}{|\zeta(\sigma+i t)|}}+\sqrt{\log \frac{\zeta(\sigma)}{\left|\zeta\left(\sigma+i t^{\prime}\right)\right|}} \geq \sqrt{\log \frac{\zeta(\sigma)}{\left|\zeta\left(\sigma+i t+i t^{\prime}\right)\right|}}
$$

Similar identities can be found for other functions e.g. the Dirichlet $L$-function. Indeed, by taking $f(n)=\chi(n) n^{-i t}$ and $g(n)=\psi(n) n^{-i t^{\prime}}$ in Theorem 4.7, we obtain

$$
\sqrt{\log \frac{\zeta(\sigma)}{|L(\sigma+i t, \chi)|}}+\sqrt{\log \frac{\zeta(\sigma)}{\left|L\left(\sigma+i t^{\prime}, \psi\right)\right|}} \geq \sqrt{\log \frac{\zeta(\sigma)}{\left|L\left(\sigma+i t+i t^{\prime}, \chi \psi\right)\right|}}
$$

### 4.4 The Size of $\mathbb{D}\left(\chi(n), \xi(n) n^{i t} ; y\right)$

The aim of this section is to prove a theorem which gives a lower bound for the distance between a primitive character $\chi$ and $\xi(n) n^{i t}$, where $\xi$ is a character with a small conductor. This will be useful in Chapter 6. Our proof is a combination of [26] and [33]. We remark that here the summation $\sum_{n(\bmod \ell)}$ means that we sum over all the reduced residue classes modulo $\ell$.

Theorem 4.9. Let $\chi(\bmod q)$ be a primitive character of odd order $g$. Suppose $\xi(\bmod$ $m$ ) is a primitive character such that $\chi(-1) \xi(-1)=-1$. If $m<(\log y)^{A}$, for some fixed $A>0$, then for all $|t| \leq \log ^{2} y$, we have

$$
\mathbb{D}\left(\chi(n), \xi(n) n^{i t} ; y\right)^{2} \geq\left(1-\frac{g}{\pi} \sin \frac{\pi}{g}+o(1)\right) \log \log y
$$

Proof. Let us first consider the case $t=0$. Since $\chi$ has odd order we have $\chi(-1)=1$ and thus $\xi(-1)=-1$. This in turn implies that $\xi$ has an even order, say $\ell \geq 2$. Disregarding the arithmetic properties of $\chi$ and viewing it as an element of the set $\mu_{g} \cup\{0\}$ we get

$$
\begin{aligned}
\mathbb{D}(\chi, \xi ; y)^{2} & =\sum_{p \leq y} \frac{1-\Re(\chi(p) \bar{\xi}(p))}{p}=\underbrace{}_{\substack{p \leq y \\
\xi(p)=0}} \frac{1-\Re(\chi(p) \bar{\xi}(p))}{p}+\sum_{\substack{p \leq y \\
\xi(p) \neq 0}} \frac{1-\Re(\chi(p) \bar{\xi}(p))}{p} \\
& \geq \sum_{-\frac{\ell}{2}<n \leq \frac{\ell}{2}}\left(\sum_{\substack{p \leq y \\
\xi(p)=e\left(\frac{n}{\ell}\right)}} \frac{1-\Re(\chi(p) \bar{\xi}(p))}{p}\right) \\
& \geq \sum_{-\frac{\ell}{2}<n \leq \frac{\ell}{2}}\left(\sum_{\substack{p \leq y \\
\xi(p)=e\left(\frac{n}{\ell}\right)}} \frac{1}{p}\right) \min _{z \in \mu_{g} \cup\{0\}}\left(1-\Re\left(z e\left(-\frac{n}{\ell}\right)\right)\right) .
\end{aligned}
$$

Now observe that

$$
\begin{aligned}
\min _{z \in \mu_{g} \cup\{0\}}\left(1-\Re\left(z e\left(-\frac{n}{\ell}\right)\right)\right) & =\min _{r \in\{0,1, \ldots, g-1\}}\left(1-\Re\left(e\left(\frac{r}{g}-\frac{n}{\ell}\right)\right)\right) \\
& =\min _{r \in\{0,1, \ldots, g-1\}}\left(1-\cos \left(2 \pi\left(\frac{r}{g}-\frac{n}{\ell}\right)\right)\right) \\
& =\min _{r \in\{0,1, \ldots, g-1\}}\left(1-\cos \left(\frac{2 \pi}{g}\left(r-\frac{n g}{\ell}\right)\right)\right) \\
& =1-\cos \left(\frac{2 \pi}{g}\left\|\frac{n g}{\ell}\right\|\right) .
\end{aligned}
$$

Let us now record a simple result which is very useful:
Claim. It holds that

$$
\begin{equation*}
\sum_{\substack{a(\bmod m) \\ \xi(a)=e\left(\frac{n}{\ell}\right)}} 1=\frac{\varphi(m)}{\ell} . \tag{25}
\end{equation*}
$$

Proof. First of all, the number of elements $a(\bmod m)$ is the same as the number of elements of the set $(\mathbb{Z} / m \mathbb{Z})^{*}$. Since $\xi$ has order $\ell$, there exists $b \in(\mathbb{Z} / m \mathbb{Z})^{*}$ such that
the numbers $1, \xi(b), \xi(b)^{2}, \ldots, \xi(b)^{\ell-1}$ are all distinct (otherwise there exists an integer $0<k<\ell$ for which $\xi^{k}$ gives the principal character). On the other hand, they are also $\ell^{t h}$ roots of unity and therefore we find a number $g \in(\mathbb{Z} / m \mathbb{Z})^{*}$ such that $\xi(g)=e\left(\frac{1}{\ell}\right)$. Let $H$ be the kernel of $\xi$ i.e., the set of elements $a \in(\mathbb{Z} / m \mathbb{Z})^{*}$ for which $\xi(a)=1$. Then from the basics of abstract algebra, $H$ is a normal subgroup of $(\mathbb{Z} / m \mathbb{Z})^{*}$ and $g^{n} H=\left\{a \in(\mathbb{Z} / m \mathbb{Z})^{*} \left\lvert\, \xi(a)=e\left(\frac{n}{\ell}\right)\right.\right\}$. Thus $(\mathbb{Z} / m \mathbb{Z})^{*}$ can be decomposed as a disjoint union of the $\ell$ cosets $g^{n} H$ with $0 \leq n \leq \ell-1$. Since $\left|g^{n} H\right|=|H|$ for each $n$ and $\left|(\mathbb{Z} / m \mathbb{Z})^{*}\right|=\varphi(m)$, the claim follows.

Using this and the estimate (15) we obtain

$$
\begin{aligned}
\sum_{\substack{p \leq y \\
\xi(p)=e\left(\frac{n}{\ell}\right)}} \frac{1}{p} & =\sum_{\substack{a(\bmod m) \\
\xi(a)=e\left(\frac{n}{\ell}\right)}} \sum_{\substack{p \equiv a \leq y \\
p=2 \\
\bmod m)}} \frac{1}{p} \\
& \geq \frac{\varphi(m)}{\ell}(1+o(1)) \cdot \frac{1}{\varphi(m)} \cdot \log \log y \\
& =(1+o(1)) \frac{1}{\ell} \cdot \log \log y .
\end{aligned}
$$

Writing $\frac{g}{\ell}=\frac{g^{\prime}}{\ell^{\prime}}$ with $\left(g^{\prime}, \ell^{\prime}\right)=1$ and observing that

$$
\begin{array}{rll}
\cos \left(\frac{2 \pi}{g}\left\|\frac{n g}{\ell}\right\|\right) & = & \cos \left(\frac{2 \pi}{g}\left(k-\frac{n g^{\prime}}{\ell^{\prime}}\right)\right) \\
g \cdot \ell^{\prime} & =g^{\prime} \cdot \ell & \cos \left(\frac{2 \pi}{g} \cdot k-\frac{2 \pi n}{\ell}\right) \\
& =\quad \cos \left(\frac{2 \pi\left(\ell^{\prime} \cdot k-g^{\prime} \cdot n\right)}{g \ell^{\prime}}\right)
\end{array}
$$

for some integer $k$, we combine the above results to

$$
\begin{align*}
\mathbb{D}(\chi, \xi ; y)^{2} & \geq(1+o(1)) \frac{1}{\ell} \log \log y \cdot \frac{\ell}{\ell^{\prime}} \sum_{-\frac{\ell^{\prime}}{2}<n \leq \frac{\ell^{\prime}}{2}}\left(1-\cos \left(\frac{2 \pi n}{g \ell^{\prime}}\right)\right) \\
& \sim\left(1-\frac{\sin \left(\frac{\pi}{g}\right)}{\ell^{\prime} \tan \left(\frac{\pi}{g \ell^{\prime}}\right)}\right) \log \log y . \tag{26}
\end{align*}
$$

The last step follows from the calculation:

$$
\begin{aligned}
\sum_{-\frac{\ell^{\prime}}{2}<n \leq \frac{\ell^{\prime}}{2}} \cos \left(\frac{2 \pi n}{g \ell^{\prime}}\right) & =\Re\left(\sum_{-\frac{\ell^{\prime}}{2}<n \leq \frac{\ell^{\prime}}{2}} e\left(\frac{n}{g \ell^{\prime}}\right)\right) \\
& =\Re\left(\frac{e^{-\frac{\pi}{g} i+\frac{2 \pi}{g \ell^{\prime}} i}\left(1-e^{\frac{2 \pi}{g} i}\right)}{1-e^{\frac{2 \pi}{g \ell^{\prime}}}}\right) \\
& =\Re\left(\frac{1}{2} \cdot \frac{\left(e^{\frac{\pi}{g} i}-e^{-\frac{\pi}{g} i}\right)\left(e^{\frac{\pi}{g \ell^{\prime}} i}+e^{-\frac{\pi}{g \ell^{\prime}} i}\right)}{e^{\frac{\pi}{g \ell^{\prime}} i}-e^{-\frac{\pi}{g \ell^{\prime}} i}}\right) \\
& =\frac{\sin \left(\frac{\pi}{g}\right)}{\tan \left(\frac{\pi}{g \ell^{\prime}}\right)}
\end{aligned}
$$

Noting that by a simple differentiation we deduce $\ell^{\prime} \tan \left(\frac{\pi}{g \ell^{\prime}}\right)>\frac{\pi}{g}$, thus finishing the case $t=0$.

Assume then that $t \neq 0$. If $t=o\left(\frac{\log \log y}{\log y}\right)$, the claim follows from the case $t=0$ :

$$
\begin{aligned}
\mathbb{D}\left(\chi(n), \xi(n) n^{i t} ; y\right)^{2} & =\sum_{p \leq y} \frac{1-\Re\left(\chi(p) \bar{\xi}(p) e^{-i t \log p}\right)}{p} \\
& =\sum_{p \leq y} \frac{1-\Re(\chi(p) \bar{\xi}(p)(1+\mathcal{O}(|t| \log p)))}{p} \\
& =\mathbb{D}(\chi(n), \psi(n) ; y)^{2}+\mathcal{O}\left(|t| \sum_{p \leq y} \frac{\log p}{p}\right) \\
& =\mathbb{D}(\chi(n), \psi(n) ; y)^{2}+o(\log \log y) \\
& \geq\left(\delta_{g}+o(1)\right) \log \log y .
\end{aligned}
$$

In the second to last step of the argument we, yet again, used the fact $\sum_{p \leq y} \frac{\log p}{p}=$ $\log y+\mathcal{O}(1)$ and the assumption on the size of $t$.

For the larger values of $t$, the idea is as follows: we partition the interval $[2, y)$ into subintervals of the form $] x,(1+\delta) x]$ with $\delta \asymp(\log x)^{-3}$. Then for each prime in such a interval, $p^{i t}$ can be approximated by $x^{i t}$. Indeed, by using the Intermediate Value Theorem we get

$$
\begin{aligned}
\left|p^{i t}-x^{i t}\right| & =\left|e^{-i t \log p}-e^{-i t \log x}\right| \\
& =2\left|\sin \left(\frac{t}{2}(\log p-\log x)\right)\right| \\
& \leq|t(\log p-\log x)| \\
& =|t| \cdot|\log ((1+\delta) x)-\log x| \\
& =|t| \cdot|\log (1+\delta)| \leq \delta|t|
\end{aligned}
$$

Thus we have

$$
\begin{align*}
\sum_{x<p \leq(1+\delta) x} \frac{1-\Re\left(\chi(p) \bar{\xi}(p) p^{-i t}\right)}{p} & =\sum_{x<p \leq(1+\delta) x} \frac{1-\Re\left(\chi(p) \bar{\xi}(p) x^{-i t}\right)}{p}+\mathcal{O}\left(\delta|t| \sum_{x<p \leq(1+\delta) x} \frac{1}{p}\right) \\
& =\sum_{x<p \leq(1+\delta) x} \frac{1-\Re\left(\chi(p) \bar{\xi}(p) e\left(\theta_{x}\right)\right)}{p}+\mathcal{O}\left(\frac{\delta^{2} \log ^{2} y}{\log x}\right) \tag{27}
\end{align*}
$$

where $\theta_{x}=-\frac{t}{2 \pi} \log x$. The last equality follows from Mertens' Theorem and the estimates $|t| \leq \log ^{2} y, \log (1+y) \ll y$ :
$\delta|t| \sum_{x<p \leq(1+\delta) x} \frac{1}{p} \ll \delta \log ^{2} y \log \left(\frac{\log (1+\delta)+\log x}{\log x}\right) \ll \delta \log ^{2} y \cdot \frac{\log (1+\delta)}{\log x} \ll \frac{\delta^{2} \log ^{2} y}{\log x}$.
As before, viewing the character $\chi$ as an element of the set $\mu_{g} \cup\{0\}$, we have that the main term is

$$
\begin{aligned}
\sum_{x<p \leq(1+\delta) x} \frac{1-\Re(\chi(p) \xi(p)) p^{-i t}}{p} & =\sum_{-\frac{\ell}{2} \leq n<\frac{\ell}{2}} \sum_{\substack{x<p \leq(1+\delta) x \\
\xi(p)=e\left(\frac{n}{\ell}\right)}} \frac{1-\Re\left(\chi(p) e\left(-\frac{n}{\ell}\right) e\left(\theta_{x}\right)\right)}{p} \\
& \geq \sum_{-\frac{\ell}{2} \leq n<\frac{\ell}{2}} \sum_{\substack{x<p \leq(1+\delta) x \\
(p)=e\left(\frac{n}{\ell}\right)}} \frac{1}{p} \min _{z \in \mu_{g} \cup\{0\}}\left(1-\Re\left(z \cdot e\left(\theta_{x}-\frac{n}{\ell}\right)\right)\right) .
\end{aligned}
$$

We need two lemmas to estimate the sums appearing on the right-hand side. The first one states that

Lemma 4.10. Let $\varepsilon>0$ be fixed, $\xi(\bmod m)$ be a non-principal character of order $\ell$ and $y<(\log m)^{A}$ for given $A>0$. Then for $x \geq \exp \left((\log y)^{\varepsilon}\right)$ we have

$$
\sum_{\substack{x<p \leq(1+\delta) x \\ \xi(p)=e\left(\frac{n}{\ell}\right)}} \frac{1}{p}=\frac{\delta}{\ell \log x}(1+o(1)) .
$$

Proof. The idea behind the proof is to use the Siegel-Walfizs Theorem. In order to do so, the sum must be expressed as a sum where the primes are in an arithmetic progression. This is done easily:

$$
\sum_{\substack{x<p \leq(1+\delta) x \\ \xi(p)=e\left(\frac{n}{\ell}\right)}} \frac{1}{p}=\sum_{\substack{a(\bmod m) \\ \xi(p)=e\left(\frac{n}{\ell}\right)}} \sum_{\substack{x<p \leq(1+\delta) x \\ p \equiv a(\bmod m)}} \frac{1}{p} .
$$

Observe that from the restriction $x<p \leq(1+\delta) x$ it follows that

$$
1<\frac{x \log x}{p \log p}<\frac{(1+\delta) x \log x}{x \log x}=1+\delta
$$

and so

$$
\frac{x \log x}{p \log p}=1+\mathcal{O}(\delta)
$$

Now, a straightforward application of the estimate (14) gives that the inner sum equals

$$
\begin{aligned}
\sum_{\substack{x<p \leq(1+\delta) x \\
p \equiv a(\bmod m)}} \frac{1}{p} & =\sum_{\substack{x<p \leq(1+\delta) x \\
p \equiv a(\bmod m)}}\left(\frac{1}{x \log x} \cdot \frac{x \log x}{p \log p} \cdot \log p\right) \\
& =\frac{1+\mathcal{O}(\delta)}{x \log x} \sum_{\substack{x<p \leq(1+\delta) x \\
p \equiv a(\bmod m)}} \log p \\
& =\frac{1+\mathcal{O}(\delta)}{x \log x}(\theta((1+\delta) x ; m, a)-\theta(x ; m, a)) \\
& =\frac{1+\mathcal{O}(\delta)}{x \log x}\left(\frac{((1+\delta)-1) x}{\varphi(m)}+\mathcal{O}\left(\frac{(1+\delta) x}{\varphi(m)(\log (1+\delta) x)^{A}}-\frac{x}{\varphi(m)(\log x)^{A}}\right)\right) \\
& =\frac{\delta}{\varphi(m) \log x}+\mathcal{O}\left(\frac{\delta^{2}}{\varphi(m) \log x}\right)+\mathcal{O}_{\varepsilon}\left(\frac{1}{\varphi(m)(\log x)^{1+\frac{4}{\varepsilon}}}\right) \\
& =\frac{\delta}{\varphi(m) \log x}\left(1+\mathcal{O}_{\varepsilon}\left(\frac{1}{\log y}\right)\right) .
\end{aligned}
$$

The last equality followed from the assumptions concerning the sizes of $x$ and $\delta$. An application of (25) finishes the proof.

The following lemma provides an easy way to calculate the rest of the right-hand side:
Lemma 4.11. Given $g \geq 3$ odd, $\ell \geq 2$ even, $\left.\theta \in]-\frac{1}{2}, \frac{1}{2}\right]$, and set $\ell^{\prime}=\frac{\ell}{(\ell, g)}$. Then

$$
\frac{1}{\ell} \sum_{-\frac{\ell}{2}<n \leq \frac{\ell}{2}} \min _{z \in \mu_{g} \cup\{0\}}\left(1-\Re\left(z \cdot e\left(\theta-\frac{n}{\ell}\right)\right)\right)=1-\frac{\sin \frac{\pi}{g}}{\ell^{\prime} \tan \frac{\pi}{g \ell^{\prime}}} F_{g \ell^{\prime}}\left(-g \ell^{\prime} \theta\right),
$$

where

$$
F_{N}(x):=\cos \frac{2 \pi\{x\}}{N}+\left(\tan \frac{\pi}{N}\right) \sin \frac{2 \pi\{x\}}{N} .
$$



Figure 4. Illustration of functions $F_{6}(x)$ (blue), $F_{7}(x)$ (red), $F_{8}(x)$ (green) and $F_{9}(x)$ (yellow).

Proof. We make a couple of apparent remarks of the function $F_{N}(x)$. First of all it is 1-periodic, and so we can always assume that $x \in[0,1[$. It is also clear that it is symmetric about the line $x=\frac{1}{2}$ and concave in the interval $x \in[0,1[$. Finally, the average value of the function $F_{N}(x)$ in the interval $[0,1[$ is

$$
\bar{F}_{N}=\int_{0}^{1} F_{N}(x) d x=\int_{0}^{1}\left(\cos \frac{2 \pi x}{N}+\left(\tan \frac{\pi}{N}\right) \sin \frac{2 \pi x}{N}\right) d x=\frac{N}{\pi} \tan \frac{\pi}{N} .
$$

Then set $d=(g, \ell), \ell^{\prime}=\frac{\ell}{d}$ and $g^{\prime}=\frac{g}{d}$. To prove the lemma we have to show that

$$
\sum_{-\frac{\ell}{2}<n \leq \frac{\ell}{2}} \max _{z \in \mu_{g} \cup\{0\}} \Re\left(z \cdot e\left(\theta-\frac{n}{\ell}\right)\right)=d \cdot \frac{\sin \frac{\pi}{g}}{\tan \frac{\pi}{g \ell^{\prime}}} F_{g \ell^{\prime}}\left(-g \ell^{\prime} \theta\right) .
$$

Let $\mathscr{B}_{0}=\left\{e(t) \left\lvert\,-\frac{1}{2 g}<t \leq \frac{1}{2 g}\right.\right\}$ and $\mathscr{B}_{m}=e\left(\frac{m}{g}\right) \mathscr{B}_{0}$ for $m \geq 1$. Notice that the disjoint union of $\mathscr{B}_{m}$, for $m=0,1, \ldots, g-1$, forms the unit circle. For the sake of convenience, we define $\mathscr{B}_{-t}=\mathscr{B}_{g-t}$ for all natural numbers $t$. Thus for any $n \in \mathbb{Z}$ there exists a unique $\left.\left.m_{n} \in\right]-\frac{g}{2}, \frac{g}{2}\right]$ such that $e\left(\theta-\frac{n}{\ell}\right) \in \mathscr{B}_{m_{n}}$, and by definition $e\left(-\frac{m_{n}}{g}\right) e\left(\theta-\frac{n}{\ell}\right) \in \mathscr{B}_{0}$. Since, for all the other $n$ on this interval, $e\left(-\frac{m_{n}}{g}\right) e\left(\theta-\frac{n}{\ell}\right) \notin$ $\mathscr{B}_{0}$, we obtain

$$
\max _{z \in \mu_{g} \cup\{0\}} \Re\left(z \cdot e\left(\theta-\frac{n}{\ell}\right)\right)=\Re\left(e\left(-\frac{m_{n}}{g}\right) e\left(\theta-\frac{n}{\ell}\right)\right)=\Re\left(e(\theta) e\left(\frac{f(n)}{g \ell}\right)\right)
$$

where the function $f: \mathbb{Z} \rightarrow \mathbb{Z}$ is defined to be $f(n)=-\left(g n+\ell m_{n}\right)$. Hence

$$
\begin{equation*}
\sum_{-\frac{\ell}{2}<n \leq \frac{\ell}{2}} \max _{z \in \mu_{g} \cup\{0\}} \Re\left(z \cdot e\left(\theta-\frac{n}{\ell}\right)\right)=\Re\left(e(\theta) \sum_{-\frac{\ell}{2} \leq n<\frac{\ell}{2}} e\left(\frac{f(n)}{g \ell}\right)\right) . \tag{28}
\end{equation*}
$$

The next step is to express the left-hand side as a sum of a geometric series. By elementary means we can establish

Lemma 4.12. The following claims hold:

1. If $n_{1} \equiv n_{2}\left(\bmod \ell^{\prime}\right)$ then $f\left(n_{1}\right) \equiv f\left(n_{2}\right)(\bmod g \ell)$.
2. The restricted map $f \left\lvert\,\left[-\frac{\ell^{\prime}}{2}+\ell^{\prime} \theta, \frac{\ell^{\prime}}{2}+\ell^{\prime} \theta[\cap \mathbb{Z}\right.$ is an injection into \right.

$$
]-\frac{\ell}{2}-g \ell \theta, \frac{\ell}{2}-g \ell \theta\right] \cap \mathbb{Z}
$$

Proof. 1. The condition implies that $\ell \mid g\left(n_{1}-n_{2}\right)$. So there exists an integer $m$ such that

$$
\begin{equation*}
-\frac{n_{1}}{\ell}=\frac{m}{g}-\frac{n_{2}}{\ell} \tag{29}
\end{equation*}
$$

As in the previous page, we have that $e\left(-\frac{m_{n_{1}}}{g}\right) e\left(\theta-\frac{n_{1}}{\ell}\right) \in \mathscr{B}_{0}$. Combining this with (29) yields $e\left(-\frac{m_{n_{1}}}{g}\right) e\left(\theta-\frac{m}{g}-\frac{n_{2}}{\ell}\right) \in \mathscr{B}_{0}$ which further implies that $e\left(\frac{m-m_{n_{1}}}{g}\right) \in$ $e\left(\frac{n_{2}}{\ell}-\theta\right) \mathscr{B}_{0}$. Clearly $e\left(-\frac{m_{n_{2}}}{g}\right)$ belongs also to the set $e\left(\frac{n_{2}}{\ell}-\theta\right) \mathscr{B}_{0}$. This implies that $m_{n_{1}} \equiv m+m_{n_{2}}(\bmod g)$, from which we calculate

$$
\begin{aligned}
f\left(n_{1}\right)-f\left(n_{2}\right) & =-\left(g n_{1}+\ell m_{n_{1}}\right)+\left(g n_{2}+\ell m_{n_{2}}\right) \\
& =g\left(n_{2}-n_{1}\right)+\ell\left(m_{n_{2}}-m_{n_{1}}\right) \\
& \equiv 0-\ell \cdot \frac{g\left(n_{1}-n_{2}\right)}{\ell} \\
& \equiv 0\left(\bmod g \ell^{\prime}\right) .
\end{aligned}
$$

This finishes the proof.
2. For injectivity we prove a little stronger result: $n_{1} \equiv n_{2}\left(\bmod \ell^{\prime}\right)$ if and only if $f\left(n_{1}\right) \equiv f\left(n_{2}\right)(\bmod \ell)$. The proof is short: If $f\left(n_{1}\right) \equiv f\left(n_{2}\right)(\bmod \ell)$, then we have $g\left(n_{2}-n_{1}\right) \equiv 0(\bmod \ell)$. Dividing by $(g, \ell)$ gives $n_{1}-n_{2} \equiv 0\left(\bmod \ell^{\prime}\right)$. On the other hand, if $n_{1} \equiv n_{2}\left(\bmod \ell^{\prime}\right)$ we have $f\left(n_{1}\right)-f\left(n_{2}\right) \equiv g\left(n_{2}-n_{1}\right) \equiv 0(\bmod \ell)$. The last congruence follows from the fact $(g, \ell) \cdot \ell^{\prime}=\ell$. The other direction follows from part 1 . This concludes the proof and the injectivity follows.

Now, choose an integer $n \in\left[-\frac{\ell^{\prime}}{2}+\ell^{\prime} \theta, \frac{\ell^{\prime}}{2}+\ell^{\prime} \theta\left[\right.\right.$ or equivalently $\left.\left.\theta-\frac{n}{\ell^{\prime}} \in\right]-\frac{1}{2}, \frac{1}{2}\right]$. Remember that $e\left(\theta-\frac{n}{\ell^{\prime}}\right) \in \mathscr{B}_{m_{n}}$. Furthermore,

$$
\left.\left.\theta-\frac{n}{\ell^{\prime}} \in\right] A+\frac{2 m_{n}-1}{2 g}, A+\frac{2 m_{n}+1}{2 g}\right]
$$

for some integer $A$. Actually, since $-\frac{g-1}{2} \leq m_{n} \leq \frac{g-1}{2}$ it follows that $A-\frac{1}{2}<\theta-\frac{n}{\ell^{\prime}} \leq$ $A+\frac{1}{2}$ and so, in view of the choice of $n, A=0$. Hence

$$
\left.\left.\theta-\frac{n}{\ell^{\prime}} \in\right] \frac{2 m_{n}-1}{2 g}, \frac{2 m_{n}+1}{2 g}\right]
$$

from which it is easy to verify that $\left.f(n) \in]-\frac{\ell}{2}-g \ell \theta, \frac{\ell}{2}+g \ell \theta\right]$. This completes the proof.

The first claim tells that we actually have

$$
\begin{equation*}
\sum_{-\frac{\ell}{2} \leq n<\frac{\ell}{2}} e\left(\frac{f(n)}{g \ell}\right)=d \cdot \sum_{-\frac{\ell^{\prime}}{2} \leq n^{\prime}<\frac{\ell^{\prime}}{2}} e\left(\frac{f\left(n^{\prime}\right)}{g \ell}\right) \tag{30}
\end{equation*}
$$

Noting that $d \mid f(n)$ for all $n$ and using the second claim of the Lemma 4.12. we get that the set

$$
\left\{f\left(n^{\prime}\right) \left\lvert\,-\frac{\ell^{\prime}}{2}+\ell^{\prime} \theta \leq n^{\prime} \leq \frac{\ell^{\prime}}{2}+\ell^{\prime} \theta\right.\right\}
$$

contains $\ell^{\prime}$ distinct multiplies of $d$, all contained in $\left.]-\frac{\ell}{2}-g \ell \theta, \frac{\ell}{2}+g \ell \theta\right]$. On the other hand, this set contains exactly $\ell^{\prime}$ multiples of $d$. Therefore we can calculate,

$$
\begin{align*}
\sum_{-\frac{\ell^{\prime}}{2} \leq n^{\prime}<\frac{\ell^{\prime}}{2}} e\left(\frac{f\left(n^{\prime}\right)}{g \ell}\right) & =\sum_{-\frac{\ell^{\prime}}{2}+\ell^{\prime} \theta \leq n^{\prime}<\frac{\ell^{\prime}}{2}+\ell^{\prime} \theta} e\left(\frac{f\left(n^{\prime}\right)}{g \ell}\right) \\
& =\sum_{\frac{1}{d}\left(-\frac{\ell}{2}-g \ell \theta\right)<s \leq \frac{1}{d}\left(\frac{\ell}{2}-g \ell \theta\right)} e\left(\frac{s d}{g \ell}\right) \\
& =\sum_{-\frac{\ell^{\prime}}{2}-g \ell^{\prime} \theta<s \leq \frac{\ell^{\prime}}{2}-g \ell^{\prime} \theta} e\left(\frac{s}{g \ell^{\prime}}\right) \\
& \stackrel{(*)}{=} \frac{\left.e\left(\frac{1}{g \ell^{\prime}} \frac{\ell^{\prime}}{2}-g \ell^{\prime} \theta\right\rfloor\right)\left(1-e\left(-\frac{1}{g \ell^{\prime}}\right)^{\ell^{\prime}}\right)}{1-e\left(-\frac{1}{g \ell^{\prime}}\right)} \\
& =\frac{e\left(-\theta+\frac{1-2\left\{-g \ell^{\prime} \theta\right\}}{2 g \ell^{\prime}}\right)\left(e\left(\frac{1}{2 g}\right)-e\left(-\frac{1}{2 g}\right)\right)}{e\left(\frac{1}{2 g \ell^{\prime}}\right)-e\left(-\frac{1}{2 g \ell^{\prime}}\right)} \\
& =\frac{e\left(-\theta+\frac{1-2\left\{-g \ell^{\prime} \theta\right\}}{2 g \ell^{\prime}}\right) \sin \frac{\pi}{g}}{\sin \frac{\pi}{g \ell^{\prime}}} . \tag{31}
\end{align*}
$$

In the step $(*)$ we used the summation formula of the geometric progression. Collecting (28), (30) and (31) together gives

$$
\begin{aligned}
\sum_{-\frac{\ell}{2}<n \leq \frac{\ell}{2}} \max _{Z \in \mu_{g} \cup\{0\}} \Re\left(z \cdot e\left(\theta-\frac{n}{\ell}\right)\right) & =d \cdot \frac{\sin \frac{\pi}{g}}{\sin \frac{\pi}{g \ell^{\prime}}} \cdot \Re\left(e(\theta) \cdot e\left(-\theta+\frac{1-2\left\{-g \ell^{\prime} \theta\right\}}{2 g \ell^{\prime}}\right)\right) \\
& =d \cdot \frac{\sin \frac{\pi}{g}}{\sin \frac{\pi}{g \ell^{\prime}}} \cdot \cos \left(\frac{\pi\left(1-2\left\{-g \ell^{\prime} \theta\right\}\right)}{g \ell^{\prime}}\right) \\
& =d \cdot \frac{\sin \frac{\pi}{g}}{\sin \frac{\pi}{g \ell^{\prime}}} \cdot F_{g \ell^{\prime}}\left(-g \ell^{\prime} \theta\right) .
\end{aligned}
$$

This finishes the proof of Lemma 4.11.
Using Lemmas 4.10 and 4.11, the main term can be estimated as

$$
\begin{aligned}
\sum_{x<p \leq(1+\delta) x} \frac{1-\Re\left(\chi(p) \bar{\xi}(p) p^{-i t}\right)}{p} & \geq \sum_{-\frac{\ell}{2} \leq n<\frac{\ell}{2}}\left(\sum_{\substack{x<p \leq(1+\delta) x \\
\xi(p)=e\left(\frac{n}{\ell}\right)}} \frac{1}{p}\right) \min _{z \in \mu_{g} \cup\{0\}}\left(1-\Re z e\left(\theta_{x}-\frac{n}{\ell}\right)\right) \\
& =\frac{\delta(1+o(1))}{\log x}\left(1-\frac{\sin \frac{\pi}{g}}{\ell^{\prime} \tan \frac{\pi}{g \ell^{\prime}}} F_{g \ell^{\prime}}\left(-g \ell^{\prime} \theta_{x}\right)\right) .
\end{aligned}
$$

Let us define a new function

$$
G(s):=1-\frac{\sin \frac{\pi}{g}}{\ell^{\prime} \tan \frac{\pi}{g \ell^{\prime}}} F_{g \ell^{\prime}}\left(\frac{t g \ell^{\prime}}{2 \pi} \cdot s\right) .
$$

We notice that $G$ is minimized for those $s$ for which $F_{g \ell^{\prime}}$ is maximized i.e., when $\frac{\operatorname{tg} \ell^{\prime}}{2 \pi} \cdot s$ is a half-integer. Thus

$$
G(s) \geq 1-\frac{\sin \frac{\pi}{g}}{\ell^{\prime} \tan \frac{\pi}{g \ell^{\prime}}}>0
$$

where the last inequality sign is justified by a straightforward differentiation.
When this is combined with our earlier bound (27) we get

$$
\begin{align*}
\sum_{x<p \leq(1+\delta) x} \frac{1-\Re\left(\chi(p) \bar{\xi}(p) p^{-i t}\right)}{p} & =\frac{(1+o(1)) \delta}{\log x} G\left(-\frac{2 \pi}{t} \cdot \theta_{x}\right)+\mathcal{O}\left(\frac{\delta^{2} \log ^{2} y}{\log x}\right) \\
& =\frac{(1+o(1)) \delta}{\log x} G(\log x)+\mathcal{O}\left(\frac{\delta^{2} \log ^{2} y}{\log x}\right) \\
& =\frac{(1+o(1)) \delta}{\log x} G(\log x) \tag{32}
\end{align*}
$$

where $o(1) \rightarrow 0$ as $y \rightarrow \infty$. The last step follows since $\mathcal{O}\left(\frac{\delta^{2} \log ^{2} y}{\log x}\right)=\mathcal{O}\left(\frac{1}{\log ^{4} y \log x}\right)=$ $o(1)$, which in turn follows from the fact $\delta \asymp(\log y)^{-3}$.

Let $x_{0}=\exp \left((\log y)^{\varepsilon}\right)$ and $x_{r}=x_{0}(1+\delta)^{r}$ for $r \geq 1$. With the aid of (32) we deduce

$$
\begin{align*}
\mathbb{D}\left(\chi(n), \xi(n) n^{i t} ; y\right)^{2} & \geq \sum_{x_{0}<p \leq y} \frac{1-\Re\left(\chi(p) \bar{\xi}(p) p^{-i t}\right)}{p} \\
& \geq \sum_{\substack{r \geq 0 \\
x_{r+1} \leq y}} \sum_{x_{r}<p \leq x_{r+1}} \frac{1-\Re\left(\chi(p) \bar{\xi}(p) p^{-i t}\right)}{p} \\
& \geq \sum_{\substack{r \geq 0 \\
x_{r+1} \leq y}} \frac{(1+o(1)) \delta}{\log x_{r}} G\left(\log x_{r}\right) \\
& \geq(1+o(1)) \log (1+\delta) \sum_{\substack{r \geq 0 \\
x_{r+1} \leq y}} \frac{G\left(\log x_{r}\right)}{\log x_{r}} \tag{33}
\end{align*}
$$

The sum on the right is a left Riemann sum for the integral $\int_{\log x_{0}}^{\log x_{m}} \frac{G(z)}{z} d z$, where $m$ is an integer for which $x_{m} \leq y<x_{m+1}$ and the length of the subinterval is $\Delta=\log (1+\delta)$. For all $s \geq \log x_{0}$ we estimate trivially

$$
\begin{equation*}
\left|\frac{d}{d s} \frac{G(s)}{s}\right| \leq\left|\frac{G^{\prime}(s)}{s}\right|+\left|\frac{G(s)}{s^{2}}\right| \leq \frac{\frac{\sin \frac{\pi}{g}}{\ell^{\prime} \tan \frac{\pi}{g \ell^{\prime}}} \cdot \frac{t g \ell^{\prime}}{2 \pi} F_{g \ell^{\prime}}(0)}{\log x_{0}}+\frac{2}{\left(\log x_{0}\right)^{2}} \ll 1 \tag{34}
\end{equation*}
$$

Now, we would like to use the error formula for the left Riemann sum, which states that for a continuously differentiable function $f$ it holds that

$$
\begin{equation*}
\left|\int_{a}^{b} f(x) d x-R\right| \leq \frac{b-a}{2} \cdot \Delta \cdot \max _{x \in[a, b]} f^{\prime}(x), \tag{35}
\end{equation*}
$$

where $R$ is the value of a left Riemann sum of the function $f$ in the interval $[a, b]$.

We face a problem, since the formula requires $\frac{G(s)}{s}$ to be continuously differentiable which it is not (it has cusps at integer points). The problem can be avoided by choosing $\delta$ such that 1 is an integer multiple of $\log (1+\delta)$ and $x_{0}$ such that $\log x_{0}$ is an integer; see Figure 5.


Figure 5. The left Riemann sum for $\int_{\log x_{0}}^{\log x_{m}} \frac{G(z)}{z} d z$ for above choices of $\delta$ and $x_{0}$.
From (34) and (35) we get

$$
\begin{aligned}
\left|\log (1+\delta) \sum_{\substack{r \geq 0 \\
x_{r+1} \leq y}} \frac{G\left(\log x_{r}\right)}{\log x_{r}}-\int_{\log x_{0}}^{\log y} \frac{G(s)}{s} d s\right| & \leq\left|\log (1+\delta) \sum_{\substack{r \geq 0 \\
x_{r+1} \leq y}} \frac{G\left(\log x_{r}\right)}{\log x_{r}}-\int_{\log x_{0}}^{\log x_{m}} \frac{G(s)}{s} d s\right| \\
& +\left|\int_{\log x_{m}}^{\log y} \frac{G(s)}{s} d s\right| \\
& \leq \log (1+\delta) \cdot \frac{\log x_{m}-\log x_{0}}{2} \cdot \max _{s \in\left[\log x_{0}, \log x_{m}\right]}\left|\frac{d}{d s} \frac{G(s)}{s}\right| \\
& +\left|\int_{\log x_{m}}^{\log y} \frac{G(s)}{s} d s\right| \\
& \ll \log (1+\delta) \cdot \log y+\frac{1}{\log ^{2} y} \ll \frac{1}{\log ^{2} y} \ll 1,
\end{aligned}
$$

where the first estimate on the last line follows since $\delta \asymp(\log y)^{-3}$ and $\log (1+\delta) \ll \delta$.
Thus the estimate (33) gives

$$
\mathbb{D}\left(\chi(n), \xi(n) n^{i t} ; y\right)^{2} \geq(1+o(1)) \int_{\log x_{0}}^{\log y} \frac{G(s)}{s} d s+\mathcal{O}(1)
$$

We are done if we manage to prove that

$$
\int_{\log x_{0}}^{\log y} \frac{G(s)}{s} d s \geq\left(\delta_{g}+o(1)\right) \log \log y
$$

where $\delta_{g}=1-\frac{g}{\pi} \sin \frac{\pi}{g}$.
Setting $N=g \ell^{\prime}$ and making a change of variable $\frac{N t s}{2 \pi} \mapsto s$ we see that it is enough to prove that

$$
\int_{\log x_{0}}^{\log y} \frac{1}{s} d s-\int_{\log x_{0}}^{\log y} \frac{\sin \frac{\pi}{g}}{s \cdot \frac{N}{g} \tan \frac{\pi}{N}} F_{N}\left(\frac{N t}{2 \pi} \cdot s\right) d s \geq\left(\delta_{g}+o(1)\right) \log \log y
$$

On the other hand, we have

$$
\begin{aligned}
\int_{\log x_{0}}^{\log y} \frac{\sin \frac{\pi}{g}}{s \cdot \frac{N}{g} \tan \frac{\pi}{N}} F_{N}\left(\frac{N t}{2 \pi} \cdot s\right) d s & =\int_{\log x_{0}}^{\log y} \frac{F_{N}\left(\frac{N t}{2 \pi}\right)}{\frac{2 \pi}{N t} \cdot \frac{N t}{2 \pi} \cdot s} \cdot \frac{\sin \frac{\pi}{g}}{\frac{N}{g} \tan \frac{\pi}{N}} d s \\
& =\int_{\frac{N t}{2 \pi} \log x_{0}}^{\frac{N t}{2 \pi} \log y} \frac{N t}{2 \pi} \cdot \frac{\sin \frac{\pi}{g}}{\frac{N}{g} \tan \frac{\pi}{N}} \cdot \frac{2 \pi}{N t} \cdot \frac{F_{N}(s)}{s} d s
\end{aligned}
$$

by using the formula ${ }^{7}$

$$
\int_{\phi(a)}^{\phi(b)} f(x) d x=\int_{a}^{b} f(\phi(t)) \phi^{\prime}(t) d t
$$

with a choice $\phi(s)=\frac{N t}{2 \pi} \cdot s$.
Hence it suffices to prove that

$$
\int_{\log x_{0}}^{\log y} \frac{1}{s} d s-\int_{\frac{N t}{2 \pi} \log x_{0}}^{\frac{N t}{2 \pi} \log y} \frac{\sin \frac{\pi}{g}}{\frac{N}{g} \tan \frac{\pi}{N}} \cdot \frac{F_{N}(s)}{s} d s \geq\left(\delta_{g}+o(1)\right) \log \log y
$$

which is equivalent to

$$
\begin{aligned}
\int_{\frac{N t}{2 \pi} \log x_{0}}^{\frac{N t}{2 \pi} \log y} \frac{1}{s} F_{N}(s) d s & \leq\left(\int_{\log x_{0}}^{\log y} \frac{1}{s} d s-\left(\delta_{g}+o(1)\right) \log \log y\right) \cdot \frac{\frac{\pi}{g} \cdot \frac{N}{\pi} \tan \frac{\pi}{N}}{\sin \frac{\pi}{g}} \\
& =\left(\frac{\frac{\pi}{g}}{\sin \frac{\pi}{g}}\left(\log \log y-\log \log x_{0}\right)-\left(\frac{\frac{\pi}{g}}{\sin \frac{\pi}{g}}-1+o(1)\right) \log \log y\right) \frac{N}{\pi} \tan \frac{\pi}{N} \\
& \stackrel{(*)}{=}(1-\varepsilon+o(1)) \bar{F}_{N} \log \log y \\
& =\left(\bar{F}_{N}+o(1)\right) \log \log y
\end{aligned}
$$

where $\frac{\log \log y}{\log y} \ll|t| \leq \log ^{2} y$ and $\bar{F}_{N}$ is the average value of the function $F_{N}$ over the unit interval. The step $(*)$ is based on the definition $x_{0}=\exp \left((\log y)^{\varepsilon}\right)$.

Now we split the consideration into two cases. For clarity, we set $a(y)=\frac{N t}{2 \pi} \log x_{0}$ and $b(y)=\frac{N t}{2 \pi} \log y$.

If $a(y) \geq 1$ we have split the interval $[1, x]$ to unit intervals, with at most one exception, and bound the term $\frac{1}{s}$ trivially on each of these intervals. This gives

$$
\int_{a(y)}^{b(y)} \frac{1}{s} \cdot F_{N}(s) d s=\overline{F_{N}} \cdot \log \frac{b(y)}{a(y)}+\mathcal{O}(1) \leq\left(\overline{F_{N}}+o(1)\right) \log \log y
$$

and the claim follows.
If $a(y)<1$ we can assume that $b(y) \geq 1$ by choosing implicit constant in the estimate $|t| \gg \frac{\log \log y}{\log y}$ large enough. Now, splitting the interval into two parts $[a(y), 1]$ and $[1, b(y)]$, making a change of variable $s \mapsto \frac{1}{s}$ in the first integral and doing the same calculation as above we deduce

$$
\begin{aligned}
\int_{a(y)}^{b(y)} \frac{1}{s} \cdot F_{N}(s) d s & =\int_{a(y)}^{1} \frac{1}{s} F_{N}(s) d s+\int_{1}^{b(y)} \frac{1}{s} F_{N}(s) d s \\
& =\int_{1}^{\frac{1}{a(y)}} \frac{1}{s} F_{N}\left(\frac{1}{s}\right) d s+\overline{F_{N}} \cdot \log b(y)+\mathcal{O}(1)
\end{aligned}
$$

[^5]Hence it suffices to prove that

$$
\int_{1}^{x} \frac{1}{s} F_{N}\left(\frac{1}{s}\right) d s \leq \overline{F_{N}} \cdot \log x+\mathcal{O}(1)
$$

But this follows from the fact that $F_{N}\left(\frac{1}{x}\right) \leq \overline{F_{N}}$ for sufficiently large $x$ (since $F_{N}$ is concave in the unit interval). Thus the proof is completed.

### 4.5 A Pretentious Proof for the Prime Number Theorem

As an application of pretentious methods we will show how the Prime Number Theorem can be obtained by the pretentious triangle inequality and Halász-MontgomeryTenenbaum Theorem. The main applications of pretentious methods in this thesis are focused on character sums and are studied in Chapter 6. The third example of the power of these methods is the proof of the Distribution Theorem that concerns the equidistribution of functions with $|f(n)|=1$ on the unit circle. This is discussed in [23, 29]. Still, the most astonishing result obtained using pretentious methods is the recent proof of the Arithmetic Quantum Unique Ergodicity Conjecture originally due to Rudnik and Sarnak. It was proved by Soundararajan and Holowinsky. This matter is not treated here, but we encourage the reader to take a look at the papers [46, 47, 72].

Maybe the most significant work concerning the distribution of primes was Riemann's memoir [66], which introduced the idea of applying complex analytic methods to study the function $\pi(x)$. Inspired by these ideas Vallée-Poussin [77] and Hadamard [35], [36] managed, independently, prove the PNT in 1896. The central idea in both of these proofs was to show that the $\zeta$-function is non-vanishing on the line $\{\sigma=1\}$.

Many other proofs have been found since. These include the elementary proofs of Erdös [19] and Selberg [69] in 1946. Both of these proofs were based on the "fundamental inequality" due to Selberg. The question whether to write a joint paper on the matter lead to a bitter dispute between these two mathematicians, see [31]. Still, probably the simplest proof is due to Newman [61] which dates back to 1980. The proof is based on a clever use of contour integration.

In this section we give a pretentious proof for the PNT following the manuscript [29]. There are also other pretentious proofs for this matter which make use of the Brun-Titchmarsh Theorem [21]. Our starting point is that the Prime Number Theorem is true if

$$
\left|\sum_{n \leq x} \mu(n)\right|=o(x)
$$

This implication is proved, for example, in [67] where it is Theorem 4.3.
We continue with the following result:
Lemma 4.13. Let $f$ be a real-valued multiplicative function with $-1 \leq f(n) \leq 1$ and $|\alpha| \leq(\log x)^{10}, x \geq 1$. Then we have

$$
\mathbb{D}\left(f, p^{i \alpha} ; x\right) \geq \min \left(\frac{1}{2} \sqrt{\log \log x}+\mathcal{O}(1), \frac{1}{3} \mathbb{D}(1, f ; x)+\mathcal{O}(1)\right)
$$

Proof. Since $\mathbb{D}\left(f, p^{i \alpha} ; x\right)=\mathbb{D}\left(f, p^{-i \alpha} ; x\right)$ the triangle inequality gives

$$
\begin{equation*}
\mathbb{D}\left(1, p^{2 i \alpha} ; x\right)=\mathbb{D}\left(p^{i \alpha}, p^{-i \alpha} ; x\right) \leq 2 \mathbb{D}\left(f, p^{i \alpha} ; x\right) \tag{36}
\end{equation*}
$$

Notice that we have

$$
\begin{aligned}
\mathbb{D}\left(1, p^{i \alpha} ; x\right)^{2} & =\sum_{p \leq x} \frac{1-\Re\left(p^{-i \alpha}\right)}{p} \\
& =\sum_{p \leq x} \frac{1}{p}-\sum_{p \leq x} \frac{\Re\left(p^{-i \alpha}\right)}{p} \\
& =\log \log x-\log \left|\zeta\left(1+\frac{1}{\log x}+i \alpha\right)\right|+\mathcal{O}(1) .
\end{aligned}
$$

If $\frac{1}{100} \leq|\alpha| \leq(\log x)^{10}$ we use the fact $|\zeta(s)| \ll \log (2+|s|)$, which holds when $|s-1| \gg 1$, to obtain

$$
\begin{aligned}
\mathbb{D}\left(1, p^{2 i \alpha} ; x\right)^{2} & \geq \log \log x-\frac{\log \left|\zeta\left(1+\frac{1}{\log x}+2 i \alpha\right)\right|}{\log \log x} \cdot \log \log x+\mathcal{O}(1) \\
& \geq \log \log x-\frac{\log \log \left(2+\left|1+\frac{1}{\log x}+2 i \alpha\right|\right)}{\log \log x} \cdot \log \log x+\mathcal{O}(1) \\
& \geq(1-\varepsilon) \log \log x+\mathcal{O}(1)
\end{aligned}
$$

for some fixed $0<\varepsilon<1$.
This follows since

$$
0<\frac{\log \log \left(2+\left|1+\frac{1}{\log x}+2 i \alpha\right|\right)}{\log \log x} \leq \frac{\log \log \left(2+\sqrt{\left(1+\frac{1}{\log x}\right)^{2}+4(\log x)^{20}}\right)}{\log \log x}<1
$$

when $x$ is large enough.
Now,

$$
\mathbb{D}\left(f, p^{i \alpha} ; x\right)^{2} \geq \frac{1}{4} \mathbb{D}\left(1, p^{2 i \alpha} ; x\right)^{2} \geq \frac{1}{4}(1-\varepsilon) \log \log x+\mathcal{O}(1)
$$

which gives the desired bound. On the other hand, if $|\alpha| \leq \frac{1}{100}$ we have

$$
\begin{equation*}
\mathbb{D}\left(1, p^{2 i \alpha} ; x\right)=\mathbb{D}\left(1, p^{i \alpha} ; x\right)+\mathcal{O}(1) . \tag{37}
\end{equation*}
$$

This follows from the identity $\frac{|s|}{|s-1|}-|s| \leq|\zeta(s)| \leq \frac{|s|}{|s-1|}+|s|$, which holds for $s>1$, as we have ${ }^{8}$

$$
\left.\begin{array}{rl} 
& \log \left|\zeta\left(1+\frac{1}{\log x}+i \alpha\right)\right|-\log \left|\zeta\left(1+\frac{1}{\log x}+2 i \alpha\right)\right| \\
= & \log \left(\left|\frac{\zeta\left(1+\frac{1}{\log x}+i \alpha\right)}{\zeta\left(1+\frac{1}{\log x}+i \alpha\right)}\right|\right) \\
\leq & \log \left(\frac{\left.\frac{\left|1+\frac{1}{\log x}+i \alpha\right|}{\mid \log x}+i \alpha \right\rvert\,}{\log \mid}\left|1+\frac{1}{\log x}+i \alpha\right|\right. \\
\frac{|1+\log x+2 i \alpha|}{|\log x+2 i \alpha|}-\left|1+\frac{1}{\log x}+2 i \alpha\right|
\end{array}\right)
$$

[^6]Thus the triangle inequality and estimates (36), (37) give

$$
\begin{aligned}
\mathbb{D}\left(f, p^{i \alpha} ; x\right) & \geq \mathbb{D}(1, f ; x)-\mathbb{D}\left(1, p^{i \alpha} ; x\right) \\
& \geq \mathbb{D}(1, f ; x)-\mathbb{D}\left(1, p^{2 i \alpha} ; x\right)+\mathcal{O}(1) \\
& \geq \mathbb{D}(1, f ; x)-2 \mathbb{D}\left(f, p^{i \alpha} ; x\right)+\mathcal{O}(1)
\end{aligned}
$$

from which it follows

$$
\mathbb{D}\left(f, p^{i \alpha} ; x\right) \geq \frac{1}{3} \mathbb{D}(1, f ; x)+\mathcal{O}(1)
$$

as desired.
Combining the previous lemma with the Halász-Montgomery-Tenenbaum Theorem (Theorem 3.4 with a choice $T=(\log x)^{10}$ ) yields

$$
\begin{aligned}
\frac{1}{x} \sum_{n \leq x} f(n) & \ll \exp \left(-\frac{1}{4} \log \log x+\mathcal{O}(1)\right)+\mathbb{D}(1, f ; x)^{2} \exp \left(-\frac{1}{9} \mathbb{D}(1, f ; x)^{2}\right)+\frac{1}{(\log x)^{5}} \\
& \ll \mathbb{D}(1, f ; x)^{2} \exp \left(-\frac{1}{9} \mathbb{D}(1, f ; x)^{2}\right)+\frac{1}{(\log x)^{\frac{1}{4}+o(1)}}
\end{aligned}
$$

Choosing $f=\mu$ in the above formula and using Mertens' Theorem gives

$$
\begin{align*}
\left|\sum_{n \leq x} \mu(n)\right| & \ll x \cdot(\log \log x) \exp \left(-\frac{2}{9} \log \log x\right)+\frac{x}{(\log x)^{\frac{1}{4}+o(1)}} \\
& \ll \frac{x}{(\log x)^{\frac{2}{9}+o(1)}}  \tag{38}\\
& =o(x)
\end{align*}
$$

This completes the proof.
We remark that the PNT is also true if

$$
\psi(x)=x+o(x)
$$

This is proved in [73] where it is Proposition 2.1 in Chapter 7. In the view of this, if we want a version with an error estimate, it follows from (38) that

$$
\psi(x)=x+\mathcal{O}\left(\frac{x}{(\log x)^{\frac{2}{9}+o(1)}}\right)
$$

(see the remark on p. 34 in [29]).
This method yields a worse error term than the classical proofs. The best known error term is given by

$$
\psi(x)=x+\mathcal{O}\left(x \exp \left(-(\log x)^{\frac{3}{5}+o(1)}\right)\right)
$$

This was obtained by Korobov [51] and Vinogradov [80] in 1958.

## 5 Exponential Sums with Multiplicative Coefficients

In this chapter our goal is to prove the Montgomery-Vaughan bound which estimates the exponential sums whose coefficients are multiplicative functions. The bound itself is not used later in this thesis, but the corollaries are. At first we, however, recall some things from the theory of rational approximations, which are used frequently in Chapter 6.

### 5.1 On Rational Approximations

At first we prove Dirichlet's Approximation Theorem:
Theorem 5.1. For any real number $\alpha$ and natural number $N$, there exists integers $b$ and $r$ such that $1 \leq r \leq N$ and

$$
\left|\alpha-\frac{b}{r}\right| \leq \frac{1}{r N} .
$$

Proof. We consider the fractional parts $\{0 \cdot \alpha\},\{\alpha\}, \ldots,\{N \cdot \alpha\}$ which belong to the half open interval $[0,1[$. This interval can be written as a union of $N$ subintervals

$$
\left[0,1\left[=\bigcup_{m=0}^{N-1}\left[\frac{m}{N}, \frac{m+1}{N}[.\right.\right.\right.
$$

Now we have $N+1$ fractional parts and $N$ subintervals, so by the pigeonhole principle there exists $0 \leq k<\ell \leq N$ such that $\{k \cdot \alpha\}$ and $\{\ell \cdot \alpha\}$ belong to the same subinterval. In particular, there exists an integer $b$ such that $|(\ell-k) \alpha-b|<\frac{1}{N}$. Choosing $r=\ell-k$ finishes the proof.

Now we can define a classical concept related to the circle method:
Definition 5.2. Let $\alpha \in[0,1]$. We say that $\alpha$ lies on a minor arc if it has rational approximation with a large denominator. Otherwise, if there is no such rational approximation, we say that $\alpha$ lies on a major arc. Here, the concepts "small" and "large" depend on the context. These names come from the phenomenon that points lying on the major arc contribute to the main term in the estimate and points lying on the minor arc contribute to the error term. In this thesis the situation is roughly the following: Let $M$ be a fixed natural number and $c$ some positive constant. By Dirichlet's Approximation Theorem there exists a reduced fraction $\frac{b}{r}$ with $1 \leq r \leq M$ such that

$$
\left|\alpha-\frac{b}{r}\right| \leq \frac{1}{r M} .
$$

Notice that there may be many such fractions. If there exists a reduced fraction with $r>c$, we say that $\alpha$ lies on a minor arc. If we always have $r \leq c$, then $\alpha$ lies on a major arc.

### 5.2 The Montgomery-Vaughan Bound

Now we will move on to studying exponential sums of the form

$$
\begin{equation*}
\sum_{n \leq x} f(n) e(n \alpha) \quad \text { and } \quad \sum_{n \leq x} \frac{f(n)}{n} e(n \alpha) \tag{39}
\end{equation*}
$$

where $f \in \widetilde{\mathcal{F}}$ and $\alpha \in \mathbb{R}$. In [56] Montgomery and Vaughan showed that there is cancellation in (39) if $\alpha$ belongs to the minor arc. This refined an old result due to Daboussi
[13]. In this section we are going to prove this. First we evaluate (39) at rational points. The following proof closely follows the original proof [56].

Theorem 5.3. Suppose that $q \leq N$ and $(a, q)=1$. Then

$$
\sum_{n \leq N} f(n) e\left(n \cdot \frac{a}{q}\right) \ll N\left(\frac{1}{\log 2 N}+\frac{1}{\sqrt{\varphi(q)}}+\sqrt{\frac{q}{N}}\left(\log \frac{2 N}{q}\right)^{\frac{3}{2}}\right)
$$

uniformly for $f \in \widetilde{\mathcal{F}}$.
Since the proof is very involved, we will first lay out the structure behind it. Our outline has 6 steps:

1. First we easily reduce the problem to bounding the exponential sum which has coefficients of the form $f(m n) \Lambda(m)$. Then we observe that $f(m n)$ can be replaced with $f(m) f(n)$ with a suitable error.
2. Since Von Mangoldt's function vanishes unless $m$ is a power of a prime, it suffices to bound the sum over all pairs $(m, n)=\left(p^{k}, n\right)$ with $m n \leq N$. It is almost immediate that those pairs with $k \geq 2$ contribute the term which is $\ll N$, and therefore it does not give us any trouble.
3. Estimating the sum over pairs $(p, n)$ is a more subtle problem. To do this we split the area bordered by the coordinate axis and the curve $x y=N$ into rectangles of the form $\left.\left.\left.] P^{\prime}, P^{\prime \prime}\right] \times\right] N^{\prime}, N^{\prime \prime}\right]$, with the side lengths having certain properties described in the actual proof. The reason for such division is explained in step 5 .
4. However, our partition has a weakness: there exists points that do not lie on any rectangles constructed in the previous step. Luckily, the contribution of such exceptional points can be estimated quite easily with the Cauchy-Schwarz inequality and some wellknown sieve estimates.
5. Then we move back to the set up in step 3. The fundamental idea of the proof is to estimate the contribution of the points lying in the rectangles one rectangle at a time. In other words we seek a non-trivial bound for the sum

$$
\sum_{(p, n) \in \mathscr{R}} f(p) f(n) e\left(p n \cdot \frac{a}{q}\right) \log p
$$

where $\mathscr{R}$ is one of the rectangles we have constructed. This is done again with the help of the Cauchy-Schwarz inequality.
6. The final step of the proof is to apply the estimate obtained in the previous step to each rectangle constructed in step 3 . Then the theorem is obtained by summing all these bounds and the estimate for the contribution of the exceptional points derived in the step 4.

This concludes the outline, and so we are ready to begin the proof.
Proof. Since $f \in \widetilde{\mathcal{F}}$, the Cauchy-Schwarz inequality yields

$$
\sum_{n \leq N} f(n) e\left(n \cdot \frac{a}{q}\right) \log \frac{N}{n} \ll\left(\sum_{n \leq N}\left(\log \frac{N}{n}\right)^{2}\right)^{\frac{1}{2}}\left(\sum_{n \leq N}|f(n)|^{2}\right)^{\frac{1}{2}} \ll N .
$$

Thus

$$
\sum_{n \leq N} f(n) e\left(n \cdot \frac{a}{q}\right) \log N \ll N+\left|\sum_{n \leq N} f(n) e\left(n \cdot \frac{a}{q}\right) \log n\right| .
$$

Because of the well-known formula $\log n=\sum_{d \mid n} \Lambda(d)$, it is enough to show that

$$
\begin{equation*}
\sum_{m n \leq N} f(m n) \Lambda(m) e\left(m n \cdot \frac{a}{q}\right) \ll N+\frac{N \log N}{\sqrt{\varphi(q)}}+\sqrt{N q}\left(\log \frac{2 N}{q}\right)^{\frac{3}{2}} \log N \tag{40}
\end{equation*}
$$

Next we would like to use the fact that $f$ is multiplicative, that is $f(m n)=f(m) f(n)$ for all $m, n \in \mathbb{N}$ such that $(m, n)=1$. This leads us to consider the sum

$$
\tau:=\sum_{m n \leq N} \Lambda(m)|f(m n)-f(m) f(n)|
$$

Now, since $f$ is multiplicative, we actually have

$$
\tau=\sum_{\substack{m n \leq N \\(m, n)>1}} \Lambda(m)|f(m n)-f(m) f(n)| \leq \underbrace{\sum_{\substack{m n \leq N \\(m, n)>1}} \Lambda(m)|f(m n)|}_{=: \tau_{1}}+\underbrace{\sum_{\substack{m n \leq N \\(m, n)>1}} \Lambda(m)|f(m) f(n)|}_{=: \tau_{2}} .
$$

Since $\Lambda(m)=0$ unless $m=p^{k}$, in which case it equals $\log p$, we can write

$$
\tau_{1}=\sum_{p, k \geq 1} \sum_{\substack{n \leq N p^{-k} \\ p \mid n}}\left|f\left(p^{k} n\right)\right| \log p
$$

and

$$
\begin{aligned}
\tau_{2} & =\sum_{p, k \geq 1}(\log p)\left|f\left(p^{k}\right)\right| \sum_{m \leq N p^{-k}}|f(m)|=\sum_{p, k \geq 1}(\log p)\left|f\left(p^{k}\right)\right| \sum_{\substack{\ell \leq N p^{-k-j} \\
p \nmid \ell}}\left|f\left(p^{j} \ell\right)\right| \\
& =\sum_{p, k \geq 1}(\log p)\left|f\left(p^{k}\right)\right| \sum_{j \geq 1}\left|f\left(p^{j}\right)\right| \sum_{\substack{\ell \leq N p^{-k-j} \\
p \nmid \ell}}|f(\ell)| .
\end{aligned}
$$

Next we estimate the sums $\tau_{1}$ and $\tau_{2}$ separately. For $\tau_{1}$ we collect the terms for which $p^{\ell}| | p^{k} n$, and observe that the estimate $|f(n)| \leq 1$ together with the Cauchy-Schwarz inequality gives

$$
\begin{aligned}
\tau_{1} & =\sum_{p, k \geq 1}(\log p) \sum_{\ell \geq 1}\left(\sum_{\substack{n \leq N p^{-k} \\
p^{\ell} \| n}}\left|f\left(p^{k} n\right)\right|\right)=\sum_{p, k \geq 1}(\log p) \sum_{\ell \geq 1}\left(\sum_{\substack{m \leq N p^{-k} \\
p^{k+\ell} \| n}}\left|f\left(p^{k+\ell}\right)\right| \cdot|f(m)|\right) \\
& \leq \sum_{p, j \geq 2}(\log p)\left|f\left(p^{j}\right)\right|(j-1) \sum_{m \leq N p^{-j}}|f(m)| \\
& \ll \quad N \sum_{p, j \geq 2} j p^{-j}\left|f\left(p^{j}\right)\right| \log p=N \sum_{p, j \geq 2} j p^{-\frac{3}{8} j} p^{-\frac{5}{8} j}\left|f\left(p^{j}\right)\right| \log p \\
& \ll \quad N\left(\sum_{p, j \geq 2} j^{2} p^{-\frac{3}{4} j} \log ^{2} p\right)^{\frac{1}{2}}\left(\sum_{p, j \geq 2} p^{-\frac{5}{4} j}\left|f\left(p^{j}\right)\right|^{2}\right)^{\frac{1}{2}} \\
& \ll \quad N\left(\sum_{p, j \geq 2} j^{2} p^{-\frac{3}{4} j} \log ^{2} p\right)^{\frac{1}{2}}\left(\sum_{n} n^{-\frac{5}{4}}|f(n)|^{2}\right)^{\frac{1}{2}} .
\end{aligned}
$$

The sums on the right are clearly convergent, and thus $\tau_{1} \ll N$. Similarly, for $\tau_{2}$ we have

$$
\begin{aligned}
\tau_{2} & \ll N \sum_{p, j, k \geq 1}\left|f\left(p^{j}\right) f\left(p^{k}\right)\right| p^{-\frac{1}{3} j-\frac{1}{3} k} p^{-\frac{2}{3} j-\frac{2}{3} k} \log p \\
& \ll N \sum_{p, j, k \geq 1}\left(\left|f\left(p^{j}\right) p^{-\frac{j}{3}}\right|^{2}+\left|f\left(p^{k}\right) p^{-\frac{k}{3}}\right|^{2}\right) p^{-\frac{2 j}{3}-\frac{2 k}{3}} \log p \\
& \ll N \sum_{p, j \geq 1}\left|f\left(p^{j}\right)\right|^{2} p^{-\frac{4 j}{3}}(\log p) \sum_{k \geq 1} p^{-\frac{2 k}{3}} \\
& \ll N\left(\sum_{n}|f(n)|^{2} n^{-\frac{4}{3}} \log n\right) \\
& \ll N .
\end{aligned}
$$

Combining these bounds we get $\tau \ll N$. Now we have reduced our problem to bounding the expression

$$
\sum_{m n \leq N} f(m) f(n) \Lambda(m) e\left(m n \cdot \frac{a}{q}\right)
$$

The pairs $(m, n)=\left(p^{k}, n\right), k \geq 2$, contribute a term which is

$$
\ll \sum_{p, k \geq 2}\left|f\left(p^{k}\right)\right| \log p \sum_{n \leq N p^{-k}}|f(n)| \ll N \sum_{p, k \geq 2}\left|f\left(p^{k}\right)\right| p^{-k} \log p \ll N
$$

Thus, in order to prove (40), it is enough to show that

$$
\begin{equation*}
\sum_{p n \leq N} f(p) f(n) e\left(p n \cdot \frac{a}{q}\right) \log p \ll N+\frac{N \log N}{\sqrt{\varphi(q)}}+\sqrt{N q}\left(\log \frac{2 N}{q}\right)^{\frac{3}{2}} \log N \tag{41}
\end{equation*}
$$

Now we start partitioning the region $\left\{(x, y) \in \mathbb{R}^{2} \mid x y \leq N\right\}$ into rectangles. For all $0 \leq i \leq \log _{2} N$ we define the rectangles

$$
\left.\left.\mathscr{R}_{i}:=\right] 0,2^{i}\right] \times \underbrace{] N 2^{-i-1}, N 2^{-i}\right]}_{=: \not \mathscr{N}_{i}} .
$$

We also set

$$
\begin{equation*}
\mathscr{C}_{i}:=\min \left(i+1,\left\lfloor\log _{2} N\right\rfloor-i+1,\left\lfloor\frac{1}{2} \log _{2}\left(\frac{64 N}{q}\right)\right\rfloor\right) . \tag{42}
\end{equation*}
$$

We are left with covering regions

$$
\mathscr{D}_{i}:=\left\{(x, y) \in \mathbb{R}^{2} \mid x y \leq N, x>2^{i}, \frac{N}{2^{i+1}}<y \leq \frac{N}{2^{i}}\right\} .
$$

This can be done in the following manner: for a fixed $i$, we place rectangles $\mathscr{R}_{i j k}$ into the region $\mathscr{D}_{i}$, where $j=1,2, \ldots, \mathscr{C}_{i}$ and for each such $j$ we choose those $k$ which satisfy $2^{j-1}<k \leq 2^{j}$. The rectangles $\mathscr{R}_{i j k}$ are defined recursively: let

$$
\begin{equation*}
\left.\left.\left.\left.\mathscr{R}_{i 12}:=\right] 2^{i}, \frac{4}{3} 2^{i}\right] \times\right] \frac{1}{2} N 2^{-i}, \frac{3}{4} N 2^{-i}\right] . \tag{43}
\end{equation*}
$$

The sides of such a rectangle divide the region $\mathscr{D}_{i}$ into two regions, with the same height, which is a half of the height of $\mathscr{D}_{i}$. Let these regions be $\mathscr{D}_{i}^{\prime}$ and $\mathscr{D}_{i}^{\prime \prime}$. For both of these regions we choose rectangles similar to (43) but heights are half of what they used to
be. In this case they are $\mathscr{R}_{i 23}$ and $\mathscr{R}_{i 24}$, respectively. Rectangle $\mathscr{R}_{i 23}$ divides the region $\mathscr{D}_{i}^{\prime}$ into two parts $\mathscr{D}_{i}^{\prime *}$ and $\mathscr{D}_{i}^{\prime * *}$. Similarly, rectangle $\mathscr{R}_{i 24}$ divides region $\mathscr{D}_{i}^{\prime \prime}$ into two parts $\mathscr{D}_{i}^{\prime \prime *}$ and $\mathscr{D}_{i}^{\prime \prime * *}$ (see Figure 6.). Then we apply the same procedure until $j=\mathscr{C}_{i}$. So, in the $j^{\text {th }}$ step we place the $2^{j-1}$ rectangles $\mathscr{R}_{i j k}$ of the form

$$
\begin{equation*}
\left.\left.\left.\left.\mathscr{R}_{i j k}=\right] \frac{2^{i+j}}{k}, \frac{2^{i+j+1}}{2 k-1}\right] \times\right] \frac{(k-1) N}{2^{i+j}}, \frac{(2 k-1) N}{2^{i+j+1}}\right] . \tag{44}
\end{equation*}
$$



Figure 6. Illustration of placement of rectangles $\mathscr{R}_{i j k}$ to the region $\mathscr{D}_{i}$.
By the choice of $\mathscr{C}_{i}$, it is straightforward to verify that all rectangles $\mathscr{R}_{i j k}$ are of the form $\left.\left.\left.] p, p^{\prime}\right] \times\right] n, n^{\prime}\right]$, where

$$
\begin{aligned}
& p^{\prime}-p=\frac{2^{i+j+1}}{2 k-1}-\frac{2^{i+j}}{k}=\frac{2^{i+j}}{(2 k-1) k} \geq \frac{2^{i}}{2^{j}-1} \geq \frac{2^{i}}{2^{\mathscr{C}_{i}}-1} \geq \frac{2^{i}}{2^{i+1}-1} \geq \frac{1}{4} \\
& n^{\prime}-n=\frac{(2 k-1) N}{2^{i+j+1}}-\frac{(k-1) N}{2^{i+j}}=\frac{N}{2^{i+j+1}} \geq \frac{N}{2^{i+\mathscr{C}_{i}+1}} \geq \frac{N}{2^{\left\lfloor\log _{2} N\right\rfloor}+1} \geq \frac{1}{4},
\end{aligned}
$$

and

$$
\left(p^{\prime}-p\right)\left(n^{\prime}-n\right) \geq \frac{2^{i}}{2^{\mathscr{C}_{i}}-1} \cdot \frac{N}{2^{i+\mathscr{C}_{i}+1}}>\frac{N}{2^{2 \mathscr{C}_{i}+1}} \geq \frac{N}{\frac{64}{q} \cdot 2} \geq \frac{q}{128} \gg q
$$

However, such a partition does not cover all the points $(p, n)$ for which $p n \leq N$. Let the set of such points be $\mathscr{E}$. Let us define

$$
\mathscr{H}_{i}:=\left\{(p, n) \in \mathscr{E} \mid n \in \mathscr{N}_{i}\right\} .
$$

Now we define the sets $\mathscr{E}_{1}, \mathscr{E}_{2}$ and $\mathscr{E}_{3}$ in the following way

$$
\begin{aligned}
\mathscr{E}_{1} & :=\bigcup_{\mathscr{C}_{i}=i+1} \mathscr{H}_{i} \\
\mathscr{E}_{2} & :=\bigcup_{\mathscr{C}_{i}=\left\lfloor\log _{2} N\right\rfloor-i+1} \mathscr{H}_{i} \\
\mathscr{E}_{3} & :=\bigcup_{\mathscr{C}_{i}=\left\lfloor\frac{1}{2} \log _{2}\left(\frac{64 N}{q}\right)\right\rfloor} \mathscr{H}_{i} .
\end{aligned}
$$

Clearly $\mathscr{E}=\mathscr{E}_{1} \cup \mathscr{E}_{2} \cup \mathscr{E}_{3}$.


Figure 7. Illustration of the case $N=17$ and $q=7$. Note that in this particular case, the set $\mathscr{E}$ contains only one point, namely $(3,5)$ (marked red in the picture). Rectangles $\mathscr{R}_{i}$ are coloured blue and rectangles $\mathscr{R}_{i j k}$ are coloured green ${ }^{9}$.

The next step is to estimate the contribution of the points $(p, n) \in \mathscr{E}$ to the left-hand side of (41). Let us make few geometric observations. For a fixed $p$ with $2^{i}<p<2^{i+1}$ the pairs ( $p, n$ ) which belong to the set $\mathscr{E}$ lie in an interval of length

$$
\begin{equation*}
\leq \frac{N}{2^{i+1}} \cdot \frac{1}{2^{\mathscr{C}_{i}}} \tag{45}
\end{equation*}
$$

[^7]Moreover, for a fixed $n$ there exists an integer $i$ such that $n \in\left[\frac{N}{2^{2+1}}, \frac{N}{2^{2}}\right]$ and after that we choose an integer $\ell$ such that

$$
n \in\left[\frac{N}{2^{i+1}}+\frac{N \ell}{2^{\mathscr{C}_{i}+i+1}}, \frac{N}{2^{i+1}}+\frac{N(\ell+1)}{2^{\mathscr{C}_{i}+i+1}}\right] .
$$

Then all the primes $p$ such that $(p, n) \in \mathscr{E}$ lie on an interval of length

$$
\begin{equation*}
\frac{N}{n}-\frac{2^{\mathscr{C}_{i}+i+1}}{2^{\mathscr{C}_{i}}+2\left\lfloor\frac{\ell}{2}\right\rfloor+1} \tag{46}
\end{equation*}
$$

Deriving the facts (45) and (46) is laborious, technical and does not require any nonstandard ideas, for which reasons we skip the details. The geometrical interpretation of (46) is presented in Figure 8.


Figure 8. The case where $\mathscr{C}_{i}=3$. If we fix $n \in\left[\frac{N}{2^{i+1}}+\frac{3 N}{2^{8_{i}+i+1}}, \frac{N}{2^{i+1}}+\frac{4 N}{2^{8_{i}+i+1}}\right]$, then all the pairs $(p, n) \in \mathscr{E}$ lie on the horizontal line segment which is coloured red in the picture.

For $\mathscr{E}_{1}$ observe that for a fixed $p$, the number of $n$ such that $(p, n) \in \mathscr{E}_{1}$ is $\ll N p^{-2}$ by $(45)$ as $\mathscr{C}_{i}=i+1$. For a fixed $n$, (46) tells that primes $p$ such that $(p, n) \in \mathscr{E}_{1}$ lie on an interval of length $\ll 1$ and consequently their number is also $\ll 1$. These, together with the Cauchy-Schwarz inequality, imply

$$
\begin{aligned}
\sum_{\mathscr{E}_{1}}|f(p) f(n)| \log p & \ll\left(\sum_{\mathscr{E}_{1}}|f(n)|^{2}\right)^{\frac{1}{2}}\left(\sum_{\mathscr{E}_{1}}(\log p)^{2}\right)^{\frac{1}{2}} \\
& \ll\left(\sum_{n \leq N}|f(n)|^{2}\right)^{\frac{1}{2}}\left(\sum_{p \leq N} N p^{-2}(\log p)^{2}\right)^{\frac{1}{2}} \\
& \ll N .
\end{aligned}
$$

When $(p, n) \in \mathscr{E}_{2}$ we have $\left\lfloor\log _{2} N\right\rfloor \leq 2 i$ and so

$$
n \leq \frac{N}{2^{\frac{1}{2}\left\lfloor\log _{2} N\right\rfloor}} \leq \frac{N}{2^{\frac{1}{2}\left(\log _{2} N-1\right)}}=\sqrt{2 N}
$$

Notice that for a fixed $n$, primes $p$ such that $(p, n) \in \mathscr{E}_{2}$, lie on an interval of length $N n^{-2}$ due to (46). So, by the Brun-Titchmarsh Theorem, the number of such primes $p$ is

$$
\leq \pi\left(x+N n^{-2} ; 2,1\right)-\pi(x ; 2,1) \ll \pi\left(x+4 N n^{-2} ; 2,1\right)-\pi(x ; 2,1) \ll \frac{N n^{-2}}{\log 4 N n^{-2}}
$$

Moreover, for a fixed $p$ the numbers $n$ such that $(p, n) \in \mathscr{E}_{2}$ lie in an interval of length

$$
\leq \frac{N}{2^{\mathscr{C}_{i}+i+1}}=\frac{N}{2^{\left\lfloor\log _{2} N\right\rfloor+2}} \ll 1
$$

due to (45). So the number of such pairs is $\ll 1$. Then, by the Cauchy-Schwarz inequality,

$$
\begin{aligned}
\sum_{\mathscr{E}_{2}}|f(p) f(n)| \log p & \ll\left(\sum_{\mathscr{E}_{2}}|f(n)|^{2}\right)^{\frac{1}{2}}\left(\sum_{\mathscr{E}_{2}}(\log p)^{2}\right)^{\frac{1}{2}} \\
& \ll\left(\sum_{n \leq \sqrt{2 N}}|f(n)|^{2} \cdot \frac{N n^{-2}}{\log 4 N n^{-2}}\right)^{\frac{1}{2}}\left(\sum_{p \leq N} N p^{-2}(\log p)^{2}\right)^{\frac{1}{2}} \\
& \ll N .
\end{aligned}
$$

If $(p, n) \in \mathscr{E}_{3}$ we have

$$
\left\lfloor\frac{1}{2} \log _{2}\left(\frac{64 N}{q}\right)\right\rfloor-1 \leq i \leq\left\lfloor\log _{2} N\right\rfloor-\left\lfloor\frac{1}{2} \log _{2}\left(\frac{64 N}{q}\right)\right\rfloor+1
$$

Hence,

$$
p \leq \frac{N}{n} \leq \frac{N}{2^{\left\lfloor\frac{1}{2} \log _{2}\left(\frac{64 N}{q}\right)\right\rfloor}} \leq \frac{N}{2^{\frac{1}{2} \log _{2}\left(\frac{64 N}{q}\right)-1}}=\frac{\sqrt{N q}}{4} \leq \sqrt{N q}
$$

and

$$
p \geq 2^{\left\lfloor\frac{1}{2} \log _{2}\left(\frac{64 N}{q}\right)\right\rfloor-1} \geq 2^{\frac{1}{2} \log _{2}\left(\frac{64 N}{q}\right)-2}=2 \sqrt{\frac{N}{q}} \geq \sqrt{\frac{N}{q}}
$$

For each of those primes $p$, (45) tells that the number of $n$ such that $(p, n) \in \mathscr{E}_{3}$ is $\ll \sqrt{N q} p^{-1}$. For a fixed $n$, all primes $p$ lie on an interval of length $\ll \sqrt{N q} n^{-1}$ because of (46). Thus, by the Brun-Titchmarsh Theorem, the number of such primes is
$\leq \pi\left(x+\sqrt{N q} n^{-1} ; 2,1\right)-\pi(x ; 2,1) \ll \pi\left(x+2 \sqrt{N q} n^{-1} ; 2,1\right)-\pi(x ; 2,1) \ll \frac{\sqrt{N q} n^{-1}}{\log 2 N q n^{-2}}$.
Combining these with the Cauchy-Schwarz inequality yields

$$
\begin{aligned}
\sum_{\mathscr{E}_{3}}|f(p) f(n)| \log p & \ll\left(\sum_{\mathscr{E}_{3}}|f(n)|^{2} \log \frac{2 N}{n}\right)^{\frac{1}{2}}\left(\sum_{\mathscr{E}_{3}} \log p\right)^{\frac{1}{2}} \\
& \ll \sqrt{N q}\left(\sum_{n \in\left[\sqrt{\frac{N}{q}}, \sqrt{N q]}\right.}|f(n)|^{2} \frac{\log \left(2 N n^{-1}\right)}{n \log \left(2 N q n^{-2}\right)}\right)^{\frac{1}{2}}\left(\sum_{p \in\left[\sqrt{\frac{N}{q}}, \sqrt{N q]}\right.} \frac{\log p}{p}\right)^{\frac{1}{2}} .
\end{aligned}
$$

Since

$$
\frac{\log \left(2 N n^{-1}\right)}{\log \left(2 N q n^{-2}\right)} \leq \log \left(\frac{4 N}{q}\right)
$$

we can continue our calculation to obtain

$$
\sum_{\mathscr{E}_{3}}|f(p) f(n)| \log p \ll \sqrt{N q \log \frac{2 N}{q}} \log q
$$

Combining the above estimates we get

$$
\begin{equation*}
\sum_{\mathscr{E}} f(p) f(n) e\left(p n \cdot \frac{a}{q}\right) \log p \ll N+\sqrt{N q \log \frac{2 N}{q}} \log N \tag{47}
\end{equation*}
$$

Now, let us prove a technical lemma:
Lemma 5.4. Fix a natural number $K$. For $1 \leq k \leq K$ let $\mathscr{R}(k)=\mathscr{I}(k) \times \mathscr{J}(k)$ be a rectangle, where $\left.\mathscr{I}(k):=] I(k), I^{\prime}(k)\right]$ and $\left.\left.\mathscr{J}(k):=\right] J(k), J^{\prime}(k)\right]$. For the set of such rectangles, we assume that the following properties hold:

- Line segments $\mathscr{I}(k)$ are disjoint.
- $\mathscr{I}(k) \subset] 0, A]$ for some real $A$.
- $I^{\prime}(k)-I(k) \leq B$ for some real $B$, uniformly on $k$.
- Line segments $\mathscr{J}(k)$ are disjoint.
- $\mathscr{J}(k) \subset] 0, C]$ for some real $C$.
- $J^{\prime}(k)-J(k) \leq D$ for some real $D$, uniformly on $k$.
- $J^{\prime}(k) \leq 2 J(k)$.

Let

$$
\mathscr{T}:=\sum_{k=1}^{K} \sum_{(p, n) \in \mathscr{R}(k)} f(p) f(n) e\left(p n \cdot \frac{a}{q}\right) \log p .
$$

Then, for $(a, q)=1$ and $q \leq B D$, we have

$$
\begin{equation*}
\mathscr{T} \ll \sqrt{C A D \log 2 A+\frac{C A B D}{\varphi(q)}+C A B+C A q \log \left(\frac{2 B D}{q}\right)} . \tag{48}
\end{equation*}
$$

Proof. We look at one rectangle at a time. Let $\mathscr{R}=\mathscr{I} \times \mathscr{J}$ be one of the rectangles $\mathscr{R}(k)$. The Cauchy-Schwarz inequality gives

$$
\begin{align*}
\left.\sum_{(p, n) \in \mathscr{R}} f(p) f(n) e\left(p n \cdot \frac{a}{q}\right) \log p\right|^{2} \leq & \left(\sum_{n \in \mathscr{J}}|f(n)|^{2}\right) \\
& \cdot\left(\sum_{n \in \mathscr{J}}\left|\sum_{p \in \mathscr{I}} f(p) e\left(p n \cdot \frac{a}{q}\right) \log p\right|^{2}\right) . \tag{49}
\end{align*}
$$

Let us define a new function

$$
\mathscr{W}(n):=\max \left(0,2-\frac{|2 n-2 J-D|}{D}\right) .
$$

Notice that $-D=2 J-2 J-D \leq 2 n-2 J-D \leq 2(J+D)-2 J-D=D$, and so we have $\mathscr{W}(n) \geq 1$ for all $n \in \mathscr{J}$. Using the fact $|z|^{2}=z \bar{z}$ we have that the second factor on the right-hand side of (49) is

$$
\begin{aligned}
& \ll \sum_{n} \mathscr{W}(n)\left|\sum_{p \in \mathscr{I}} f(p) e\left(p n \cdot \frac{a}{q}\right) \log p\right|^{2} \\
& =\sum_{n} \mathscr{W}(n)\left(\sum_{p \in \mathscr{I}} f(p) e\left(p n \cdot \frac{a}{q}\right) \log p\right)\left(\sum_{p \in \mathscr{I}} \bar{f}(p) e\left(-p n \cdot \frac{a}{q}\right) \log p\right) \\
& =\sum_{p, p^{\prime} \in \mathscr{I}} f(p) \bar{f}\left(p^{\prime}\right)(\log p)\left(\log p^{\prime}\right) \sum_{n} \mathscr{W}(n) e\left(\left(p-p^{\prime}\right) n \cdot \frac{a}{q}\right) \\
& \ll(\log A)^{2} \sum_{p, p^{\prime} \in \mathscr{I}} \min \left(D, \frac{1}{D\left\|\left(p-p^{\prime}\right) a q^{-1}\right\|^{2}}\right) .
\end{aligned}
$$

The last step follows by observing that ${ }^{10}$

$$
\sum_{L-M \leq m \leq L+M} e(m \alpha)\left(1-\frac{|m-L|}{M}\right) \ll \frac{1}{M}\left(\frac{\sin (M \pi \alpha)}{\sin \pi \alpha}\right)^{2} \ll \frac{1}{M\|\alpha\|^{2}}
$$

and that $\mathscr{W}(n)>0$ if and only if $-\frac{D}{2}+J<n<\frac{3}{2} D+J$.
The previous estimate, with the Cauchy-Schwarz inequality, yields

$$
\begin{aligned}
\mathscr{T} & \ll(\log A)\left(\sum_{k} \sum_{n \in \mathscr{J}(k)}|f(n)|^{2}\right)^{\frac{1}{2}}\left(\sum_{k} \sum_{p, p^{\prime} \in \mathscr{I}(k)} \min \left(D, \frac{1}{D\left\|\left(p-p^{\prime}\right) a q^{-1}\right\|^{2}}\right)\right)^{\frac{1}{2}} \\
& \ll(\log A) \sqrt{C}\left(\frac{D A}{\log 2 A}+\sum_{0 \leq h \leq B} \sum_{\substack{p \leq A \\
p+h=p^{\prime}}} \min \left(D, \frac{1}{D\left\|h a q^{-1}\right\|^{2}}\right)\right)^{\frac{1}{2}}
\end{aligned}
$$

By a well-known result from sieve theory (see Theorem 3.11. in [40] or Exercise 9.4.6 in [60]) the number of primes $p \leq A$, such that $p+h$ is also a prime, is

$$
\ll \frac{A}{(\log 2 A)^{2}} \prod_{p \mid h}\left(1+\frac{1}{p}\right) \ll \frac{h A}{(\log 2 A)^{2}} \cdot \frac{1}{\varphi(h)} .
$$

Hence

$$
\begin{equation*}
\mathscr{T} \ll(\log A) \sqrt{\frac{C A D}{\log 2 A}+\frac{C A E}{(\log 2 A)^{2}}} \ll \sqrt{C A D \log A+C A E}, \tag{50}
\end{equation*}
$$

where

$$
E:=\sum_{0 \leq k \leq B} \frac{h}{\varphi(h)} \min \left(D, \frac{1}{D\left\|h a q^{-1}\right\|^{2}}\right) .
$$

[^8]Estimate (50) implies that in order to prove (48), it is enough to show that

$$
\begin{equation*}
E \ll \frac{B D}{\varphi(q)}+B+D \log 2 B+q \log \left(\frac{2 B D}{q}\right) \tag{51}
\end{equation*}
$$

Indeed, when this is established, we can calculate

$$
\begin{aligned}
\mathscr{T} & \ll \sqrt{C A D \log A+C A\left(\frac{B D}{\varphi(q)}+B+D \log 2 B+q \log \left(\frac{2 B D}{q}\right)\right)} \\
& \ll \sqrt{C A D \log 2 A B+\frac{C A B D}{\varphi(q)}+C A B+C A q \log \left(\frac{2 B D}{q}\right)} \\
& \ll \sqrt{C A D \log 2 A+\frac{C A B D}{\varphi(q)}+C A B+C A q \log \left(\frac{2 B D}{q}\right)}
\end{aligned}
$$

which is (48). The last estimate is based on the observation $B \leq A$ and so

$$
\frac{\log 2 A B}{\log 2 A}=\frac{\log 2 A+\log B}{\log 2 A} \ll 1
$$

Now we proceed to proving (51). We have

$$
\frac{h}{\varphi(h)} \ll \sum_{m \mid h} \frac{1}{m}
$$

so

$$
E \ll \sum_{m \leq B} \frac{1}{m} \sum_{n \leq \frac{B}{m}} \min \left(D, \frac{1}{D\left\|m n a q^{-1}\right\|^{2}}\right)
$$

Now we observe that the inner sum on the right-hand side of the previous estimate is of the form

$$
\mathscr{F}:=\sum_{n \leq f} \min \left(D, \frac{1}{D\left\|b n r^{-1}\right\|^{2}}\right)
$$

with $r=\frac{q}{(m, q)}$ and $(b, r)=1$. It holds that ${ }^{11}$

$$
\begin{equation*}
\mathscr{F} \ll \min \left(D f, \frac{(D+r)(f+r)}{r}\right) . \tag{52}
\end{equation*}
$$

Using this we get

$$
\begin{aligned}
E & \ll \sum_{\substack{m \leq B \\
B D \leq \frac{m q}{(m, q)}}} \frac{B D}{m^{2}}+\sum_{\substack{m \leq B \\
B D>\frac{m q}{(m, q)}}} \frac{1}{m}\left(\frac{B D}{m q}(m, q)+\frac{B}{m}+D+\frac{q}{(m, q)}\right) \\
& \ll \sum_{r \mid q} \sum_{s>\frac{B D}{q}} \frac{B D}{r^{2} s^{2}}+\sum_{r \mid q} \sum_{s} \frac{B D}{r s^{2} q}+B+D \log 2 B+\sum_{r \mid q} \sum_{s<\frac{B D r}{q}} \frac{q}{r^{2} s} .
\end{aligned}
$$

Clearly this is dominated by the right-hand side of (51), and so we are done.

[^9]Now we are ready to complete the proof. For each rectangle $\mathscr{R}_{i}$, apply Lemma 5.4. with the choices $K=1, A=B=2^{i}$ and $C=D=N 2^{-i}$ :

$$
\begin{array}{r}
\sum_{(p, n) \in \mathscr{R}_{i}} f(p) f(n) e\left(p n \cdot \frac{a}{q}\right) \log p \\
\ll \sqrt{\frac{N^{2}}{2^{i}} \log 2^{i+1}+\frac{N^{2}}{\varphi(q)}+N 2^{i}+N q \log \frac{2 N}{q}} \\
\ll N \sqrt{(i+1) 2^{-i}}+\frac{N}{\sqrt{\varphi(q)}}+\sqrt{N 2^{i}}+\sqrt{N q \log \frac{2 N}{q}} . \tag{53}
\end{array}
$$

Now, for all pairs $(i, j)$ with $1 \leq j \leq \mathscr{C}_{i}$ we apply Lemma 5.4 . with the $2^{j-1}$ element set of rectangles $\mathscr{R}_{i j k}$, where $2^{j-1}<k \leq 2^{j}$. Thus, by (44), we can take $K=2^{j-1}, C=N 2^{-i}$, $A=2^{i+1}, B=2^{i-j+1}$ and $D=32 N 2^{-i-j}$. With these choices the conditions for (48) are satisfied, and hence we have

$$
\begin{aligned}
& \sum_{2^{j-1}<k \leq 2^{j}} \sum_{(p, n) \in \mathscr{R}_{i j k}} f(p) f(n) e\left(p n \cdot \frac{a}{q}\right) \log p \\
& \ll \sqrt{64 N^{2} 2^{-i-j} \log 2^{i+2}+\frac{128 N^{2} 2^{-2 j}}{\varphi(q)}+N 2^{i-j+2}+2 N q \log \left(\frac{64 N 2^{-2 j+1}}{q}\right)} \\
& \ll N \sqrt{(i+1) 2^{-i-j}}+\frac{N 2^{-j}}{\sqrt{\varphi(q)}}+\sqrt{N 2^{i-j}}+\sqrt{N q \log \frac{2 N}{q}} .
\end{aligned}
$$

By the choice of $\mathscr{C}_{j}$ we have $\mathscr{C}_{j} \ll \log (2 N / q)$. By summing over all $j$ such that $1 \leq j \leq$ $\mathscr{C}_{i}$, we get

$$
\begin{aligned}
& \sum_{1 \leq j \leq \mathscr{C}_{i}} \sum_{2^{j-1}<k \leq 2^{j}} \sum_{(p, n) \in \mathscr{R}_{i j k}} f(p) f(n) e\left(p n \cdot \frac{a}{q}\right) \log p \\
& \ll N \sqrt{(i+1) 2^{-i}}+\frac{N}{\varphi(q)}+\sqrt{N 2^{i}}+\sqrt{N q}\left(\log \frac{2 N}{q}\right)^{\frac{3}{2}}
\end{aligned}
$$

Applying (53) over all $i$ such that $0 \leq i \leq \log _{2} N$ we obtain

$$
\sum_{\substack{p n \leq N \\(p, n) \notin \mathscr{E}}} f(p) f(n) e\left(p n \cdot \frac{a}{q}\right) \log p \ll N+\frac{N}{\sqrt{\varphi(q)}} \log N+\sqrt{N q}\left(\log \frac{2 N}{q}\right)^{\frac{3}{2}} \log N
$$

This combined with (47) gives (41), which consequently completes the proof.
As a consequence we obtain the minor arc estimate used in applications.
Corollary 5.5. Assume that $f \in \widetilde{\mathcal{F}},\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}$ with $(a, q)=1$. Then for every $R \in[2, r]$ and $N \geq R r$ we have

$$
\sum_{n \leq N} f(n) e(n \alpha) \ll \frac{N}{\log N}+\frac{N}{\sqrt{R}}(\log R)^{\frac{3}{2}}
$$

Moreover, under the same assumptions

$$
\sum_{R r \leq n \leq N} \frac{f(n)}{n} e(n \alpha) \ll \log \log N+\frac{(\log R)^{\frac{3}{2}}}{\sqrt{R}} \log N
$$

Proof. Let $\frac{b}{r}$ be a reduced fraction with $r \leq N$. We start by noting that partial summation gives

$$
\begin{aligned}
\sum_{n=1}^{N} f(n) e(n \alpha) & =e\left(\left(\alpha-\frac{b}{r}\right) N\right) \sum_{n \leq N} f(n) e\left(n \cdot \frac{b}{r}\right) \\
& -2 \pi i\left(\alpha-\frac{b}{r}\right) \int_{1}^{N}\left(\sum_{n \leq u} f(n) e\left(n \cdot \frac{b}{r}\right) e\left(\left(\alpha-\frac{b}{r}\right) u\right)\right) d u
\end{aligned}
$$

Then, by using the trivial bound $|f(n)| \leq 1$ when $u \leq r$ and the Montgomery-Vaughan bound for $u>r$, we have by a simple integration

$$
\begin{align*}
\sum_{n=1}^{N} f(n) e(n \alpha) & \ll \frac{N}{\log 2 N}+\frac{N}{\sqrt{\varphi(r)}}+\sqrt{N r}\left(\log \frac{2 N}{r}\right)^{\frac{3}{2}} \\
& +\left|\alpha-\frac{b}{r}\right| \int_{1}^{r} u d u+\left|\alpha-\frac{b}{r}\right| \int_{r}^{N}\left(\frac{u}{\log 2 u}+\frac{u}{\sqrt{\varphi(r)}}+\sqrt{u r}\left(\log \frac{2 u}{r}\right)^{\frac{3}{2}}\right) d u \\
& \ll\left(\frac{N}{\log N}+\frac{N}{\sqrt{\varphi(r)}}+\sqrt{N r}\left(\log \frac{2 N}{r}\right)^{\frac{3}{2}}\right)\left(1+N\left|\alpha-\frac{b}{r}\right|\right) \tag{54}
\end{align*}
$$

If $q>\sqrt{N}$, the corollary follows by choosing $b=a$ and $r=q$ in (54) using the assumption $\left|\alpha-\frac{a}{q}\right| \leq \frac{1}{q^{2}}$. Suppose that $q \leq \sqrt{N}$. Then, by Dirichlet's Approximation Theorem, there exists $b, r$ such that $(b, r)=1, r \leq \frac{2 N}{q}$ and $\left|\alpha-\frac{b}{r}\right| \leq \frac{q}{2 r N}$. Thus either $r=q$ or

$$
1 \leq|a r-b q|=r q\left|\left(\alpha-\frac{b}{r}\right)-\left(\alpha-\frac{a}{q}\right)\right| \leq \frac{q^{2}}{2 N}+\frac{r}{q} \leq \frac{1}{2}+\frac{r}{q}
$$

So in any case $r \geq \frac{1}{2} q$, meaning that $\left|\alpha-\frac{b}{r}\right| \leq \frac{1}{N}$. Thus (54) gives

$$
\sum_{n=1}^{N} f(n) e(n \alpha) \ll \frac{N}{\log N}+N \sqrt{q}(\log q)^{\frac{3}{2}}
$$

as desired. The second statement follows from the first by partial summation.
Goldmakher [33] derived an estimate for $y$-smooth integers from the previous corollary.
Corollary 5.6. Let $f \in \mathcal{F} \alpha \neq 0$ and $b$, $r$ positive integers with $(b, r)=1$ such that $\left|\alpha-\frac{b}{r}\right| \leq \frac{1}{r^{2}}$. Then for $x \geq 2$ and $y \geq 16$ we have

$$
\sum_{\substack{n \leq x \\ n \in \bar{S}(y)}} \frac{f(n)}{n} e(n \alpha) \ll \log r+\frac{1+(\log r)^{\frac{5}{2}}}{\sqrt{r}} \log y+\log \log y
$$

Proof. If $x \leq r^{2}$ the claim is trivial by the estimate $|f(n)| \leq 1$. Hence we assume that $x>r^{2}$. If $x \leq y^{\log r}$, the claim follows from Corollary 5.5:

$$
\begin{aligned}
\sum_{\substack{n \leq x \\
n \in S \\
\hline \\
\hline}} \frac{f(n)}{n} e(n \alpha) & =\sum_{n \leq x} \frac{f_{y}(n)}{n} e(n \alpha)=\sum_{n<r^{2}} \frac{f_{y}(n)}{n} e(n \alpha)+\sum_{r^{2} \leq n \leq x} \frac{f_{y}(n)}{n} e(n \alpha) \\
& \ll \log r+\frac{(\log r)^{3 / 2}}{\sqrt{r}} \log x+\log \log x \ll \log r+\frac{(\log r)^{5 / 2}}{\sqrt{r}} \log y+\log \log y,
\end{aligned}
$$

as desired. Therefore it is enough to bound

$$
\sum_{\substack{y^{\log r}<n \leq x \\ n \in S(y)}} \frac{f(n)}{n} e(n \alpha) .
$$

When $n>y^{\log r}$ we have $n>r \cdot n^{1-\frac{1}{\log y}}$. Thus

$$
\begin{equation*}
\sum_{\substack{\log r \\ y^{\prime}<n \leq x \\ n \in S(y)}} \frac{f(n)}{n} e(n \alpha) \ll \frac{1}{r} \sum_{\substack{y^{\log r}<n \leq x \\ n \in S(y)}} \frac{1}{n^{1-\frac{1}{\log y}}} \leq \frac{1}{r} \prod_{p \leq y}\left(1-\frac{1}{p^{1-\frac{1}{\log y}}}\right)^{-1} . \tag{55}
\end{equation*}
$$

Furthermore, we have

$$
\log \prod_{p \leq y}\left(1-\frac{1}{p^{1-\frac{1}{\log y}}}\right)^{-1}=\sum_{p \leq y} \frac{1}{p^{1-\frac{1}{\log y}}}+\mathcal{O}(1) \stackrel{(*)}{=} \log \log y+\mathcal{O}(1)
$$

Using this in (55) yields

$$
\sum_{\substack{y^{\log r}<n \leq x \\ n \in S(y)}} \frac{f(n)}{n} e(n \alpha) \ll \frac{1}{r} \log y,
$$

and so we are done.
In the step $\left(^{*}\right)$ we used the fact that for $y \geq 10, n \geq 2$,

$$
\begin{equation*}
\sum_{p \leq y} \frac{1}{p^{1-\frac{1}{\log N}}}=\log \log y+\mathcal{O}\left(\frac{\exp \left(\frac{\log y}{\log N}\right)}{1+\frac{\log y}{\log N}}\right) \tag{56}
\end{equation*}
$$

The proof of this is straightforward, but very messy. The reader may consult the details from [32] where it is presented as Lemma 2.6.

## 6 Large Character Sums

Now we turn our attention to estimating character sums

$$
\begin{equation*}
\mathcal{S}_{\chi}(t):=\sum_{n \leq t} \chi(n), \tag{57}
\end{equation*}
$$

for a non-principal Dirichlet character $\chi$ modulo $q$. In this chapter we prove classical upper bounds for this sum. After that we discuss the recent application of pretentious methods to studying $\mathcal{S}_{\chi}(t)$, obtaining improvements to the old results in some situations.

### 6.1 The Pólya-Vinogradov Inequality

From the periodicity of the characters we know that the sum (57) is $\ll q$. However, this can be sharpened significantly as was proven independently by Pólya and Vinogradov in 1918. This result is called the Pólya-Vinogradov inequality which we are going to prove next.

Theorem 6.1. (Pólya-Vinogradov Inequality) Let $\chi$ be a non-principal character $\bmod q$. Then

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll \sqrt{q} \log q
$$

In his original work, Pólya deduced Theorem 6.1 for primitive characters straight from his Fourier expansion. Indeed, inequalities (10), (11), the triangle inequality and the fact that $|\tau(\chi)|=\sqrt{q}$ imply

$$
\left|\mathcal{S}_{\chi}(t)\right|<1+\sqrt{q}\left(\sum_{m=1}^{n} \frac{2}{\pi m}\right)+\frac{2}{\pi} \cdot \frac{q \log q}{n}<1+\frac{2}{\pi} \sqrt{q}(1+\log n)+\frac{2}{\pi} \cdot \frac{q \log q}{n},
$$

for all natural numbers $n$. In particular, choosing $n=\left\lfloor q^{\frac{1}{2}+\varepsilon}\right\rfloor$, with $\varepsilon>0$, yields Theorem 6.1. in this particular case. Now, we present another proof due to I. Schur [14], [68].

Proof. Let us first assume that $\chi$ is a primitive character. In Chapter 2 we saw that it can be represented in the form

$$
\chi(n)=\frac{1}{\tau(\bar{\chi})} \sum_{h=1}^{q} \bar{\chi}(h) e\left(\frac{h n}{q}\right) .
$$

By summing over all $n \leq t$ we get

$$
\mathcal{S}_{\chi}(t)=\frac{1}{\tau(\bar{\chi})} \sum_{h=1}^{q-1} \bar{\chi}(h) \sum_{n \leq t} e\left(\frac{h n}{q}\right)
$$

since $\chi(q)=0$. Taking absolute values, multiplying by $\sqrt{q}$ and using the fact $|\tau(\chi)|=\sqrt{q}$ yields

$$
\begin{equation*}
\sqrt{q} \cdot\left|\mathcal{S}_{\chi}(t)\right| \leq \sum_{h=1}^{q-1}\left|\sum_{n \leq t} e\left(\frac{h n}{q}\right)\right| . \tag{58}
\end{equation*}
$$

Let us denote

$$
f(h):=\sum_{n \leq t} e\left(\frac{h n}{q}\right)
$$

Notice that also

$$
f(q-h)=\sum_{n \leq t} e\left(\frac{n(q-h)}{q}\right)=\sum_{n \leq t} e\left(-\frac{h n}{q}\right)=f(-h)=\bar{f}(h)
$$

and consequently $|f(q-h)|=|\bar{f}(h)|=|f(h)|$. Hence (58) can be written as

$$
\begin{equation*}
\sqrt{q} \cdot\left|\mathcal{S}_{\chi}(t)\right| \leq 2 \sum_{h<q / 2}|f(h)|+\frac{(-1)^{q}+1}{2}\left|f\left(\frac{q}{2}\right)\right| \tag{59}
\end{equation*}
$$

Evidently $f(h)$ is a geometric sum

$$
f(h)=\sum_{m=1}^{\lfloor t\rfloor} e\left(\frac{h m}{q}\right) .
$$

Thus

$$
|f(h)|=\left|e\left(\frac{h\lfloor t+1\rfloor}{2 q}\right) \frac{e\left(-\frac{\lfloor t\rfloor h}{2 q}\right)-e\left(\frac{\lfloor t\rfloor h}{2 q}\right)}{e\left(-\frac{h}{2 q}\right)-e\left(\frac{h}{2 q}\right)}\right|=\left|\frac{\sin \frac{\pi\lfloor t\rfloor h}{q}}{\sin \frac{\pi h}{q}}\right| \leq \frac{1}{\sin \frac{\pi h}{q}} .
$$

Now, by using the inequality $\sin t \geq \frac{2 t}{\pi}$ (which holds for all $t \in[0, \pi / 2]$ ) for $t=\frac{\pi h}{q}$, we obtain

$$
|f(h)| \leq \frac{q}{2 h}
$$

when $h \leq \frac{q}{2}$. If $q$ is odd, (59) gives

$$
\sqrt{q} \cdot\left|\mathcal{S}_{\chi}(t)\right| \leq q \sum_{m<\frac{q}{2}} \frac{1}{m}<q \log q .
$$

If $q$ is even, $|f(q / 2)| \leq 1$ and so (59) gives

$$
\sqrt{q} \cdot\left|\mathcal{S}_{\chi}(t)\right| \leq q\left(\sum_{h<\frac{q}{2}} \frac{1}{h}+\frac{1}{q}\right)<q \log q .
$$

In both cases

$$
\left|\mathcal{S}_{\chi}(t)\right|<\sqrt{q} \log q
$$

as desired. Now assume that $\chi$ is a non-primitive character modulo $q$ and let $c$ denote its conductor. From Chapter 2 we know that if $c \mid q, c<q$, then

$$
\chi(m)=\psi(m) \chi_{0}(m)
$$

where $\chi_{0}$ is the principal character modulo $q$ and $\psi$ is a primitive character modulo $c$. Using this we can calculate

$$
\begin{aligned}
\mathcal{S}_{\chi}(t) & =\sum_{\substack{n \leq t \\
(n, q)=1}} \psi(n)=\sum_{n \leq t} \psi(n) \sum_{d \mid(n, q)} \mu(d)=\sum_{n \leq t} \sum_{\substack{d|q \\
d| n}} \mu(d) \psi(n) \\
& =\sum_{d \mid q} \mu(d) \sum_{q \leq \frac{t}{d}} \psi(q d)=\sum_{d \mid q} \mu(d) \psi(d) \sum_{x \leq \frac{t}{d}} \psi(x) .
\end{aligned}
$$

Since the Pólya-Vinogradov inequality holds for a primitive $\psi(\bmod c)$, we have

$$
\begin{equation*}
\left|\mathcal{S}_{\chi}(t)\right| \leq \sum_{d \mid q}|\mu(d) \psi(d)|\left|\sum_{x \leq \frac{t}{d}} \psi(x)\right|<\sqrt{c} \log c\left|\sum_{d \mid q} \mu(d) \psi(d)\right| . \tag{60}
\end{equation*}
$$

Next, we observe that $|\mu(d) \psi(d)|$ is either 0 or 1 . It equals one if and only if $\mu(d)=1$ and $|\psi(d)|=1$. That is exactly when $d$ is squarefree, say $d=p_{1} p_{2} \cdots p_{l}$ and $(d, c)=1$. This implies that no prime factor $p_{i}$ divides $c$. Hence each $p_{i}$ divides $\frac{q}{c}$ and thus $d$ divides $\frac{q}{c}$. Therefore

$$
\sum_{d \mid q}|\mu(d) \psi(d)| \leq \sum_{d \left\lvert\, \frac{q}{c}\right.} 1=d\left(\frac{q}{c}\right) \ll\left(\frac{q}{c}\right)^{\delta}
$$

for every $\delta>0$. In the last estimate we used the well-known fact that $d(n) \ll n^{\varepsilon}$ for every $\varepsilon>0$. For the proof, see Theorem 13.12 in [1].

In particular $d\left(\frac{q}{c}\right) \ll \sqrt{\frac{q}{c}}$, and so (60) implies that

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll \sqrt{\frac{q}{c}} \cdot \sqrt{c} \log c \ll \sqrt{q} \log c \ll \sqrt{q} \log q,
$$

as desired.
This is quite close to being sharp. Applying partial summation to the Gauss sum $\tau(\chi)$ for primitive $\chi(\bmod q)$, we deduce

$$
\sqrt{q}=|\tau(\chi)| \leq 1+\frac{2 \pi}{q} \int_{1}^{q}\left|\mathcal{S}_{\chi}(t)\right| d t \leq 1+2 \pi \max _{t \leq q}\left|\mathcal{S}_{\chi}(t)\right|
$$

which gives $\max _{t \leq q}\left|\mathcal{S}_{\chi}(t)\right| \gg \sqrt{q}$.
Next we prove an improvement for the Pólya-Vinogradov inequality by assuming that the GRH is true. This result was proved by Montgomery and Vaughan [56] as an application of the Montgomery-Vaughan bound which we produced in Chapter 5. Our proof is in line with their original paper.

Theorem 6.2. Assume the GRH. Then for any non-principal character $\chi(\bmod q)$

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll \sqrt{q} \log \log q
$$

Let $\psi(\bmod r)$ be a primitive character which induces character $\chi$. Then $r \mid q$ and as before

$$
\sum_{n \leq t} \chi(n)=\sum_{\substack{n \leq t \\\left(n, \frac{q}{r}\right)=1}} \psi(n)=\sum_{d \left\lvert\, \frac{q}{r}\right.} \mu(d) \psi(d) \sum_{m \leq \frac{t}{d}} \psi(m)
$$

Hence,

$$
\left|\sum_{n \leq t} \chi(n)\right| \leq 2^{\omega\left(\frac{q}{r}\right)} \max _{t}\left|\sum_{n \leq t} \psi(n)\right|
$$

As we clearly have ${ }^{12} 2^{\omega\left(\frac{q}{r}\right)} \ll \sqrt{\frac{q}{r}}$, it suffices to prove Theorem 6.2. only for primitive characters. For the proof we need the following lemma, whose proof can be found in [56].

[^10]Lemma 6.3. Let $\chi$ be a non-principal character modulo $q$, and suppose that $L(s, \chi) \neq 0$ for $\Re s>1 / 2$. Suppose also that $(\log q)^{4} \leq y \leq q$ and $x \leq q$. Then

$$
\sum_{n \leq x} \chi(n)=\sum_{\substack{n \leq x, n \in S(y)}} \chi(n)+\mathcal{O}\left(x y^{-\frac{1}{2}}(\log q)^{4}\right)
$$

We observe that for primitive $\chi(\bmod q)$ the trivial bound $\left|\mathcal{S}_{\chi}(t)\right| \leq q$ gives

$$
\begin{aligned}
\frac{\tau(\chi)}{2 \pi i} \sum_{1 \leq|n| \leq k} \frac{\bar{\chi}(n)}{n} & =\frac{\tau(\chi)}{2 \pi i}(1-\chi(-1)) \sum_{n=1}^{k} \frac{\bar{\chi}(n)}{n} \\
& =\frac{\tau(\chi)}{2 \pi i}(1-\chi(-1)) L(1, \chi)-\frac{\tau(\chi)}{2 \pi i}(1-\chi(-1)) \sum_{n=k}^{\infty} \frac{\bar{\chi}(n)}{n} \\
& \ll \frac{\tau(\chi)}{2 \pi i}(1-\chi(-1)) L(1, \chi)+\mathcal{O}\left(\sqrt{q} \cdot \frac{q}{k}\right)
\end{aligned}
$$

for every natural number $k$. Choosing $k=q$ and combining this bound with Pólya's Fourier expansion gives

$$
\begin{aligned}
\mathcal{S}_{\chi}(t) & \ll \frac{\tau(\chi)}{2 \pi i}(1-\chi(-1)) L(1, \chi) \\
& +\frac{\tau(\chi)}{2 \pi i}\left(\sum_{n=1}^{q} \frac{\bar{\chi}(n)}{n} e\left(-\frac{n t}{q}\right)+\chi(-1) \sum_{n=1}^{q} \frac{\bar{\chi}(n)}{n} e\left(\frac{n t}{q}\right)\right)+\mathcal{O}(1+\sqrt{q}+\log q)
\end{aligned}
$$

Notice that the error term is $\ll \sqrt{q} \log \log q$. Taking into account Littlewood's estimate under the GRH, $L(1, \chi) \ll \log \log q$ (Theorem 2.8) and the fact $|\tau(\chi)|=\sqrt{q}$, we note that in order to deduce Theorem 6.2 it is enough to show the following:

Lemma 6.4. Assume the GRH. Let $\chi$ be a primitive character modulo $q>1$. Then we have

$$
\sum_{n=1}^{q} \frac{\chi(n)}{n} e(n \alpha) \ll \log \log q
$$

uniformly in $\alpha$.
Prior proving this we present a result which is used repeatedly throughout rest of this thesis:

Lemma 6.5. (The Granville-Soundararajan Identity) Let $\chi(\bmod q)$ be a primitive character. Assume that we are given integers $b$ and $r$ such that $(b, r)=1$ with $b \neq 0$ and $r \geq 1$. Then for all $N \geq 2$ and $y \geq 2$ we have

$$
\sum_{\substack{n \leq N \\ n \in S(y)}} \frac{\bar{\chi}(n)}{n} e\left(n \cdot \frac{b}{r}\right)=\sum_{\substack{d \mid r \\ d \in S(y)}} \frac{\bar{\chi}(d)}{d} \cdot \frac{1}{\varphi\left(\frac{r}{d}\right)} \sum_{\psi\left(\bmod \frac{r}{d}\right)} \tau(\bar{\psi}) \psi(b) \sum_{\substack{m \leq N \\ m \in S(y)}} \frac{(\bar{\chi} \psi)(m)}{m}
$$

Proof. Summing over all the greatest possible common divisors of $n$ and $r$ we find

$$
\begin{equation*}
\sum_{\substack{n \leq N \\ n \in S(y)}} \frac{\bar{\chi}(n)}{n} e\left(n \cdot \frac{b}{r}\right)=\sum_{\substack{d \mid r \\ d \in S(y)}} \frac{\bar{\chi}(d)}{d} \sum_{\substack{m \leq \frac{N}{d} \\\left(m, \frac{r}{d}\right)=1 \\ m \in S(y)}} \frac{\bar{\chi}(m)}{m} e\left(\frac{m b}{\frac{r}{d}}\right) . \tag{61}
\end{equation*}
$$

On the other hand, we have

$$
e\left(\frac{m b}{\frac{r}{d}}\right)=\sum_{0 \leq k<\frac{r}{d}} e\left(\frac{k}{\frac{r}{d}}\right) \delta_{m b+\frac{r}{d} \mathbb{Z}}(k)
$$

Using the orthogonality relation (3) we can write

$$
\delta_{m b}(k)=\frac{1}{\varphi\left(\frac{r}{d}\right)} \sum_{\psi\left(\bmod \frac{r}{d}\right)} \bar{\psi}(k) \psi(m b)
$$

Putting these to (61) and switching the order of summation gives the claim.
Now we are ready to prove Lemma 6.4:
Proof of Lemma 6.4. Suppose that $q$ is large and let $t$ be an integer such that $1 \leq t \leq q$. If $t \leq 100$, we trivially have

$$
\begin{equation*}
\sum_{n \leq t} \chi(n) e(n \alpha) \ll \frac{t}{\log 2 t} \tag{62}
\end{equation*}
$$

If $t>100$, we have $t(\log t)^{-3}>1$, and then by Dirichlet's Approximation Theorem there exists $b, r \in \mathbb{Z}$ such that $(b, r)=1, r \leq t(\log t)^{-3}$ and

$$
\left|\alpha-\frac{b}{r}\right| \leq \frac{(\log t)^{3}}{r t}
$$

Let $y:=(\log q)^{20}$. We have two cases to consider:

1) Assume that $r \geq(\log t)^{3}$. Then, by Corollary 5.5 , the formula (62) still holds:

$$
\sum_{n \leq t} \chi(n) e(n \alpha) \ll \frac{t}{\log t}+\frac{t}{\sqrt{(\log t)^{3}}} \cdot(\log t)^{\frac{3}{2}} \ll \frac{t}{\log 2 t} .
$$

2) Assume that $1 \leq r<(\log t)^{3}$. Then, for all $r \leq y$, we use the same argument as in the proof of Lemma 6.5 to obtain

$$
\begin{equation*}
\sum_{\substack{n \leq t \\ n \notin S \\ n \neq S}} \chi(n) e\left(\frac{b}{r} \cdot n\right)=\sum_{d \mid r} \frac{\chi(d)}{\varphi\left(\frac{r}{d}\right)} \sum_{\psi\left(\bmod \frac{r}{d}\right)} \psi(b) \tau(\bar{\psi}) \sum_{\substack{m \leq \frac{t}{d} \\ m \notin S(y)}} \psi \chi(m) . \tag{63}
\end{equation*}
$$

The character $\psi \chi$ is a non-principal character modulo $\frac{q r}{d}$, where $r \geq d$, and since $q$ is large, the parameter $y$ satisfies the inequality

$$
\left(\log \left(\frac{q r}{d}\right)\right)^{4} \leq y \leq \frac{q r}{d}
$$

Thus we can use (63) and apply Lemma 6.3 to deduce

$$
\begin{aligned}
\sum_{\substack{n \leq t \\
n \notin \bar{S}(y)}} \chi(n) e\left(\frac{b}{r} \cdot n\right) & \ll \sum_{d \mid r} \frac{\chi(d)}{\varphi\left(\frac{r}{d}\right)} \sum_{\psi\left(\bmod \frac{r}{d}\right)} \psi(b) \tau(\bar{\psi}) \cdot \frac{t}{d} \cdot \sqrt{\frac{1}{(\log q)^{20}}}\left(\log \frac{q r}{d}\right)^{4} \\
& \ll \sum_{d \mid r} \frac{\chi(d)}{\varphi\left(\frac{r}{d}\right)} \cdot \varphi\left(\frac{r}{d}\right) \cdot \sqrt{\frac{r}{d}} \cdot \frac{t}{d} \cdot(\log q)^{-6} \\
& \ll \sum_{d \mid r} \sqrt{\frac{r}{d}} \cdot \frac{t}{d}(\log q)^{-6} \ll t(\log q)^{-4} .
\end{aligned}
$$

Using this we get

$$
\sum_{\substack{n \leq t \\ n \notin \bar{S}(y)}} \chi(n) e(n \alpha) \ll t(\log q)^{-4}\left(1+t\left|\alpha-\frac{b}{r}\right|\right) \ll \frac{t}{\log t}
$$

Altogether

$$
\sum_{n \leq t} \chi(n) e(n \alpha)=\sum_{\substack{n \leq t \\ n \in \bar{S}(y)}} \chi(n) e(n \alpha)+\mathcal{O}\left(\frac{t}{\log t}\right)
$$

Therefore, by (62), we always have

$$
\sum_{n \leq t} \chi(n) e(n \alpha) \ll \frac{t}{\log 2 t}+\sum_{\substack{n \leq t \\ n \in S \\ n \in y)}} 1
$$

Using partial summation to the previous estimated yields

$$
\begin{aligned}
\sum_{n=1}^{q} \frac{\chi(n)}{n} e(n \alpha) & \ll \int_{e}^{q} \frac{d t}{t \log t}+\sum_{n \in S(y)} \frac{1}{n} \\
& =\log \log q+\prod_{p \leq y}\left(1-\frac{1}{p}\right)^{-1} \\
& \ll \log \log q
\end{aligned}
$$

which completes the proof.
The upper bound in Theorem 6.2 is known as the Montgomery-Vaughan Estimate, as opposed to the Montgomery-Vaughan Bound which was proved in Chapter 5.

This is essentially the best possible bound, since Paley showed in [62] that the bound is optimal for a certain infinite class of quadratic characters. More precisely, he used the Chinese Remainder Theorem and the Quadratic Reciprocity Law to construct an infinite family $\mathcal{A}$ of characters such that for every character $\chi(\bmod q)$ in $\mathcal{A}$ there exists a natural number $N_{\chi}$ for which ${ }^{13}$

- $\chi(p)=\chi_{-4}(p)$ for all $p \leq N_{\chi}$
- $q \leq 1+4 \prod_{p \leq N_{\chi}} p$

While not vital, it is interesting to know how large the implicit constant is in the Pólya-Vinogradov inequality. Hildebrand [43] has studied this in the 1980s, and he was able to obtain improvements to the trivial bounds for primitive characters

$$
\frac{\left|\mathcal{S}_{\chi}(t)\right|}{q \log q} \leq \begin{cases}\frac{1}{2 \pi \sqrt{2}}+o(1) \approx 0.11254+o(1) & \text { if } \chi(-1)=1 \\ \frac{1}{2 \pi}+o(1) \approx 0.15915+o(1) & \text { if } \chi(-1)=-1\end{cases}
$$

given by Landau in [54]. Hildebrand's result was that for any non-principal character $\chi$ $(\bmod q)$

$$
\frac{\left|\mathcal{S}_{\chi}(t)\right|}{q \log q} \leq \begin{cases}\frac{4}{\sqrt{6}} \cdot \frac{2}{3 \pi^{2}}+o(1) \approx 0.11030+o(1) & \text { if } \chi(-1)=1 \\ \frac{4}{\sqrt{6}} \cdot \frac{1}{3 \pi}+o(1) \approx 0.17327+o(1) & \text { if } \chi(-1)=-1\end{cases}
$$

[^11]If $\chi$ is primitive, then the multiplication with the factor $\frac{4}{\sqrt{6}}$ is unnecessary. In the same year, Hildebrand made a further reduction of the constants, see [44] Corollary 4. If we assume that $\chi(\bmod q)$ is primitive, it is possible to show that [26]

$$
\frac{\left|\mathcal{S}_{\chi}(t)\right|}{q \log q} \leq \begin{cases}\frac{69}{70} \cdot \frac{c+o(1)}{\pi \sqrt{3}} & \text { if } \chi(-1)=1 \\ \frac{c+o(1)}{\pi} & \text { if } \chi(-1)=-1\end{cases}
$$

where $c=\frac{1}{4}$ if $q$ is cubefree and $c=\frac{1}{3}$ otherwise.
The next question to ask is whether we can improve Theorems 6.1 and 6.2. It turns out that with certain assumptions this is possible. This is what we are trying to achieve in the following sections.

Until the year 2005 there were no significant improvements to the Pólya-Vinogradov inequality in the unconditional case for over ninety years. Things took a turn when Granville and Soundararajan came up with an improvement for characters of an odd order under some additional assumptions [26]. In the next three sections we will discuss the pretentious methods used in work of Goldmakher which, on the other hand, was built upon [26]. In section 6.2. we examine Hildebrand's paper [44]. The paper does not contain any pretentious methods, but it is still an important piece of work. Actually, Theorem 6.7. realizes the possibility that the Pólya-Vinogradov inequality, for the character $\chi(\bmod q)$, can be improved if there exists a primitive character of a small conductor having certain additional properties. The proof also shows that possible improvements are closely connected to the rational approximation properties of $\frac{t}{q}$.

### 6.2 The Work of Hildebrand

As said before, the work presented in this subsection had a huge influence on the works of Granville and Soundararajan. Next we are going to examine Hildebrand's main theorem and then discuss the main implications of it. Our treatise follows the original paper [44]. Before stating the theorem, some new definitions are needed. Let $\chi$ (mod $q$ ) be a primitive character. At first we define the refined character sums

$$
\mathcal{T}_{\chi}(t)=\sum_{n \leq t} \frac{\chi(n)}{n}
$$

and

$$
\mathcal{S}_{\chi}^{\prime}(t)=\mathcal{S}_{\chi}(t)-\frac{\tau(\chi) \varepsilon(\chi)}{\pi i} L(1, \chi)
$$

where $\tau(\chi)$ is a Gauss sum associated with character $\chi$ and $\varepsilon(\chi)$ is defined as

$$
\varepsilon(\chi)= \begin{cases}1 & \text { if } \chi(-1)=-1 \\ 0 & \text { if } \chi(-1)=1\end{cases}
$$

Let $\psi_{0}\left(\bmod k_{0}\right)$ be a primitive character with $1 \leq k_{0} \leq(\log q)^{\frac{1}{8}}$ such that

$$
\sup _{t \geq 1}\left|\mathcal{T}_{\chi \psi_{0}}(t)\right|=\max _{\psi} \sup _{t \geq 1}\left|\mathcal{T}_{\chi \psi}(t)\right|,
$$

where the maximum on the right-hand side is taken over all primitive characters $\psi(\bmod$ $k$ ) for which $1 \leq k \leq(\log q)^{\frac{1}{8}}$. For a given $t \geq 1$, the Dirichlet's Approximation Theorem tells that there exists integers $r \geq 0$ and $s \geq 1$ such that

$$
\begin{equation*}
\frac{t}{q}=\frac{r}{s}+\alpha,(r, s)=1,1 \leq s \leq(\log q)^{\frac{1}{8}} \text { and }|\alpha| \leq \frac{1}{s(\log q)^{\frac{1}{8}}} \tag{64}
\end{equation*}
$$

Denote

$$
\ell=\min \left(\frac{1}{\alpha}, q\right)
$$

Finally we define a function $g$ as

$$
g(n)=\left(\bar{\chi} * \mu \psi_{0}\right)(n)=\sum_{d \mid n} \bar{\chi}(n) \mu\left(\frac{n}{d}\right) \psi_{0}\left(\frac{n}{d}\right) .
$$

An interested reader may consult the original paper [44] for the proof of the following lemma.

Lemma 6.6. Let $f \in \mathcal{F}$ and $x \geq 1$. Then for any positive integer $k$ we have

$$
\sum_{\substack{n \leq x \\(n, k)=1}} \frac{f(n)}{n}=\prod_{p \mid k}\left(1-\frac{f(p)}{p}\right) \sum_{n \leq x} \frac{f(n)}{n}+\mathcal{O}\left((\log \log (k+2))^{3}\right),
$$

where the constant is absolute. This lemma appeared in Hildebrand's paper [44] and played a role in the proof of Theorem 6.7. We state it here, since we are going to use it later in a different purpose.

Hildebrand's main result in [44] states that
Theorem 6.7. If $k_{0} \mid s$ we have

$$
\mathcal{S}_{\chi}^{\prime}(t)=\frac{-\tau(\chi) \tau\left(\psi_{0}\right) \bar{\psi}_{0}(-r) g\left(\frac{s}{k_{0}}\right)}{\pi i \varphi(s)} \varepsilon\left(\chi \psi_{0}\right) \mathcal{T}\left(\overline{\chi \psi_{0}}, \ell\right)+\mathcal{O}\left(\sqrt{q}(\log q)^{\frac{19}{20}}\right) .
$$

If $k_{0} \nmid s$ we simply have

$$
\mathcal{S}_{\chi}^{\prime}(t) \ll \sqrt{q}(\log q)^{\frac{19}{20}} .
$$

Theorem 6.7. clearly shows that $\mathcal{S}_{\chi}(t)$ depends strongly on the Diophantine approximation properties of $\frac{t}{q}$. It is also evident how the existence of a character $\psi_{0}$ matters. In fact, the following consequence is true:

Corollary 6.8. Under the same notations as in Theorem 6.7. we have

$$
\left|\mathcal{S}_{\chi}^{\prime}(t)\right| \ll \sqrt{q} \log q\left(\frac{\log \log (s+2)}{\sqrt{s}} \cdot \frac{\log \ell}{\log q}+(\log q)^{-\frac{1}{20}}\right) .
$$

Proof. If $k_{0} \nmid s$, the statement is clear. If $k_{0} \mid s$, we use the following two easy estimates

$$
\left|\mathcal{T}_{\overline{\chi \psi}}(\ell)\right| \leq \sum_{n \leq \ell} \frac{1}{n} \ll \log \ell
$$

and

$$
\frac{\left|\tau\left(\psi_{0}\right)\right| \cdot\left|g\left(\frac{s}{k_{0}}\right)\right|}{\varphi(s)} \leq \frac{\sqrt{k_{0}}}{\varphi(s)} \prod_{p \left\lvert\, \frac{s}{k_{0}}\right.} 2 \ll \frac{\sqrt{s}}{\varphi(s)} \ll \frac{\log \log (s+2)}{\sqrt{s}}
$$

where the last estimate follows from Lemma 2.15.
Plugging these into the estimate in Theorem 6.7 gives

$$
\begin{aligned}
\left|\mathcal{S}_{\chi}^{\prime}(t)\right| & \ll \sqrt{q} \cdot \frac{\log \log (s+2)}{\sqrt{s}} \cdot \log \ell+\sqrt{q}(\log q)^{\frac{19}{20}} \\
& =\sqrt{q} \log q\left(\frac{\log \log (s+2)}{\sqrt{s}} \cdot \frac{\log \ell}{\log q}+(\log q)^{-\frac{1}{20}}\right),
\end{aligned}
$$

as desired.

So, we have an improvement for the Pólya-Vinogradov inequality when $s$ is sufficiently large. Another interesting corollary (see [44], Corollary 2) shows that the PólyaVinogradov bound for $\mathcal{S}_{\chi}^{\prime}(t)$ is attained very rarely:

Corollary 6.9. Let $\chi(\bmod q)$ be a primitive character and let $(\log q)^{-\frac{1}{21}} \leq \varepsilon \leq 1$. Then the set of real numbers $\alpha \in[0,1]$, for which

$$
\left|\mathcal{S}_{\chi}^{\prime}(\alpha q)\right| \geq \varepsilon \sqrt{q}(\log q)
$$

holds, has Lebesgue measure $\ll q^{-c \varepsilon}$ for some constant $c$.

### 6.3 Improvement for the Characters of an Odd Order

In this subsection we adapt the following convention concerning whether the GRH is assumed:

$$
Q= \begin{cases}q & \text { unconditionally } \\ (\log q)^{12} & \text { conditionally under the GRH }\end{cases}
$$

The goal of this section is to obtain the following improvement to the Pólya-Vinogradov inequality for primitive characters of an odd order.

Goldmakher-Granville-Soundararajan Estimate: Let $\chi(\bmod q)$ be a primitive character of an odd order $g$. Then

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll{ }_{g} \sqrt{q}(\log Q)^{1-\delta_{g}+o(1)},
$$

where $\delta_{g}=1-\frac{g}{\pi} \sin \frac{\pi}{g}$.
This was conjectured for the first time by Granville and Soundararajan in [26]. Actually, in that paper they showed that a weaker bound, $\delta_{g}$ replaced with $\frac{\delta_{g}}{2}$, holds. This was achieved by the following theorem, which characterize when $\mathcal{S}_{\chi}(t)$ can be large.

Theorem 6.10. Let $\chi$ be a character $\bmod q$. Let $\psi(\bmod m)$ be the primitive character among those with conductor below $(\log q)^{\frac{1}{3}}$ for which the distance $\mathbb{D}(\chi, \psi ; q)$ is minimal (of course, if there are many of those, pick any one of them). Then we have the following estimate

$$
\max _{t}\left|\mathcal{S}_{\chi}(t)\right| \ll(1-\chi(-1) \psi(-1)) \frac{\sqrt{q m}}{\varphi(m)} \log Q \exp \left(-\frac{1}{2} \mathbb{D}(\chi, \psi ; q)^{2}\right)+\sqrt{q}(\log Q)^{\frac{6}{7}} .
$$

Basically this says that $\max _{t}\left|\mathcal{S}_{\chi}(t)\right|$ is small, that is $\ll(\log q)^{\frac{6}{7}}$, unless there exists a primitive character $\psi(\bmod m)$ with opposite parity and whose distance to $\chi$ is small: $\mathbb{D}(\chi, \psi ; q)^{2} \leq \frac{2}{7} \log \log q$.

For the sake of completeness, we record another theorem from that article, which gives a characterization for large character sums:

Theorem 6.11. Let $\psi(\bmod m)$ be a primitive character opposite parity than $\chi$. Then we have

$$
\max _{t}\left|\mathcal{S}_{\chi}(t)\right|+\frac{\sqrt{q m}}{\varphi(m)} \log \log Q \gg \frac{\sqrt{q m}}{\varphi(m)} \log Q \exp \left(-\mathbb{D}(\chi, \psi ; q)^{2}\right) .
$$

Proofs of these result require several technical lemmas and are thus omitted. They are found in [26] as Theorems 2.1, 2.2 in the unconditional case, respectively, and Theorems 2.4, 2.5 in the conditional case, respectively.

Now the weaker for of the Goldmakher-Granville-Soundararajan estimate follows easily. Indeed, suppose that $\chi(\bmod q)$ has an odd order $g$ and let $\psi$ be the character with conductor below $(\log q)^{\frac{1}{3}}$ such that the distance $\mathbb{D}(\chi, \psi ; q)$ is minimal. If $\chi(-1) \psi(-1)=1$ then Theorem 6.10. implies $\mathcal{S}_{\chi}(t) \ll \sqrt{q}(\log Q)^{\frac{6}{7}}$ and Theorem follows at once as we have $\frac{6}{7}<\frac{1}{2}+\frac{1}{2} \cdot \frac{g}{\pi} \sin \left(\frac{\pi}{g}\right)$ for every integer $g \geq 3$. On the other hand, if $\chi(-1) \psi(-1)=-1$, we use Theorem 4.9, which says that $\mathbb{D}(\chi, \psi ; Q)^{2} \geq\left(\delta_{g}+o(1)\right) \log \log Q$, and Theorem 6.10 to get the desired result:

$$
\begin{aligned}
\left|\mathcal{S}_{\chi}(t)\right| & \ll \frac{\sqrt{q m}}{\varphi(m)} \log Q \cdot \exp \left(\left(-\frac{1}{2} \delta_{g}+o(1)\right) \log \log Q\right) \\
& \ll \frac{\sqrt{q} m}{\varphi(m)}(\log Q)^{1-\frac{1}{2} \delta_{g}+o(1)}+\sqrt{q}(\log Q)^{\frac{6}{7}} \\
& \ll \sqrt{q}(\log Q)^{1-\frac{1}{2} \delta_{g}+o(1)}+\sqrt{q}(\log Q)^{\frac{6}{7}} \\
& \ll \sqrt{q}(\log Q)^{1-\frac{1}{2} \delta_{g}+o(1)} .
\end{aligned}
$$

Now we move back to the Goldmakher-Granville-Soundararajan estimate. Goldmakher settled the unconditional case in his Ph.D.-thesis [32]. Later he improved his methods to also obtaining the conditional case in [33] which we will follow closely throughout this subsection.

As mentioned earlier, Goldmakher's proof of this theorem refines ideas used by Granville and Soundararajan in their work and then introduces a new idea of using methods following Halász's Theorems. First we state the result which shows that restricting to $Q$-smooth numbers does not cause problems when the GRH is assumed:

Theorem 6.12. Let $\chi(\bmod q)$ be primitive, $\alpha$ be a real number, $y \geq 1$, and assume that the GRH holds. Then

$$
\sum_{n \leq x} \frac{\bar{\chi}(n)}{n} e(n \alpha)=\sum_{\substack{n \leq x \\ n \in \bar{S}(y)}} \frac{\bar{\chi}(n)}{n} e(n \alpha)+\mathcal{O}\left(\frac{(\log q) \cdot \log x}{y^{\frac{1}{6}}}\right)
$$

for $1 \leq x \leq q^{\frac{3}{2}}$.
Proof is omitted due to its complexity, see [26]. We remark that this tells that under the GRH,

$$
\begin{equation*}
\sum_{1 \leq|n| \leq q} \frac{\bar{\chi}(n)}{n} e(n \alpha)=\sum_{\substack{1 \leq|n| \leq q \\ n \in S(\bar{Q})}} \frac{\bar{\chi}(n)}{n} e(n \alpha)+\mathcal{O}(1) \tag{65}
\end{equation*}
$$

when we choose $x=q$ and $y=Q$.
Let us discuss the main ideas behind the proof of the Goldmakher-Granville-Soundararajan Estimate. Choosing $k=q$ in Pólya's Fourier expansion we see that we must bound

$$
\sum_{1 \leq|n| \leq q} \frac{\bar{\chi}(n)}{n} e(n \alpha)
$$

with $\alpha=0$ or $\alpha=-\frac{t}{q}$. We have already seen in (65) that it is possible to restrict ourselves to $Q$-smooth number with a small error. So, in fact, we are studying the sum

$$
\sum_{\substack{1 \leq|n| \leq q \\ n \in S(\bar{Q})}} \frac{\bar{\chi}(n)}{n} e(n \alpha)
$$

As usual, let $\frac{b}{r}$ be the rational approximation of $\alpha$ with $1 \leq r \leq M$ and $\left|\alpha-\frac{b}{r}\right| \leq \frac{1}{r M}$. Here $M$ is a positive number which is specified later. For those $\alpha$ lying on the minor $\operatorname{arc}^{14}, r>\log Q$, we may use Corollary 5.6. of the Montgomery-Vaughan bound to get the desired result. The major arc case is the one requiring much work. We will prove in Lemma 6.13. that $\alpha$ can be replaced with its rational approximation such that a possible shortening of the summing range is negligible. If $\alpha$ belongs to the major arc, $r$ will be small and thus only the innermost sum on the right-hand side of the GranvilleSoundararajan identity can make a significant contribution. In order to understand this kind of a sum, we study the size of a more general sum

$$
\sum_{\substack{n \leq x \\ n \in \bar{S}(y)}} \frac{g(n)}{n}
$$

with $g \in \mathcal{F}$. To estimate this, Goldmakher introduced a new idea of applying methods originated from the proofs of strengthenings for Halász's Theorems. The main point was to obtain Corollary 3.8. Now we are ready to handle those $\alpha$ lying on a major arc. It is proved in [2] that the multiplicative function $f \in \mathcal{F}$ cannot mimic two different characters simultaneously very well. Thus if we can identify an "exceptional character" $\xi(\bmod m)$ for which $f$ most nearly mimics, then $f$ is far from mimicking other primitive characters.

If we plug the estimate of Corollary 3.8. to the Granville-Soundararajan identity, we get the upper bound in terms of quantities $M\left(f \bar{\psi}, \frac{N}{d}, T\right)$, where $T$ is some parameter and $\psi$ is a character of modulus dividing $r$. If $m$ does not divide $r$ then none of the characters $\psi$ are induced by the exceptional character $\psi$. The repulsion principles [2] tell that all $M\left(f \bar{\psi} ; y, \log ^{2} y\right)$ are bounded from below and hence the contribution coming from characters $\psi$ is not very large.

On the other hand, if $m$ divides $r$, it is possible that some of the characters $\psi$ are induced by the exceptional character $\xi$. These characters will contribute the main term. The estimates, however, are fairly standard. As before, the characters not induced by $\psi$ do not give a major contribution. Putting our estimates to Pólya's Fourier expansion and using Theorem 4.9 finishes the proof.

Now, let us make the above rigorous. As mentioned above, the minor arcs are easy to deal with. Let us choose

$$
\begin{equation*}
M=\exp \left(\exp \left(\frac{\log \log Q}{\log \log \log Q}\right)\right) . \tag{66}
\end{equation*}
$$

If $r>\log Q$ we have by Corollary 5.6. that

$$
\begin{align*}
\sum_{\substack{n \leq t \\
n \in \bar{S}(Q)}} \frac{\bar{\chi}(n)}{n} e(n \alpha) & \ll \log r+\frac{1+(\log r)^{\frac{5}{2}}}{\sqrt{r}} \cdot \log Q+\log \log Q \\
& \ll \exp \left(\frac{\log \log Q}{\log \log \log Q}\right)+\frac{\exp \left(\frac{\frac{5}{2} \cdot \log \log Q}{\log \log \log Q}\right)}{\sqrt{\log Q}} \cdot \log Q+\log \log Q \\
& \ll(\log Q)^{\frac{1}{2}+o(1)} . \tag{67}
\end{align*}
$$

Notice that since $\chi$ has an odd order, we must have $\chi(-1)=1$ and hence

$$
\sum_{1 \leq|n| \leq q} \frac{\bar{\chi}(n)}{n}=\sum_{1 \leq n \leq q} \frac{\bar{\chi}(n)}{n}-\bar{\chi}(-1) \sum_{1 \leq n \leq q} \frac{\bar{\chi}(n)}{n}=0
$$

[^12]Putting this and (67) to Pólya's Fourier expansion and using Theorem 6.12 yields the desired result:

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll \sqrt{q} \cdot(\log Q)^{\frac{1}{2}+o(1)}+1+\log q \ll \sqrt{q} \cdot(\log Q)^{1-\delta_{g}+o(1)} .
$$

Now we move to the major arc case. We continue by reducing the problem to the case where $\alpha$ is a rational number by proving a slightly more general result.

Theorem 6.13. Let $f \in \mathcal{F}, \alpha \in \mathbb{R}, x \geq 16, y \geq 16$ and $M \geq 2$. By Dirichlet's Approximation Theorem, there exists a reduced fraction $\frac{b}{r}$ with $r \leq M$ such that

$$
\begin{equation*}
\left|\alpha-\frac{b}{r}\right| \leq \frac{1}{r M} . \tag{68}
\end{equation*}
$$

Set $N=\min \left\{x, \frac{1}{|r \alpha-b|}\right\}$. Then for all $R \in\left[2, \frac{N}{2}\right]$,

$$
\sum_{\substack{n \leq x \\ n \in \bar{S}(y)}} \frac{f(n)}{n} e(n \alpha)=\sum_{\substack{n \leq N \\ n \in \bar{S}(y)}} \frac{f(n)}{n} e\left(\frac{b}{r} \cdot n\right)+\mathcal{O}\left(\log R+\frac{(\log R)^{\frac{3}{2}}}{\sqrt{R}}(\log y)^{2}+\log \log y\right)
$$

If $M \geq(\log y)^{4} \log \log y$, then the error term is actually $\mathcal{O}(\log \log y)$.
Proof. If $N=x$, then $\left|\alpha-\frac{b}{r}\right| \leq \frac{1}{r x}$ and so

$$
\begin{equation*}
\sum_{\substack{n \leq x \\ n \in \bar{S}(y)}} \frac{f(n)}{n} e\left(e(n \alpha)-e\left(\frac{b}{r} \cdot n\right)\right) \ll \sum_{\substack{n \leq x \\ n \in \bar{S}(y)}} \frac{1}{n} \cdot n\left|\alpha-\frac{b}{r}\right| \ll 1, \tag{69}
\end{equation*}
$$

which furnishes this case. Hence we assume that $N=\frac{1}{|r \alpha-b|}<x$. It is evident that $N \geq M$ (this being equivalent to (68)) and that

$$
\left|\alpha-\frac{b}{r}\right|=\frac{1}{r N} .
$$

By Dirichlet's Approximation Theorem, there exists a reduced fraction $\frac{b^{\prime}}{r^{\prime}}$ with $r^{\prime} \leq 2 N$ for which

$$
\left|\alpha-\frac{b^{\prime}}{r^{\prime}}\right| \leq \frac{1}{2 N r^{\prime}}
$$

We observe that $\frac{b}{r} \neq \frac{b^{\prime}}{r^{\prime}}$ holds. If this is not the case, then $r=r^{\prime}$ (as $\frac{b}{r}$ and $\frac{b^{\prime}}{r^{\prime}}$ are reduced fractions) and then

$$
\frac{1}{r N}=\left|\alpha-\frac{b}{r}\right|=\left|\alpha-\frac{b^{\prime}}{r^{\prime}}\right| \leq \frac{1}{2 r^{\prime} N}<\frac{1}{r^{\prime} N}=\frac{1}{r N},
$$

which is a contradiction.
Therefore

$$
\frac{1}{r r^{\prime}} \leq\left|\frac{b}{r}-\frac{b^{\prime}}{r^{\prime}}\right| \leq \frac{1}{2 N r^{\prime}}+\frac{1}{r N} .
$$

This rearranges to $r^{\prime} \geq N-\frac{r}{2}$. Moreover, since $r \leq M \leq N$, we have $\frac{N}{2} \leq r^{\prime} \leq 2 N$. Let us then split the summing range into four parts: $1 \leq n \leq N, N<n \leq R r^{\prime}$, $R r^{\prime}<n \leq e^{(\log y)^{2}}, e^{(\log y)^{2}} \leq n \leq x$, where we yet again sum only over the $y$-smooth integers. We bound these sums separately.

First of all, we trivially have

$$
\sum_{\substack{N<n \leq R r^{\prime} \\ n \in S(y)}} \frac{f(n)}{n} e(n \alpha) \ll \log \frac{R r^{\prime}}{N}=\log R+\mathcal{O}(1)
$$

By applying Corollary 5.6. to the $y$-smoothed function $f_{y}$ we deduce

$$
\begin{aligned}
\sum_{\substack{R r^{\prime}<n \leq e^{(\log y)^{2}} \\
n \in S(y)}} \frac{f(n)}{n} e(n \alpha) & =\sum_{R r^{\prime}<n \leq e^{(\log y)^{2}}} \frac{f_{y}(n)}{n} e(n \alpha) \\
& \ll \log \log y+\frac{(\log R)^{\frac{3}{2}}}{\sqrt{R}}(\log y)^{2} .
\end{aligned}
$$

We also have

$$
\sum_{\substack{e^{(\log y)^{2}<n \leq x} \\ n \in S(y)}} \frac{f(n)}{n} e(n \alpha) \ll \sum_{\substack{e^{(\log y)^{2}<n \leq x} \\ n \in S(y)}} \frac{1}{n} \ll \frac{1}{y} \sum_{n \in S(y)} \frac{1}{n^{1-\frac{1}{\log y}}} \stackrel{(*)}{<} 1 .
$$

The estimate $(*)$ follows as in the proof of Corollary 5.6.
Putting these bounds together yields

$$
\sum_{\substack{n \leq x \\ n \in \bar{S}(y)}} \frac{f(n)}{n} e(n \alpha)=\sum_{\substack{n \leq N \\ n \in \bar{S}(y)}} \frac{f(n)}{n} e(n \alpha)+\mathcal{O}\left(1+\log R+\frac{(\log R)^{\frac{3}{2}}}{\sqrt{R}}(\log y)^{2}+\log \log y\right)
$$

Combining this with the estimate (69) finishes the proof. If $M \geq 2(\log y)^{4} \log \log y$, we take $R=(\log y)^{4} \log \log y$ to get the desired result.

Now observe that $M$ chosen in (66) is $\geq 2(\log Q)^{4} \log \log Q$ for $Q \geq 16$. So Theorem 6.13 says that there exists $N \in[M, q]$ for which

$$
\sum_{\substack{1 \leq|n| \leq q \\ n \in S(Q)}} \frac{\bar{\chi}(n)}{n} e(n \alpha)=\sum_{\substack{1 \leq|n| \leq N \\ n \in S(Q)}} \frac{\bar{\chi}(n)}{n} e\left(\frac{b}{r} \cdot n\right)+\mathcal{O}(\log \log Q) .
$$

The main term on the right-hand side can be written as

$$
\sum_{\substack{1 \leq|n| \leq N \\ n \in S(Q)}} \frac{\bar{\chi}(n)}{n} e\left(\frac{b}{r} \cdot n\right)=\sum_{\substack{n \leq N \\ n \in S(Q)}} \frac{\bar{\chi}(n)}{n} e\left(\frac{b}{r} \cdot n\right)-\bar{\chi}(-1) \sum_{\substack{n \leq N \\ n \in \bar{S}(Q)}} \frac{\bar{\chi}(n)}{n} e\left(-\frac{b}{r} \cdot n\right) .
$$

By using the Granville-Soundararajan identity separately to two sums appearing on the right-hand side we find that

$$
\begin{align*}
\sum_{\substack{1 \leq|n| \leq N \\
n \in S(Q)}} \frac{\bar{\chi}(n)}{n} e\left(\frac{b}{r} \cdot n\right)= & \sum_{\substack{d \mid r \\
d \in S(Q)}} \frac{\bar{\chi}(d)}{d} \cdot \frac{1}{\varphi\left(\frac{r}{d}\right)} .  \tag{70}\\
& \cdot \sum_{\psi\left(\bmod \frac{r}{d}\right)}(1-\chi(-1) \psi(-1)) \tau(\psi) \bar{\psi}(b)\left(\sum_{\substack{n \leq \frac{N}{d} \\
n \in S(Q)}} \frac{\overline{\chi \psi}(n)}{n}\right) .
\end{align*}
$$

We will prove the following:

Theorem 6.14. Let $N \geq 2, Q \geq 16, \chi$ be a character, and $\frac{b}{r}$ be a reduced fraction ${ }^{15}$ with $1 \leq r \leq \log Q$. Assume that as $\psi$ ranges over all primitive characters of conductor less than $r, M\left(\overline{\chi \psi} ; Q, \log ^{2} Q\right)$ is minimized when $\psi=\xi(\bmod m)$. Then

$$
\begin{align*}
\sum_{\substack{1 \leq|n| \leq N \\
n \in S(Q)}} \frac{\bar{\chi}(n)}{n} e\left(\frac{b}{r} \cdot n\right) & \ll \frac{1}{\sqrt{r}}(\log Q)^{\frac{2}{3}+o(1)}+\sqrt{r} e^{\mathcal{O}(\sqrt{\log \log Q})}  \tag{71}\\
& + \begin{cases}(1-\chi(-1) \xi(-1)) \frac{\sqrt{m}}{\varphi(m)}(\log Q) e^{-M\left(\overline{\chi \xi} ; Q, \log ^{2} Q\right)} & \text { if } m \mid r \\
0 & \text { otherwise }\end{cases}
\end{align*}
$$

Proof. Assume first that $b \neq 0$. We consider the set of all primitive characters with conductor below or equal to $r$. Here we also consider the constant function 1 as a primitive character modulo 1 . Let us enumerate these characters as $\psi_{k}\left(\bmod m_{k}\right)$ such that

$$
M\left(\overline{\chi \psi_{1}} ; Q, \log ^{2} Q\right) \leq M\left(\overline{\chi \psi_{2}} ; Q, \log ^{2} Q\right) \leq \cdots
$$

First we consider the inner sum on the right-hand side of (70), that is

$$
\mathcal{X}(d):=\frac{1}{\varphi\left(\frac{r}{d}\right)} \sum_{\psi\left(\bmod \frac{r}{d}\right)}(1-\chi(-1) \psi(-1)) \tau(\psi) \bar{\psi}(b) \sum_{\substack{n \leq \frac{N}{d} \\ n \in \bar{S}(Q)}} \frac{(\overline{\chi \psi})(n)}{n}
$$

Since the behaviour of characters $\psi\left(\bmod \frac{r}{d}\right)$ is determined by the primitive characters inducing them, we will define a set $\mathcal{K}_{d}$ as

$$
\mathcal{K}_{d}=\left\{k: m_{k} \left\lvert\, \frac{r}{d}\right.\right\}
$$

By the consequence of Theorem 2.5 (see Chapter 2.) we can write $\mathcal{X}(d)$ in terms of $\psi_{k}$ as

$$
\mathcal{X}(d)=\frac{1}{\varphi\left(\frac{r}{d}\right)} \sum_{k \in \mathcal{K}_{d}}\left(1-\chi(-1) \psi_{k}(-1)\right) \tau\left(\psi_{k} \chi_{0}\right) \overline{\psi_{k}}(b) \chi_{0}(b)\left(\sum_{\substack{n \leq \frac{N}{d} \\ n \in S(Q)}} \frac{\overline{\chi \psi_{k}} \chi_{0}(n)}{n}\right)
$$

Here $\chi_{0}$ is the principal character modulo the conductor of $\psi$.
Furthermore, with the help of equation (4) this can be written as

$$
\begin{align*}
\mathcal{X}(d)= & \frac{\chi_{0}(b)}{\varphi\left(\frac{r}{d}\right)} \sum_{k \in \mathcal{K}_{d}} \mu\left(\frac{r}{d m_{k}}\right) \psi_{k}\left(\frac{r}{d m_{k}}\right)  \tag{72}\\
& \cdot\left(1-\chi(-1) \psi_{k}(-1)\right) \tau\left(\psi_{k}\right) \bar{\psi}_{k}(b) \sum_{\substack{n \leq \frac{N}{N} \\
n \in S(Q) \\
\left(n, \frac{r}{d}\right)=1}} \frac{\left(\overline{\chi \psi_{k}}\right)(n)}{n} .
\end{align*}
$$

[^13]Applying Lemma 6.6. with $Q$-smoothed version $(\overline{\chi \psi})_{Q}$ of the function $\overline{\chi \psi}$ in place of $f$ and noting that $d \leq r \leq Q$, we obtain

$$
\begin{aligned}
\sum_{\substack{n \leq \frac{N}{d} \\
n \in S \\
\left(n, \frac{r}{d}\right)=1}} \frac{(\overline{\chi \psi})(n)}{n} & =\sum_{\substack{n \leq N \\
\left(n, \frac{r}{d}\right)=1}} \frac{(\overline{\chi \psi})_{Q}(n)}{n}+\mathcal{O}(\log d) \\
& =\prod_{p \left\lvert\, \frac{r}{d}\right.}\left(1-\frac{(\overline{\chi \psi})_{Q}(p)}{p}\right) \sum_{n \leq N} \frac{(\overline{\chi \psi})_{Q}(n)}{n}+\mathcal{O}(\log r) \\
& =\prod_{p \left\lvert\, \frac{r}{d}\right.}\left(1-\frac{(\overline{\chi \psi})(p)}{p}\right) \sum_{\substack{n \leq N \\
n \in S \\
(Q)}} \frac{(\overline{\chi \psi})(n)}{n}+\mathcal{O}(\log r) .
\end{aligned}
$$

Thus, by substituting this back to (72), we see that the main term of $\mathcal{X}(d)$ will be

$$
\frac{\chi_{0}(b)}{\varphi\left(\frac{r}{d}\right)} \sum_{k \in \mathcal{K}_{d}} \mu\left(\frac{r}{d m_{k}}\right) \psi_{k}\left(\frac{r}{d m_{k}}\right)\left(1-\chi(-1) \psi_{k}(-1)\right) \tau\left(\psi_{k}\right) \bar{\psi}_{k}(b) \prod_{p \left\lvert\, \frac{r}{d}\right.}\left(1-\frac{\left(\overline{\chi \psi_{k}}\right)(p)}{p}\right) \sum_{\substack{n \leq N \\ n \in S(Q)}} \frac{\left(\overline{\chi \psi_{k}}\right)(n)}{n}
$$

and the error term is of the size

$$
\begin{aligned}
& \ll \frac{\chi_{0}(b)}{\varphi\left(\frac{r}{d}\right)} \sum_{k \in \mathcal{K}_{d}} \mu\left(\frac{r}{d m_{k}}\right) \psi_{k}\left(\frac{r}{d m_{k}}\right) \tau\left(\psi_{k}\right) \bar{\psi}_{k}(b) \log r \\
& \ll \frac{1}{\varphi\left(\frac{r}{d}\right)} \sum_{k \in \mathcal{K}_{d}} \sqrt{m_{k}} \log r \ll \sqrt{\frac{r}{d}} \log r
\end{aligned}
$$

by using the fact that $\left|\tau\left(\psi_{k}\right)\right|=\sqrt{m_{k}}$, that characters have absolute value at most one, $\left|\mathcal{K}_{d}\right|=\varphi\left(\frac{r}{d}\right)$ and $m \left\lvert\, \frac{r}{d}\right.$. The total contribution of such error terms to the left-hand side of (71) equals

$$
\sum_{d \mid r} \frac{\bar{\chi}(d)}{d} \mathcal{X}(d) \ll \sum_{d \mid r} \frac{1}{d} \sqrt{\frac{r}{d}} \log r \ll \sqrt{r} \log r \ll \sqrt{r} \log \log Q
$$

because $r \leq \log Q$. This is negligible compared to the bounds claimed in the statement of the theorem. Now we move back to the main term. We will estimate the contribution of characters $\psi_{k}, k \geq 2$. By using Corollary 3.8 it can be estimated upwards as

$$
\begin{equation*}
\ll \frac{1}{\varphi\left(\frac{r}{d}\right)} \sum_{\substack{k \in \mathcal{K}_{d} \\ k \geq 2}} \sqrt{m}_{k}\left(\prod_{p \left\lvert\, \frac{r}{d}\right.}\left(1+\frac{1}{p}\right)\right)\left((\log Q) e^{-M\left(\overline{\chi \psi_{k}} ; Q, \log ^{2} Q\right)}+\frac{1}{\log Q}\right) \tag{73}
\end{equation*}
$$

simply from the fact that $|\chi(n)| \leq 1$ for every character and $\left|\tau\left(\psi_{k}\right)\right|=\sqrt{m_{k}}$. Recall from Chapter 4 that we have, from the estimate (21), that for all $g \in \mathcal{F}$ and $T \geq 0$ and $0 \leq M(g ; y, T) \leq 2 \log \log y+\mathcal{O}(1)$. Therefore

$$
(\log Q) e^{-M\left(\overline{\chi \psi} ; Q, \log ^{2} Q\right)} \gg \frac{1}{\log Q}
$$

Note that we also have $m_{k} \leq \frac{r}{d}$ for all $k \in \mathcal{K}_{d}$ and from (18) it follows

$$
\prod_{p \left\lvert\, \frac{r}{d}\right.}\left(1+\frac{1}{p}\right) \ll \log \log \left(\frac{r}{d}+2\right)
$$

Using these facts we can continue our calculation from (73) to obtain that the total contribution of characters $\psi_{k}\left(\bmod m_{k}\right)$ with $k \geq 2$ is

$$
\ll \frac{1}{\varphi\left(\frac{r}{d}\right)} \sqrt{\frac{r}{d}}\left(\log \log \left(\frac{r}{d}+2\right)\right)(\log Q) \sum_{\substack{k \in \mathcal{K}_{d} \\ k \geq 2}} e^{-M\left(\overline{\chi \psi_{k}} ; Q, \log ^{2} Q\right)}
$$

To make progress we must estimate the quantity $M\left(\overline{\chi \psi_{k}}, Q, \log ^{2} Q\right)$ from below. For this we use the following results from [2]. Lemma 3.3 from that source states that if $k \geq 2$ then

$$
\begin{equation*}
M\left(\overline{\chi \psi_{k}} ; Q, \log ^{2} Q\right) \geq\left(\frac{1}{3}+o(1)\right) \log \log Q \tag{74}
\end{equation*}
$$

From Lemma 3.1 of [2] we deduce that if $k>\sqrt{\log \log Q}$ we have a sharper estimate

$$
\begin{aligned}
M\left(\overline{\chi \psi_{k}} ; Q, \log ^{2} Q\right) & =\min _{|t| \leq \log ^{2} Q} \mathbb{D}\left(\bar{\chi}, \psi_{k}(n) n^{i t} ; Q\right)^{2} \\
& \geq\left(1-\frac{1}{\sqrt{\log \log Q}}\right) \log \log Q+\mathcal{O}(\sqrt{\log \log Q}) \\
& =\log \log Q+\mathcal{O}(\sqrt{\log \log Q})
\end{aligned}
$$

These imply that the contribution of all characters $\psi_{k}, k \geq 2, k \in \mathcal{K}_{d}$ to $\mathcal{X}(d)$ is

$$
\begin{aligned}
& \ll \frac{1}{\varphi\left(\frac{r}{d}\right)} \sqrt{\frac{r}{d}}\left(\log \log \left(\frac{r}{d}+2\right)\right)(\log Q)\left((\log Q)^{-\frac{1}{3}+o(1)}+e^{\mathcal{O}\left(\sqrt{\log \log Q)} \cdot \frac{1}{\log Q}\right)}\right. \\
& \ll \frac{1}{\varphi\left(\frac{r}{d}\right)} \sqrt{\frac{r}{d}}\left(\log \log \left(\frac{r}{d}+2\right)\right)(\log Q)^{\frac{2}{3}+o(1)}+\sqrt{\frac{r}{d}}\left(\log \log \left(\frac{r}{d}+2\right)\right) e^{\mathcal{O}(\sqrt{\log \log Q)}} .
\end{aligned}
$$

Now the total contribution of such characters to the left-hand side of (71) can be estimated as follows

$$
\begin{aligned}
& \ll \sum_{d \mid r} \frac{1}{d}\left(\frac{1}{\varphi\left(\frac{r}{d}\right)} \sqrt{\frac{r}{d}}\left(\log \log \left(\frac{r}{d}+2\right)\right)(\log Q)^{\frac{2}{3}+o(1)}+\sqrt{\frac{r}{d}}\left(\log \log \left(\frac{r}{d}+2\right)\right) e^{\mathcal{O}(\sqrt{\log \log Q})}\right) \\
& \ll \sqrt{r}(\log \log (r+2)) \sum_{d \mid r}\left(\frac{1}{d}\right)^{\frac{3}{2}}\left(\frac{1}{\varphi\left(\frac{r}{d}\right)}(\log Q)^{\frac{2}{3}+o(1)}+e^{\mathcal{O}(\sqrt{\log \log Q})}\right) \\
& \ll \frac{1}{r}(\log \log (r+2))(\log Q)^{\frac{2}{3}+o(1)} \sum_{d \mid r} \frac{d^{\frac{3}{2}}}{\varphi(d)}+\sqrt{r}(\log \log (r+2)) e^{\mathcal{O}(\sqrt{\log \log Q})},
\end{aligned}
$$

where we made a change of variable $d \mapsto \frac{r}{d}$ on the third line. Using the estimates (16) and $d(r) \ll(\log Q)^{o(1)}$ (this follows from (17) as $r \leq \log Q$ ), we obtain that the contribution of all such a terms to the right-hand side of the Granville-Soundararajan identity is

$$
\begin{aligned}
& \leq \frac{1}{r}(\log \log (r+2))(\log Q)^{\frac{2}{3}+o(1)} d(r) \frac{r^{\frac{3}{2}}}{\varphi(r)}+\sqrt{r}(\log \log (r+2)) e^{\mathcal{O}(\sqrt{\log \log Q})} \\
& \ll \frac{1}{\sqrt{r}}(\log \log (r+2))(\log Q)^{\frac{2}{3}+o(1)} \cdot \log \log r \cdot(\log Q)^{o(1)}+\sqrt{r}(\log \log (r+2)) e^{\mathcal{O}(\sqrt{\log \log Q})} \\
& \ll \frac{1}{\sqrt{r}}(\log Q)^{\frac{2}{3}+o(1)}+\sqrt{r} e^{\mathcal{O}(\sqrt{\log \log Q})} .
\end{aligned}
$$

The last estimate follows from the assumption $r \leq \log Q$.

Now we turn to the character $\psi_{1}\left(\bmod m_{1}\right)$. Note that the exceptional character $\psi_{1}$ $\left(\bmod m_{1}\right)$ appears in the sum $\mathcal{X}(d)$ only when $1 \in \mathcal{K}_{d}$, i.e. when it induces a character modulo $\frac{r}{d}$. There are two cases to consider. If $m_{1} \nmid r$, then $1 \notin \mathcal{K}_{d}$ for any $d$, and so the exceptional character does not contribute anything. Hence, the theorem is proved in this case. The situation is much more interesting when $m_{1} \mid r$. Then the total contribution of this character is

$$
\begin{aligned}
\sum_{d \left\lvert\, \frac{r}{m_{1}}\right.} \frac{\bar{\chi}(d)}{d} \cdot & \frac{1}{\varphi\left(\frac{r}{d}\right)} \mu\left(\frac{r}{d m_{1}}\right) \psi_{1}\left(\frac{r}{d m_{1}}\right)\left(1-\chi(-1) \psi_{1}(-1)\right) \\
& \cdot \tau\left(\psi_{1}\right) \bar{\psi}_{1}(b)\left(\prod_{p \left\lvert\, \frac{r}{d m_{1}}\right.}\left(1-\frac{\left(\overline{\chi \psi_{1}}\right)(p)}{p}\right)\right) \sum_{\substack{n \leq N \\
n \in S(Q)}} \frac{\left(\overline{\chi \psi_{1}}\right)(n)}{n} .
\end{aligned}
$$

By making a change of variables $d \mapsto \frac{r}{d m_{1}}$ we see that this can be written in the form

$$
\begin{equation*}
\frac{m_{1}}{r}\left(1-\chi(-1) \psi_{1}(-1)\right) \tau\left(\psi_{1}\right) \bar{\psi}_{1}(b)\left(\sum_{\substack{n \leq N \\ n \in \bar{S}(Q)}} \frac{\left(\overline{\chi \psi_{1}}\right)(n)}{n}\right) \sum_{d \left\lvert\, \frac{r}{m_{1}}\right.} \bar{\chi}\left(\frac{r}{d m_{1}}\right) \mathscr{A}(d), \tag{75}
\end{equation*}
$$

where

$$
\mathscr{A}(d):=\frac{d}{\varphi\left(d m_{1}\right)} \mu(d) \psi_{1}(d) \prod_{p \mid d}\left(1-\frac{\left(\overline{\chi \psi_{1}}\right)(p)}{p}\right)
$$

Since $\mathscr{A}(d)=0$ when $\mu(d)=0$ or $\psi_{1}(d)=0$, it is enough to consider those numbers $d$ which are squarefree and satisfy $\left(d, m_{1}\right) \neq 1$. We can calculate

$$
\begin{aligned}
\mathscr{A}(d) & =\frac{1}{\varphi\left(m_{1}\right)} \prod_{p \mid d}\left(\frac{\bar{\chi}(p)-\psi_{1}(p) \cdot p}{\varphi(p)}\right) \\
& \ll \frac{1}{\varphi\left(m_{1}\right)} \prod_{p \mid d}\left(\frac{p+1}{p-1}\right) \\
& \stackrel{(*)}{<} \frac{1}{\varphi\left(m_{1}\right)}(\log \log (d+2))^{2} .
\end{aligned}
$$

In the step $(*)$ we used Lemma 2.15. When this is combined with (75) and Corollary 3.8. we get that the total contribution of the character $\psi_{1}$ is

$$
\begin{align*}
& \ll\left(1-\chi(-1) \psi_{1}(-1)\right) \frac{m_{1}}{r} \tau\left(\psi_{1}\right) \bar{\psi}_{1}(b)\left((\log Q)^{-M\left(\overline{\chi \psi_{1}} ; Q, \log ^{2} Q\right)}+\frac{1}{\log Q}\right) \sum_{d \left\lvert\, \frac{r}{m_{1}}\right.} \frac{1}{\varphi\left(m_{1}\right)}(\log \log (d+2))^{2} \\
& \ll\left(1-\chi(-1) \psi_{1}(-1)\right) \frac{m_{1}}{r} \cdot \sqrt{m_{1}} \cdot(\log Q)^{-M\left(\overline{\chi \psi_{1}} ; Q, \log ^{2} Q\right)} \cdot \frac{1}{\varphi\left(m_{1}\right)} \cdot \frac{r}{m_{1}} \\
& \ll\left(1-\chi(-1) \psi_{1}(-1)\right) \frac{\sqrt{m_{1}}}{\varphi\left(m_{1}\right)}(\log Q)^{-M\left(\overline{\chi \psi_{1}} ; Q, \log ^{2} Q\right)} . \tag{76}
\end{align*}
$$

This concludes the case $b \neq 0$. The remaining case $b=0$ is easy to handle. If $\psi_{1}$ is the trivial character, then $m_{1}=1$ and the theorem follows from Corollary 3.8:

$$
\begin{aligned}
\sum_{\substack{1 \leq|n| \leq N \\
n \in S(Q)}} \frac{\overline{\chi \psi}(n)}{n} & \ll(1-\chi(-1))(\log Q) e^{-M\left(\overline{\chi \psi} ; Q, \log ^{2} Q\right)} \\
& =\left(1-\chi(-1) \psi_{1}(-1)\right) \frac{\sqrt{m_{1}}}{\varphi\left(m_{1}\right)}(\log Q)^{-M\left(\overline{\chi \psi_{1}} ; Q, \log ^{2} Q\right)}
\end{aligned}
$$

as wanted.
If it is not, then we are done by applying Corollary 3.8 and using (74):

$$
\sum_{\substack{1 \leq|n| \leq N \\ n \in S(Q)}} \frac{\overline{\chi \psi}(n)}{n} \ll(\log Q) e^{-M\left(\overline{\chi \psi} ; Q, \log ^{2} Q\right)} \ll(\log Q) \cdot(\log Q)^{-\frac{1}{3}+o(1)}=\frac{1}{\sqrt{r}}(\log Q)^{\frac{2}{3}+o(1)},
$$

as desired. The last equality is true from our convention that $r=1$ when $b=0$. So we get the bounds claimed in the theorem also in this case. Proof is completed.

Now we are in the position to prove Goldmakher-Granville-Soundararajan Estimate. Combinig Theorems 6.12, 6.13 (with $f=\bar{\chi}$ and $y=Q$, of course) and 6.14 we immediately deduce that

Theorem 6.15. Let $\chi(\bmod q)$ be a primitive character and suppose that as $\psi$ ranges over all primitive characters of conductor less than $\log Q, M\left(\chi \bar{\psi}, Q, \log ^{2} Q\right)$ is minimized when $\psi=\xi(\bmod m)$. Then

$$
\sum_{1 \leq|n| \leq q} \frac{\bar{\chi}(n)}{n} e(n \alpha) \ll(1-\chi(-1) \xi(-1)) \frac{\sqrt{m}}{\varphi(m)}(\log Q) e^{-M\left(\chi \bar{\xi}, Q, \log ^{2} Q\right)}+(\log Q)^{\frac{2}{3}+o(1)}
$$

for $\alpha \neq 0$.
Combining this with the Pólya's Fourier expansion yields in the case $\alpha \neq 0$ that

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll(1-\chi(-1) \xi(-1)) \frac{\sqrt{m}}{\varphi(m)} \sqrt{q}(\log Q) e^{-M\left(\chi \bar{\xi}, Q, \log ^{2} Q\right)}+\sqrt{q}(\log Q)^{\frac{2}{3}+o(1)}
$$

Using Theorem 4.9 gives the Goldmakher-Granville-Soundararajan estimate

$$
\begin{aligned}
\left|\mathcal{S}_{\chi}(t)\right| & \ll \sqrt{q}(\log Q) \exp \left(-\left(\delta_{g}+o(1)\right) \log \log Q\right)+\sqrt{q}(\log Q)^{\frac{2}{3}+o(1)} \\
& \ll \sqrt{q}(\log Q) \cdot(\log Q)^{\delta_{g}+o(1)} \\
& =\sqrt{q}(\log Q)^{1-\delta_{g}+o(1)} .
\end{aligned}
$$

We deal the case $\alpha=0$ separately. We have two cases to consider: $\psi$ is either the trivial character or it is not. The arguments are practically the same as in the case $b=0$ of Theorem 6.14.

Assume first that $\xi$ is trivial. If necessary, we use Theorem 6.12. to restrict the sum

$$
\sum_{1 \leq|n| \leq q} \frac{\bar{\chi}(n)}{n}=(1-\chi(-1)) \sum_{n \leq q} \frac{\bar{\chi}(n)}{n}
$$

to $Q$-smooth arguments. Since $\xi$ is trivial we especially have $\xi(-1)=1$ and so we can calculate

$$
\begin{aligned}
(1-\chi(-1)) \sum_{\substack{n \leq q \\
n \in \bar{S}(Q)}} \frac{\bar{\chi}(n)}{n} & =(1-\chi(-1) \xi(-1)) \sum_{\substack{n \leq q \\
n \in \bar{S}(Q)}} \frac{\bar{\chi} \xi(n)}{n} \\
& =(1-\chi(-1) \xi(-1)) \frac{\sqrt{m}}{\varphi(m)} e^{-M\left(\chi \bar{\xi} ; Q, \log ^{2} Q\right)}
\end{aligned}
$$

using Corollary 3.8.
On the other hand, if $\xi$ is not trivial, we have by Corollary 3.8 and (74),

$$
(1-\chi(-1) \xi(-1)) \sum_{\substack{n \leq q \\ n \in \bar{S}(Q)}} \frac{\bar{\chi}(n)}{n} \ll(\log Q)^{\frac{2}{3}+o(1)} .
$$

Similarly as before, putting these bounds to Pólya's Fourier expansion and using Theorem 4.9 gives the desired result. So the Goldmakher-Granville-Soundararajan estimate holds also when $\alpha=0$. This concludes the proof.

Goldmakher [33] also showed, using the construction inspired by Paley's work [62], that the estimate under the GRH is the best possible. Instead of Quadratic Reciprocity Law, he used a more general version of this due to Vostokov and Orlova [81].

### 6.4 Character Sums to Smooth Moduli

There are much better estimates for certain special characters that the Pólya-Vinogradov inequality produces. In this chapter we examine a few such cases.

Recall that a positive integer $y$ is called smooth if its prime factors are small related to $y$. If the product of all prime factors of $y$ is small, then $y$ is called powerful. We define the radical of $q$ to be

$$
\operatorname{rad}(q)=\prod_{p \mid q} p
$$

In this section we show how the results of Granville and Soundararajan can be applied to give bounds for sums of characters whose modulus is either smooth or powerful. Our main reference of this section is [34] and other sources are mentioned when needed. In order to keep this thesis relatively short, we will skip all the proofs of all the results related to $L$-functions.

For characters with smooth conductors, Goldmakher proved the following improvement for the Pólya-Vinogradov inequality

Theorem 6.16. Let $\chi(\bmod q)$ be a primitive character with $q$ squarefree. Then

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll \sqrt{q} \log q\left(\left(\frac{\log \log \log q}{\log \log q}\right)^{\frac{1}{2}}+\left(\frac{(\log \log \log q)^{2} \log (p(q) d(q))}{\log q}\right)\right)^{\frac{1}{4}}
$$

where $d(q)$ is the number of divisor of $q$ and $p(q)$ is its largest prime factor.
The key idea is to apply Theorem 6.10. due to Granville and Soundararajan. In order to do so, we must gain understanding of the size of $\mathbb{D}(\chi, \psi ; q)$. However, it is easy to see that this actually equals $\mathbb{D}(\chi \bar{\psi}, 1 ; q)$. and so we are left to study the quantity $\mathbb{D}(\chi, 1 ; q)$. In [34] Goldmakher showed ${ }^{16}$ that this distance is closely connected to the value of the $L$-function at slightly right on the line $\sigma=1$ :

$$
\mathbb{D}(\chi, 1 ; y)^{2}=\log \left|\frac{\log y}{L\left(s_{y}, \chi\right)}\right|+\mathcal{O}(1)
$$

Combining this to Theorem 6.10. yields
Theorem 6.17. Let $\chi(\bmod q)$ be a primitive character and $\psi(\bmod m)$ be as in Theorem 6.10. Then

$$
\begin{aligned}
\left|\mathcal{S}_{\chi}(t)\right| & \ll \sqrt{q} \log q \cdot\left(\sqrt{\frac{\log q}{\left|L\left(s_{q}, \chi \bar{\psi}\right)\right|}}\right)^{-1}+\sqrt{q}(\log q)^{\frac{6}{7}} \\
& =\sqrt{q} \sqrt{(\log q)\left|L\left(s_{q}, \chi \bar{\psi}\right)\right|}+\sqrt{q}(\log q)^{\frac{6}{7}}
\end{aligned}
$$

[^14]Thus we have to bound $L\left(s_{q}, \chi \bar{\psi}\right)$ non-trivially. Lemma 4 in [34] tells that
Lemma 6.18. Given a primitive character $\chi(\bmod q)$, let $r$ be any positive number such that for all $p \geq r, \operatorname{ord}_{p} q \leq 1$. Here $\operatorname{ord}_{p} q$ is the largest non-negative integer $\ell$ such that $p^{\ell} \mid q$. Also let

$$
q^{\prime}=\prod_{p<r} p^{\operatorname{ord}_{p} q}
$$

Then for all $y>3$ it holds that

$$
\left|L\left(s_{y}, \chi\right)\right| \ll \log q^{\prime}+\frac{\log q}{\log \log q}+\sqrt{(\log q)(\log (p(q) d(q)))} .
$$

We wish to apply this lemma to prove Theorem 6.16. We face a problem, since $\chi \bar{\psi}$ might not be primitive. Instead we will apply it to the primitive character which induces $\chi \bar{\psi}$. Thus we need to understand the conductor of $\chi \bar{\psi}$. We start by quoting the well-known result that for any non-principal characters $\chi_{1}\left(\bmod q_{1}\right)$ and $\chi_{2}\left(\bmod q_{2}\right)$, $\operatorname{cond}\left(\chi_{1} \chi_{2}\right) \mid\left[\operatorname{cond}\left(\chi_{1}\right), \operatorname{cond}\left(\chi_{2}\right)\right]$. For the proof we refer to $[34]$, Lemma 5.1.

Let $\chi(\bmod q)$ and $\psi(\bmod m)$ be primitive characters as before. Denote the primitive character which induces $\chi \bar{\psi}$ by $\xi(\bmod r)$. Then, choosing $\chi_{1}=\chi$ and $\chi_{2}=\bar{\psi}$ in the well-known fact mentioned above gives $r \mid[q, m]$, so $r \leq q m$. On the other hand, by choosing $\chi_{1}=\chi \bar{\psi}$ and $\chi_{2}=\psi$ we get $q \mid[r, m]$, which implies $q \leq r m$. These together imply that

$$
\begin{equation*}
\frac{q}{m} \leq r \leq q m \tag{77}
\end{equation*}
$$

We also need the following result which connects the $L$-functions related to $\chi \bar{\psi}$ and $\xi$.
Lemma 6.19. Let $\chi(\bmod q), \psi(\bmod m)$ and $\xi(\bmod r)$ be as before. Then, for all $s \in \mathbb{C}$ with $\Re s>1$,

$$
\left|\frac{L(s, \chi \bar{\psi})}{L(s, \xi)}\right| \ll 1+\log \log m .
$$

The proof is omitted, but it can be found from [34] where it is recorded as Lemma 5.2. Now we are ready to prove Theorem 6.16.

Proof of Theorem 6.16. The immediate consequence of the previous lemma and the assumption that the conductor of $\psi(\bmod m)$ is less than $(\log q)^{\frac{1}{3}}$, is that

$$
\begin{equation*}
\left|L\left(s_{q}, \chi \bar{\psi}\right)\right| \ll\left|L\left(s_{q}, \xi\right)\right| \log \log \log q . \tag{78}
\end{equation*}
$$

We also have that $r \mid[q, m]$ and so for all primes $p>m$ we have

$$
\operatorname{ord}_{p} r \leq \max \left(\operatorname{ord}_{p} q, \operatorname{ord}_{p} m\right)=\operatorname{ord}_{p} q \leq 1
$$

since $q$ is squarefree. Now we can apply Lemma 6.18 . to the character $\xi$ with choices $y=q$ and

$$
q^{\prime}=\prod_{p \leq m} p^{\operatorname{ord}_{p} r}
$$

to give

$$
\begin{equation*}
\left|L\left(s_{q}, \xi\right)\right| \ll \log q^{\prime}+\frac{\log r}{\log \log r}+\sqrt{(\log r) \log (P(r) d(r))} \tag{79}
\end{equation*}
$$

The remaining thing is to bound the right-hand side in terms of $q$. For the first term

$$
\begin{aligned}
\log q^{\prime} & =\sum_{p \leq m}\left(\operatorname{ord}_{p} q\right) \log p \\
& \leq \sum_{p \leq m}\left(\operatorname{ord}_{p} q\right) \log p+\sum_{p \leq m}\left(\operatorname{ord}_{p} m\right) \log p \\
& \leq \theta(m)+\log m \ll(\log q)^{\frac{1}{3}}
\end{aligned}
$$

since the conductor of $\psi(\bmod m)$ is below $(\log q)^{\frac{1}{3}}$. The second term can be estimated with (77) as follows

$$
\frac{\log r}{\log \log r} \ll \frac{\log q}{\log \log q}
$$

For the final term we have

$$
d(r) \leq d(q m) \leq d(q) d(m) \leq d(q)(\log q)^{\frac{1}{3}}
$$

and

$$
P(r) \leq \max (P(q), P(m)) \leq P(q) P(m) \leq P(q)(\log q)^{\frac{1}{3}}
$$

Combining these, and taking the clear estimate $\log r \ll \log q$ into account, estimate (79) yields

$$
\begin{aligned}
\left|L\left(s_{q}, \xi\right)\right| & \ll(\log q)^{\frac{1}{3}}+\frac{\log q}{\log \log q}+\sqrt{(\log q) \log \left(P(q) d(q)(\log q)^{\frac{2}{3}}\right)} \\
& \ll \frac{\log q}{\log \log q}+\sqrt{(\log q) \log (P(q) d(q))},
\end{aligned}
$$

where the last estimate follows since $(\log q)^{\frac{1}{3}} \ll \frac{\log q}{\log \log q}$ and $(\log q) \log \left((\log q)^{\frac{2}{3}}\right) \ll$ $(\log q)^{2} \ll(\log q)(\log p(q) d(q))$. Combining this with (78) and Theorem 6.17 completes the proof.

As a consequence we also have the following estimate
Corollary 6.20. If $\chi(\bmod q)$ is primitive with $q$ squarefree, then

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll \sqrt{q} \log q\left(\frac{(\log \log \log q)^{2}}{\log \log q}+\frac{(\log \log \log q)^{2} \log p(q)}{\log q}\right)^{\frac{1}{4}} .
$$

This follows at once from Theorem 6.16 as $\log d(q) \ll \frac{\log q}{\log \log q}$ (see Lemma 2.15).
For primitive characters with powerful conductors, we have another estimate under some extra conditions.

Theorem 6.21. Let $\chi(\bmod q)$ be a primitive character with $q$ large and

$$
\begin{equation*}
\operatorname{rad}(q) \leq\left(\exp (\log q)^{\frac{3}{4}}\right) \tag{80}
\end{equation*}
$$

Then

$$
\left|\mathcal{S}_{\chi}(t)\right| \ll \varepsilon_{\varepsilon} \sqrt{q}(\log q)^{\frac{7}{8}+\varepsilon}
$$

For the proof we need the following lemma:
Lemma 6.22. Let $\chi(\bmod q)$ be a primitive character with $q$ large and

$$
\operatorname{rad}(q) \leq \exp \left(2(\log q)^{\frac{3}{4}}\right)
$$

Then for all $y>3$ we have

$$
\left|L\left(s_{y}, \chi\right)\right|<_{\varepsilon}(\log q)^{\frac{3}{4}+\varepsilon} .
$$

For the proof we refer to [34], Theorem 2. Now it is easy to complete the proof of Theorem 6.21:

Proof of Theorem 6.21. We maintain the notations of this section. We start by noting that $\operatorname{rad}(m)=\prod_{p \mid m} p \leq \prod_{p \leq m} p=\exp (\theta(m))$. Therefore the PNT, fact that conductor of $\psi(\bmod m)$ is less than $(\log q)^{\frac{1}{3}}$, and the assumption (80) assert that

$$
\begin{align*}
\operatorname{rad}(r) & \leq \operatorname{rad}(q) \operatorname{rad}(m) \\
& \leq \exp \left((\log q)^{\frac{3}{4}}+\sum_{p \mid m} \log p\right) \\
& \leq \exp \left((\log q)^{\frac{3}{4}}+C(\log q)^{\frac{1}{3}}\right) \leq \exp \left(\frac{4}{3}(\log q)^{\frac{3}{4}}\right) \tag{81}
\end{align*}
$$

for a sufficiently large $q$. Here $C$ was just an absolute constant. The estimate (77) tells that for a large enough $q$,

$$
\left(\frac{\log r}{\log q}\right)^{\frac{3}{4}} \geq\left(\frac{\log \frac{q}{m}}{\log q}\right)^{\frac{3}{4}} \geq\left(1-\frac{\log \log q}{\log q}\right) \geq \frac{2}{3}
$$

Combining this with (81) implies that $\operatorname{rad}(r) \leq \exp \left(2(\log r)^{\frac{3}{4}}\right)$. This with Lemma 6.22. and (78) produces

$$
\begin{aligned}
\left|L\left(s_{q}, \chi \bar{\psi}\right)\right| & \ll(\log \log \log q)\left|L\left(s_{q}, \xi\right)\right| \\
& \ll \varepsilon(\log \log \log q)(\log r)^{\frac{3}{4}+\varepsilon} \\
& \leq(\log \log \log q)(\log q m)^{\frac{3}{4}+\varepsilon} \\
& <_{\varepsilon}(\log q)^{\frac{3}{4}+\varepsilon} .
\end{aligned}
$$

Plugging this into Theorem 6.17. gives the desired result:

$$
\begin{aligned}
\left|\mathcal{S}_{\chi}(t)\right| & \lll \varepsilon \quad \sqrt{q}(\log q)^{\frac{7}{8}+\varepsilon}+\sqrt{q}(\log q)^{\frac{6}{7}} \\
& \lll \varepsilon \quad \sqrt{q}(\log q)^{\frac{7}{8}+\varepsilon} .
\end{aligned}
$$
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[^0]:    ${ }^{1}$ This period $q$ is called the modulus of the character $\chi$.

[^1]:    ${ }^{2}$ Actually, the main results do not follow from Halász's Theorems, but rather the methods originated from their proofs.
    ${ }^{3}$ There is no such name in the literature. This name is from the author.

[^2]:    ${ }^{4}$ See $y$-smooth numbers below, VI. Sets.

[^3]:    ${ }^{5}$ Here $(\mathbb{Z} / q \mathbb{Z})^{*}$ is the group of coprime residue classes modulo $q$ and $\mathbb{C}^{*}=\mathbb{C} \backslash\{0\}$ is the multiplicative group of $\mathbb{C}$.

[^4]:    ${ }^{6}$ This is not a triangle inequality in the traditional meaning.

[^5]:    ${ }^{7}$ The formula holds for a continuously differentiable function $\phi:[a, b] \rightarrow I$ and a continuous function $f: I \rightarrow \mathbb{R}$, where $I \subseteq \mathbb{R}$ is an interval.

[^6]:    ${ }^{8}$ The last estimate is hard to obtain by a direct calculation. However, it is easily checked by using a computer.

[^7]:    ${ }^{9}$ Note that in the case $(N, q)=(17,7)$ the only possibly triplets $(i, j, k)$ are $(1,1,2),(2,1,2),(3,1,2)$ and $(4,1,2)$ as one can easily see from the restrictions of parameters $i, j, k$ and the equation (42).

[^8]:    ${ }^{10}$ The first estimate is justified in the same way as the closed form representation of Fejer's kernel is derived. See [74].

[^9]:    ${ }^{11}$ The estimate (52) is taken for granted in the original paper [56]. The author could not verify this fact, but apparently the method used in the proof of Weyl's old estimate (see [84]) $\sum_{n \leq N} \min \left(M, \frac{1}{\|n \alpha+\gamma\|}\right) \ll\left(q+M+N+\frac{M N}{q}\right) \log \left(\frac{2 M N}{q}\right)$ applies with some changes. Discussion on pp. $101-102$ in [29] supports this intuition.

[^10]:    ${ }^{12}$ Here $\omega(n)$ is the number of distinct prime divisors of $n$.

[^11]:    ${ }^{13}$ Here $\chi_{-4}$ is the non-trivial character modulo 4 .

[^12]:    ${ }^{14}$ In his PhD.-thesis, Goldmakher set that $\alpha$ lies on a minor arc if $r>(\log q)^{2 \delta_{g}}$.

[^13]:    ${ }^{15}$ If $b=0$ we will require that $r=1$

[^14]:    ${ }^{16}$ Lemma 3 there

