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Summary

The effect of trichostatin A (TSA)-induced histone DNA. The observed conformation changes could be
acetylation on the interphase chromatin structure was assigned to the folding of chromatin during G1 phase by
visualized in vivo with a HelLa cell line stably expressing characterizing the effect of TSA on cell cycle progression
histone H2A, which was fused to enhanced vyellow and developing a protocol that allowed the identification of
fluorescent protein. The globally increased histone G1 phase cells on microscope coverslips. An analysis by
acetylation caused a reversible decondensation of dense flow cytometry showed that the addition of TSA led to a
chromatin regions and led to a more homogeneous significant arrest of cells in S phase and induced apoptosis.
distribution. These structural changes were quantified by The concentration dependence of both processes was
image correlation spectroscopy and by spatially resolved studied.

scaling analysis. The image analysis revealed that a

chromatin reorganization on a length scale from 200 nm to

>1 pum was induced consistent with the opening of Key words: TSA, Histone deacetylase, Image correlation
condensed chromatin domains containing several Mb of spectroscopy, Fractal dimension, Cell cycle

Introduction conformation and histone acetylation is complex and three

The reversible (de)acetylation of the N-terminal histone tailglifferent effects could be important (Hansen, 2002; Hansen et
by specific histone acetylases and deacetylases (HDAC) ®., 1998). (1) Acetylation might modulate interactions
involved in the regulation of gene expression. A correlation opetween histone tails and the DNA. Nonacetylated histone tails
histone acetylation with enhanced transcription was describet@rry a large number of positively charged lysine and arginine
40 years ago (Allfrey et al., 1964). For a number of genes, ®sidues {100 per nucleosome) that interact with the
direct connection with gene expression has been demonstrate@gatively charged phosphate groups of the DNA backbone in
(Coffee et al., 1999; Dressel et al., 2000; Grunstein, 199%itro (Allan et al., 1982; Fletcher and Hansen, 1995; Hansen,
Kouzarides, 1999; Richon et al., 2000; Sambucetti et al., 19993002; Hansen et al., 1998; van Holde, 1989). However, these
and dysfunction of histone acetylases and HDACs has beétectrostatic interactions are highly dependent on ion
associated with different types of cancer (Archer and Hodirgoncentration, and it has been shown that core histone N-
1999; Cress and Seto, 2000; Kouzarides, 1999; Mahlknecht &rmini do not bind stably to DNA at physiological ionic
al., 2000). Various HDAC inhibitors (HDACI) have been strength (Fletcher and Hansen, 1995; Lee and Hayes, 1998,;
described that induce cell cycle arrest, differentiatimnd ~ Usachenko et al., 1994). (2) The histone tails could affect
apoptosis in cell lines. Many of these have potent antitumdnternuclesosomal association (Hansen, 2002; Hansen et al.,
activities in vivo (reviewed by Marks et al., 2001; Marks et al.,1998; Luger and Richmond, 1998). An interaction between the
2000). One of the most effective and best studied HDAQositive N-terminal H4 tail and a highly negative region on the
inhibitor is trichostatin A (TSA) (Yoshida et al., 1995; Yoshidaexposed H2A-H2B surface has been identified in the crystal
et al., 1990). A crystallographic analysis of TSA and a histonstructure of the nucleosome (Luger et al., 1997). Again,
deacetylase homologue indicates that TSA interacts reversibhicetylation of the corresponding lysine residues is likely to
with the HDAC catalytic site preventing binding of the weaken this interaction. (3) The histone tail acetylation might
substrate (Finnin et al., 1999; Marks et al., 2001; Marks et alalso serve as a marker for the binding of other chromosomal
2000). proteins that subsequently induce a more open and
It is widely accepted that histone acetylation is essential tvanscriptionally competent conformation. Binding to histone
establish a transcriptionally competent state of chromatiteils has been described for a number of proteins like NURF,
(Kadonaga, 1998; Strahl and Allis, 2000; Tse et al.,, 1998SWI/SNF and RSC (Georgel et al., 1997; Logie et al., 1999),
Zhang et al., 1998). However, the relation between chromatiBdfl (Ladurner et al., 2003) and NAP-1 (McQuibban et al.,
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1998). Furthermore, the acetylation state of histone tails seergglls were grown in RPMI 1640 (Life Technologies) supplemented
to influence both the binding of histone variants (Alvelo-Cerorwith 10% FCS in a humidified atmosphere under 5% @Q37°C.
et al., 2000; Waterborg and Kapros, 2002) and of linkefells were allowed to attach for at least 24 hours before treatment
histones (Zlatanova et al., 2000). with TSA (Sigma-Aldrich, St Louis, MO, USA).

In vitro studies of chromatin fiber fragments by analytical
ultracentrifugation and electron microscopy demonstrated th@estern blot analysis

histone acetylation iinduced only moderate conformatioReatment was conducted for 2, 6, 12 and 24 hours with final TSA
changes. At approximately physiological salt concentrationgoncentrations of 12.5, 25, 50, 100, 200 ng/ml, respectively. Cells
but in the absence of divalent cations the sedimentatiofere washed and lysed by incubation on ice for 30 minutes in a PBS
coefficient of hyperacetylated fibers was 11-15% smallebuffer supplemented with 1% NP-40, 0.5% sodium desoxycholate,
(Wang et al.,, 2001) and the fiber diameter was somewh@t1% SDS and protease inhibitors. The lysate was centrifuged at
reduced (22.1+5.1 nm versus 28.1+5.8 nm) (Annunziato et ak10,000g and the protein concentration of the supernatant determined
1988). Although it is frequently assumed or speculated thdyy ELISA (enzyme.-llnked immunosorbent assay) using BCA Protein
histone acetylation affects chromatin structure in vivo to creat@Ssay Reagent (Pierce, Rockford, IL, USA). Equal amounts of total

‘ ) : : : . - protein were loaded on a 12% SDS-polyacrylamide gel, blotted, and
amore open (_:hr_omatln Conformatlon, (_jlrect evidence for thl%etected with anti-GFP antibody (Abcam, Cambridge, UK) that also
concept is missing. Furthermore, it is currently an ope

. ; . . inds to the YFP domain and anti-lamin antibody (Santa Cruz, Santa
question whether changes in the histone acetylation state @, ca, Usa).

the nucleosome level will affect the higher order organization

of the chromatin fiber. Previous in vivo studies show that upon

inhibition of acetylation heterochromatin binding protein HP1Flow cytometry

reversibly disperses within the nucleus (Maison et al., 2002F0r FACS (fluorescence-activated cell sorting) analysis cells were
However, it is unclear whether this diffuse localization is dUé?;;st;ﬁitsgder?dobvsagh g(rj 18\/?02gcvmi:hTﬁéSngolnzta?ﬁiﬁgs grogo“/ h(c\)/v/rvs)’
E:%l\'l:eelzlt(g(; t\)/\lll;][ﬂlré% :r]: ;Zﬁ;ocﬂféﬂggﬂrgir;]t?ittl)(ij{iigrjll.ons orifiti DTA. Cells were fixed with ethanol, stored at —20°C for at least one

We have studied the effect of TSA-induced histone acetylatiog1i6;y|r;niéllir:zl)_5’_1"’:'hneenc;li\r']v(']lt(r;le‘?l Ssec;w;'oﬂ eci:doenltk;e\enr:éngg g:mgﬁi)l a(rf&\%

on the interphase chromatin conformation by confocal las&§g101 (sulforhodamine 101; Eastman Kodak, Rochester, USA) as a
scanning microscopy (CLSM). The studies were conducted Withrotein counterstain (Stoehr et al., 1976). The FACS analysis of cell
HeLa cells stably expressing a fusion protein of histone H2A anglcle and apoptosis was carried out on a Cytofluorograph System 30-
enhanced yellow fluorescent protein (H2A-YFP). H2A-YFP isL (Ortho Diagnostics Systems Inc., Westwood, MA, USA) using the
incorporated into chromatin and provides an in vivo fluorescentV lines (351-364 nm) of an argon laser as described previously
label that reflects the DNA density as previously demonstrateé@ean and Jett, 1974; Stoehr et al., 1976). The dependence of
for H2B-GFP (Bestvater et al., 2002; Kanda et al., 1998; Kimurapoptosis on the concentration of TSA was analyzed by assuming that

and Cook, 2001; Weidemann et al., 2003). A reversibléhe percentage of cells in apoptosis does linear with the fractional

. . - . turation @) of HDACs with TSA according to Eqn 1. The baseline
decondensation of dense chromatin regions due to hBto@ corresponds to the percentage of apoptotic cells present in the

f';lcetylatlon was detected. To quant_lfy this effect, two adv_anc sence of TSA and)(is the proportionality constant:
image analysis methods were introduced, namely image
correlation spectroscopy (ICS) and spatially resolved scaling a=cxo+b. @
analysis (SRSA). They revealed a chromatin reorganization at theThe parameteé is calculated from the binding equilibrium given
micrometer scale consistent with the opening of condensedsy Eqn 2 with a dissociation constatt and cooperativity factoe:
chromatin domains over several Mb of DNA. [TSAJa

g @

Materials and Methods For H2A-YFP fluorescence intensity measurements by flow
Cell culture cytometry, cells were resuspended in medium after trypsinisation and
The HelLa cell line with autofluorescent histone H2A-YFP wasmeasured with a Profile | flow cytometer (Coulter Corporation,
constructed as described (Tobias A. Knoch, Approaching the threétialeah, FL, USA). Excitation was carried out with the 488 nm line
dimensional organisation of the human genome, PhD thesigf an argon laser and emission was measured with a band pass filter
Ruprecht-Karls-Universitat Heidelberg, 2002). The human histonat 515-535 nm.

gene for H2A (GeneBank accession number 83549) was amplified by

PCR and inserted into thEcoRI-BamHI site of the promoterless ) )

plasmid pECFP-1 (Clontech). Théindlll fragment of simian virus ~Fluorescence microscopy analysis

40 (SV40) was inserted in reverse direction into Kedlll site of For CLSM (confocal laser scanning microscopy) cells expressing
the multiple cloning site of pECFP-1 and the ECFP sequence wa$2A-YFP were seeded on modified cell culture dishes that had an
replaced with EYFP. The resulting construct pSV-HIII-H2A-EYFP etched grid of 175um spacing fixed onto the bottom of the dish.
expresses a 376 amino acid fusion protein from the early SV4Uhree-dimensional stack images of living cells were acquired in the
promoter and consists of the human H2A gene, a seven amino agdesence and absence of TSA with a Leica TCS SP2 confocal laser
linker and the C-terminal EYFP domain. This plasmid was introducedcanning microscope (Leica Microsystems, Mannheim, Germany)
into HeLa (ATCC: CCL 2) cells with Lipofectamin (Life using a HCXPIApo 681.32 oil objective lens. An Argon laser was
Technologies, Rockville, MD, USA) and a stable monoclonal cell lineused for excitation at 514 nm and emission was detected at 526-651
was selected with 50Qg/ml G418 (Life Technologies). The same nm. For DAPI imaging excitation was carried out with a laser diode
untransfected HelLa cell line was used for control experiments anat 405 nm and emission was recorded at 420-480 nm. Images of
fluorescence-activated cell sorting (FACS) analysis of the cell cyclés12x512 pixels in stacks of about 70 frames with a pixel size of
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70x70x210 nm and 12 bit intensity resolution were taken with fourapplications] the radial correlation functi@(r) was computed by

times averaging. For in vivo imaging, cells were held in a humidaveraging over all displacements with/Ax2+Ay2. The resulting

incubation chamber with temperature and 2Cé&ntrol (PeCon, spectra were fitted with Gaussian functions using Origin (OriginLab,

Erbach-Bach, Germany). FRAP (fluorescence recovery aftekorthampton, MA, USA). The full width at half maximum of the

photobleaching) experiments were conducted using the Leicgshortest decay was identified as the correlation length of chromatin

software. Small regions of the cell nuclei were bleached at maximaubcompartments while th8(0, 0) value from the fit was used as

intensity at 514 nm four times and postbleach images were taken evergrmalized variance of the chromatin density fluctuations.

2 seconds for 2 minutes. The intensity in an arbitrary area within the

bleached region was plotted against time. The freely mobile fraction ) )

R of H2A-YFP was determined from the fluorescence in the bleache@Patially resolved scaling analysis (SRSA)

region after a plateau was reachéd)(and the fluorescence before The local and thus spatially resolved behavior of the chromatin mass

(Fi) and after Fo) bleaching according to Eqn 3. The fluorescencedistribution in three-dimensional CLSM image stacks was

intensity outside the bleached region decreased to approximately 80#vestigated by computing the weighted local fractal dimenBipn

during the postbleach observation time. This was corrected bfKaye, 1989; Tobias A. Knoch, Approaching the three-dimensional

dividing F= by the correction factoy=0.8: organisation of the human genome, PhD thesis, Ruprecht-Karls-
Universitat Heidelberg, 2002; Rodriguez-lturbe and Rinaldo, 1997).

_ Faly=Fo Dt is the exponent that related the mass or pixel inteifty of a

C F-Fo @) cubic measurement volume to the side lengththis volume:

~ |Ds
For cell cycle analysis on coverslips, cells were fixed in 4% ) ) M(l). ! ] ®)
paraformaldehyde with 2% sucrose for 15 minutes, permeabilized Each image stack with a pixel size 0~<70x210 nm was placed
with 0.5% Triton X-100 for 5 minutes, and blocked with 4% in a grid of 7&70x70 nm for isotropic spatial measurements. The
BSA/PBS for 20 minutes at room temperature. Staining wadntensity values were summed up for three-dimensional boxes with up
conducted with 5.QuM DAPI, 180 mM Tris-HCI pH 7.5 and 50% to |=11 grid elements around all image pixels belonging to the
(v/v) glycerol for =24 hours at 4°C. Images were taken with ansegmented nucleus. To account for pixels in the box not belonging to
Axiovert S100 TV wide-field fluorescence microscope (Zeiss, Jendhe segmented volume, the total intensity in the box was weighted
Germany). The image acquisition and processing was performed dith the fraction of nuclear pixelsDf was calculated by linear
about 4000 cells per coverslip with OpenLab software (Improvisionfegression for &I<11.
Lexington, MA, USA) in a procedure similar to that described
previously (Bestvater et al., 2002). For image analysis the background
was subtracted and a threshold was set to allow recognition of cellesylts
nuclei and calculation of a binary mask. Objects of a size and intensi :
below that of intact nuclei were disregarded. The DNA content of eac?{SA.Ce" cy(_:le e.ﬁECtS were dependent on concentration
nucleus was determined from the integrated DAPI intensity an&md incubation time
plotted in a histogram to derive the cell cycle stage. The fluorescenéeell cycle effects were examined by FACS analysis to
lifetime of H2A-YFP in the absence and presence of TSA wasletermine the total DNA content per cell after DAPI staining.
measured as described previously (Hanley et al., 2002). Thirteen independent experiments each in triplicate were
averaged. Upon treatment with TSA for 12 hours a weak arrest

_ in G1 (increase by 11.4+8.2% at 50 ng/ml TSA and 10.6+6.3%
Image segmentation at 100 ng/ml TSA) and an arrest in the G2/M (increase by
For the quantitative analysis by spatially resolved scaling analysigg 7+29.2% at 50 ng/ml TSA and 59.4+28.8% at 100 ng/ml
(SRSA) the region of the nucleus was segmented from the CLSMsA) stage was observed (Fig. 1A,B). By contrast, after 24
stacks using the image processing software Tikal developed by G515 jncubation, TSA caused a strong arrest in S phase in a
Bacher and M. Gebhard. A 3D anisotropic diffusion filter that uses a oncentration-dependent manner (increase by 42.4+16.8% at

‘edge stopping’ function based on Tuckey’s biweight error norm wa .
applied (Black et al.,, 1998). This algorithm preserves objec 0 ng/ml TSA and 73+24% at 100 ng/ml TSA) (Fig. 1C,D).

boundaries sharper than ordinary Gaussian filters. After noise/PON longer incubation, cells continued to progress through
reduction by 3D anisotropic diffusion, segmentation of the cells baseidi€ cell cycle indicating that TSA induced an arrest but did not
on a global threshold method was conducted. The outlines of nuclbiock the cells at a specific cell cycle position. The HelLa
were obtained by Canny edge detection on the previously segmentedntrol cells and the HelLa-H2A-YFP cell line were
images (Canny, 1986). For image correlation spectroscopy thiadistinguishable with respect to the effect of TSA on cell cycle
segmentation was carried out by setting a threshold after Gaussigfogression.

smoothing, which resulted in a binary mask leaving the nuclei blank.

R

Simultaneous inhibition of different HDACs induced
Image correlation spectroscopy (ICS) apoptosis
The typical length of spatial chromatin density fluctuations and thei
amplitude were determined by calculating the radial spatia
autocorrelation function of pixel intensities in CLSM images. Only
intensities from pixels in the nuclei were taken. Based on the tw

ffects of TSA on apoptosis were also analyzed by FACS using
API staining. The fraction of apoptotic cells was quantified
at different TSA concentrations (Fig. 2). The data showed a

dimensional autocorrelation function according to concentration dependence with a maximal fraction of apoptotic
cells of about 20% at TSA concentratior200 ng/ml (660
G (AXAV) = H(x + Axy + Ay)l(xy)U 1 nM). A fit of the data to a simple binding equilibrium was
(Bxy) = [(x,y) 2 B “) conducted according to Eqns 1 and 2 weitfl. In this model

only one class of TSA binding sites exists and the percentage
[see Petersen (Petersen, 2001) for a review of ICS theory araf apoptotic cells is dependent on the saturation of these sites
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Fig. 1. Effect of TSA on the cell cycle as analyzed by
FACS. Black bars, control cells; dark gray bars, cells
treated with 50 ng/ml TSA, light gray bars, cells treated
with 100 ng/ml TSA. The overall changes in the
distribution after (A) 12 hours and (C) 24 hours, and the
change weighted with the fraction of cells in the given
cell cycle stage after (B) 12 hours and (D) 24 hours are
shown.

A

% viable cells
% viable cells

Gl s G2IM o1 S G2M maximum value. At a concentration of 100 ng/ml
cell cycle stage cell cycle stage TSA, as used for imaging, a 40%+3% higher
fluorescence intensity was observed compared to

the control cells. The differences in the cell cycle
distribution for control cells (G1: 65.4+5.2%, S:
23.445.0%, G2/M 11.0+2.3%) and TSA-treated
cells (G1: 45.9+11.0%, S: 39.5+13.6%, G2/M:
15.0+6.4%) can only partly account for this effect:
assuming a DNA content ofrl(G1), 1.5n (S) and
2 n (G2M) the average DNA content and
fluorescence per cell would only increase by
~10%. Measurements by in vivo fluorescence
lifetime imaging experiments vyielded almost
= S o 60— S o identical fluorescence lifetimes of 2.9240.18
nseconds and 2.89+0.37 nseconds in the absence
cell cycle stage cell cycle stage and presence of TSA, respectively. Therefore, the
increased fluorescence is due to a higher H2A-YFP
W Ong/mTSA [ S0ng/mi TSA [ 100 ng/ml TSA concentration and not related to changes of the
photophysical properties of the YFP-tag. Indeed, a
western blot analysis showed that the total amount
with TSA (dashed line in Fig. 2). The scaling faatdn Eqn  of H2A-YFP increased significantly (Fig. 3B). From a
1 accounts for the detachment of apoptotic cells from thquantification of band intensities, a twofold increase at 100
culture dish so that a plateau value at 20% is reached. It ig/ml TSA and 24 hours incubation time is estimated.
assumed that the probability of an apoptotic cell to detach frofdowever, it should be noted that the western blot signal does
the dish is independent of the TSA concentration and that the
time course of apoptosis is significantly shorter than the TS, TSA (ng/mi)
incubation time of 24 hours. Furthermore, cellular uptake o
TSA and equilibration to its concentration in the medium are 0 50 100 150 200 250 300 350 400
fast on this time scale as inferred from the kinetics of TS/ T
effects on gene expression (Mariadason et al., 2000). In Fig.
the fit with a=1 showed systematic deviations from the date
with a value for the apparent dissociation constarqef700
nM. If o was allowed to vary, the fit was significantly better
and values ofKg=310 nM and a=3.2 were obtained
(continuous line in Fig. 2). Thus, the concentration dependenc
of TSA-induced apoptosis was not simply proportional to the
saturation of HDACs with TSA, but showed a rather shary
transition around a concentration 800 nM 100 ngfil) I
TSA. This behavior suggests an induction of apoptosis by TS. ST
that would require simultaneous inhibition of three HDACs. :

100 B

% difference to control
% difference to control

2 [
15 |

10 |-

% apoptotic cells

TSA increased the amount of H2A-YFP incorporated 0 200 400 600 800 1000 1200
into chromatin TSA (nM)

A quantitative analysis by flow cytometry revealed that thq:
TSA-treated cells showed an up to two-fold increase of HZAéaused an increase in apoptosis in a concentration-dependent manner

YFP quorgscence intensity that (_:orrelate_d _W'th th_e_ T_S fter incubation for 24 hours, as revealed by the FACS analysis. A fit
concentration as expected for a simple binding equilibriums the data to a model in which apoptosis reflects the binding of TSA
(Fig. 3A, Egn 2 witho=1). The apparent dissociation constantto a single class of independent binding sites (Eqr2) showed a
wasKg=500 nM (150 ng/ml) reflecting the TSA concentrationsystematic error (dashed line). By contrast, a good fit of the data was
at which the fluorescence intensity reached half of thebtained with a cooperativity factor @f3.2 (solid line).

ig. 2. Concentration dependence of TSA induced apoptosis. TSA
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A TSA (ng/ml) by CLSM to detect a reorganization of interphase chromatin.
Cells were incubated with 100 ng/ml TSA for 24 hours. Under
these conditions a significant increase of acetylation of histone
H4 was visible on Triton-acid urea gels (data not shown) as
18 = described previously (Hoshikawa et al., 1994). The cell density
' was reduced to about 50%. On the CLSM images of the control
cells dense chromatin regions are seen as brighter areas around
the nucleolus and close to the nuclear membrane because of a
higher local density of H2A-YFP. Upon TSA treatment these
dense regions vanished and a more homogeneous chromatin
distribution was observed (Fig. 4A,C). To confirm that the
observed changes correlate with changes in the DNA
distribution, DAPI images of the same cells were taken after
fixation. Cells showed a somewhat altered structure probably
a result of fixation but the more homogeneous distribution of
DNA upon TSA treatment was still apparent (Fig. 4B,D).
@it soaiifii SOOI eoofiilisc0difiia O 1200 DAPI-stained images of control HeLa cells were also studied.
TSA (nM) In these cells TSA had a similar effect on the DNA distribution
as in the H2A-YFP-expressing cells. Thus, it can be excluded
that an increased incorporation of H2A-YFP (see above)
B caused decondensation of the chromatin.
ref —H2A-YFP—  ref H2A-YFP , To test whether the conformational changes induced by TSA
time(h) 24 24 2 6 12 24 24 | were reversible and on which time scale they occurred, the
ek nasmby il it et Ao Sl iiEai| 2gilid son effect of adding and removing TSA was studied (Fig. 5). After
TSA addition cells were imaged every 30 minutes. Significant
changes were detected after about 4 hours (Fig. 5B). Upon
removal of TSA dense chromatin areas reappeared after further
el incubation for 4 hours (Fig. 5C). This indicates that TSA,
H2A-YFP e . . " _— L Ty inhibits HDACs reversibly and that chromatin recondenses
again if the TSA concentration is sufficiently reduced.

0 50 100 150 200 250 300 350 400

fluorescence (a. u.)

Determining the cell cycle stage on coverslips
Since the significant increase of S phase cells upon TSA
Fig. 3.Effects of TSA on H2A-YFP expression. (A) H2A-YFP treatment could obscure a comparison of the interphase
fluorescence intensity increased upon TSA treatment. Cells were chromatin conformation, a method was developed to identify
incubated with the indicated TSA concentrations for 24 hours and the cell cycle stage of a given cell on microscopic images. Cell
H2A-YFP fluorescence was measured by FACS analysis. The were grown on coverslips with an etched grid, and living cells
fluorescence intensity of untreated cells was set to 1 and the relativgyere imaged with CLSM using H2A-YFP as a chromatin
fluorescence increase was plotted. (B) Western blot analysis of H2Am5rker (Fig. 6A). Their positions on the grid were recorded for
Z;E:g;‘t)rt:t'% r?)i(rrl)(r:(re:;lsoer:j r\fvli?r?\llgntgetr%tcszlzgiglrr:'trrr:]:s?lzeﬁi\;iz later identification and cells were fixed and stained with DAPI.
higher TSA concentrations (right). Phas.e contrast (Fig. _GB) and DAPI (Fig. 6C) images were
acquired with an inverse epifluorescence microscope.
Integrated DAPI intensities per nucleus=e4000 cells were
not display a linear response to concentration and that the 4q%tted (Fig. 6D). Then the cell cycle stage of single cells was
increase in H2A-YFP fluorescence determined by FACSletermined from their position in the histogram. For the
analysis is more reliable. The FRAP analysis of the cellguantitative image analysis only cells within the full width at
revealed that TSA had no significant effect on the ratio ohalf maximum from the G1 peak were used.
incorporated to free H2A-YFP. Average values for the fraction
of free H2A-YFP determined according to Eqn 3 for 15 cells o ) _
were 11.1+4.5% (control) and 17.1+5.9% (100 ng/ml TSA, 24Quantification of changes in chromatin morphology
hours). Thus, the TSA-treated cells had an approximately 30%he structural differences of the interphase chromatin
higher concentration of chromatin-incorporated H2A-YFP,conformation due to TSA-induced histone acetylation were
when differences in the cell cycle stage distribution were takeguantified by image correlation spectroscopy (ICS) and by
into consideration and the concentration of H2A-YFP in thespatially resolved scaling analysis (SRSA). Both methods
cytosol was assumed to be constant. revealed a significant effect of increased histone acetylation on
the nuclear structure and allowed a quantitative description of
the interphase chromatin distribution. About 30 cells treated
TSA induced a reversible decondensation of interphase with TSA and 60 control cells were evaluated. The ICS
chromatin analysis based on images of the YFP fluorescence from living
The effect of TSA was studied with H2A-YFP-expressing cellsells (Fig. 4) yielded correlation lengths of 2.56+£040m

[AMIN  —— — — — — — D —— g ———
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control TSA Fig. 4. TSA-induced changes of interphase chromatin
H2A-YFP DAPI H2A-YEP DAPI morphology. HelLa cells stably expressing H2A-YFP
were treated with 100 ng/ml TSA for 24 hours.
28 umx28 um (400400 pixel) images are shown. Image
intensities were normalized to the same average value.
(A) Nuclei of control cells imaged in vivo with H2A-YFP.
Dense chromatin areas were seen as brighter spots around
the nucleolus and close to the nuclear membrane.
(B) Fixed and DAPI-stained images of the same nuclei as
in A. (C) TSA-treated cells imaged in vivo with H2A-
YFP. The chromatin distribution was more homogeneous
and most of the dense chromatin disappeared. (D) Fixed
and DAPI-stained images of the same nuclei as in C.

distribution of TSA-treated cells was more similar
to a homogeneously filled volume for which one
would get a fractal dimension of 3. Again very
similar results were obtained for the local fractal
dimension when analyzing the DNA distribution in
DAPI-stained images of fixed H2A-YFP cells (Fig.
4B,D). Peaks at 2.823 (+TSA) and 2.537 (control)
were observed, which had widths @=0.032
(+TSA) and 0.071 (control).

Discussion
TSA affects cell cycle progression

It has been reported that TSA induces an arrest in
Gl or G2/M phase (Hoshikawa et al., 1994;
Inokoshi et al.,, 1999; Yamashita et al., 2003;
Yoshida and Beppu, 1988). While a moderate arrest
of cells in G1 and G2/M was observed in our
experiments after an incubation time of 12 hours at
50 and 100 ng/ml, a more pronounced arrest in S
phase was apparent if cells were incubated for 24
hours in the presence of the same TSA
concentrations. Thus, for certain combinations of
(+TSA) and 1.27+0.0um (control) and an intensity variance TSA concentrations and incubation times, a previously not
of 0.045+0.004 (+TSA) and 0.055+0.003 (control) (Fig. 7).observed strong arrest in S phase was induced. The Hela cells
Thus, in TSA-treated cells chromatin density fluctuations ostudied here required about 18.5 hours to complete one cell
distances >Jum were significantly longer and with a lower cycle (Tobias A. Knoch, Approaching the three-dimensional
intensity variance, indicative of a more homogeneou®rganisation of the human genome, PhD thesis, Ruprecht-
distribution. This qualitative difference was also found in DAPIKarls-Universitéat Heidelberg, 2002), which is fast compared to
images of fixed H2A-YFP-expressing cells (Fig. 4B,D) withother cell lines. Experiments conducted with a slower growing
correlation lengths of 1.22+0.0Tm (+TSA) and 0.75+0.07 Hela cell line showed no significant arrest in S phase after 24
pm (control). The same HelLa cell line but without H2A-YFP hours (data not shown) the effect of TSA on cell cycle
displayed similar values of 1.49+0.0dm (+TSA) and progression might be related to the growth rate.
0.88+0.07pm (control) showing that decondensation did not The above results indicate that it was important to select
result from the higher incorporation of H2A-YFP. The aboutcells in G1 phase for the image analysis in order to separate
two-fold longer correlation length obtained for the in vivodifferences in cell cycle progression from structural changes
H2A-YFP images might be due to fast chromatin movementi interphase chromatin. While the cell cycle stage can be
during imaging and/or artifacts induced by the fixation of cellsdetermined by immunostaining using cell cycle-specific
On a local scale <800 nm, i.e. below the above-mentionetharker proteins, a more direct and reliable method is
correlation lengths, the SRSA histograms based on images @étermining the DNA content. This was done for single cells
the H2A-YFP fluorescence from living cells showed clearon the coverslip by calculating the integrated DAPI
peaks at 2.815 (+TSA) and 2.415 (control, Fig. 8). Thentensities after fixation. It allowed the assignment of the cell
distributions had a standard deviationoef0.046 (+TSA) and cycle stage to single cells previously imaged in vivo. As
0.065 (control) around the peak when fit with a Gaussiasompared to the FACS analysis a broadening of the
function. The rather large differences indicate that because distribution was observed (Fig. 3D). The differences to the
decondensation of chromatin, the local chromatin densitfFACS histograms are probably related to the potentially
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t=0 TSAt=4h no TSAt=8h induction of apoptosis requires the simultaneous inhibition of
different HDACs. From the data in Fig. 2 a cooperativity factor
of a=3.2 was derived, which suggests that the simultaneous
inhibition of HDAC activity at three different targets can lead
to apoptosis. To date 17 human genes have been identified
encoding HDACs. Eleven of these genes — members of so-
called class | and Il are inhibited by TSA (Johnstone, 2002).
Thus, the simultaneous involvement of multiple HDACs in a
complex cellular process such as apoptosis seems very
possible.

In the presence of 100 ng/ml TSA the average H2A-YFP
intensity per cell increased by about 40% after 24 hours (Fig.
6A) without any detectable change in the fluorescence
properties as inferred from fluorescence lifetime
measurements. This effect is mainly due to an increased
expression of H2A-YFP protein as demonstrated by western
blot analysis (Fig. 6B) and would correspond to an
approximately 30% higher H2A-YFP concentration in the
nucleus when accounting for differences in the cell cycle
distribution. It has been shown that a number of viral promoters
such as SV40, MMTV, CMV or MLP are induced by TSA up
to three- to fourfold. (Dressel et al., 2000). Thus, a moderate
TSA dependent induction of H2A-YFP expression is not
surprising.

Within the accuracy of the measurement, the fraction of free
H2A-YFP did not increase significantly as shown by FRAP
experiments, indicating that the additional H2A-YFP protein is
either incorporated into chromatin or that the concentration of
Fig. 5. Reversibility of TSA-induced chromatin decondensation. ~ H2A-YFP in the cytosol is increased. Since the analysis of
CLSM images of the same cell nuclei before treatment with TSA ~ DAPI-stained HelLa control cells without H2A-YFP showed a
(A), after incubation with 100 ng/ml TSA for 4 hours (B), and after similar TSA-dependent decondensation as the HeLa H2A-YFP
changing to a medium without TSA and incubation for another 4 cell line, it can be excluded that the small difference in the

hours (C). The effect of TSA is reversible since dense chromatin ~ H2A-YFP expression level contributes to the observed
regions reappeared after washing out TSA. chromatin reorganization.

Histone acetylation and large scale chromatin

incomplete or reduced excitation of nuclear regions outsidéecondensation
the focal plane, the fixation procedure (paraformaldehyd@&he TSA concentration at which the HDAC activity is reduced
versus ethanol) and the different algorithm used for théy 50%, the 1Go value, has been measured in vitro to be
analysis. Nevertheless, the method applied here allows theetween 1.4 to 38 nM for different HDACs (Buggy et al., 2000;
analysis of the cell cycle stage and the reliable identificatioRurumai et al., 2001; Hoffmann et al., 2001; Yoshida et al.,
of G1 phase cells in the microscope by a direct determinatiot®990). We have used concentrations about one order of
of the DNA content. magnitude above the ¢gvalues (100 ng/ml or 330 nM TSA)

to assure a significant inhibition of HDAC activity. Treatment

of the cells for several hours resulted in a visible
TSA-induced apoptosis and H2A-YFP expression decondensation of bona fide heterochromatic areas and led to
Previous studies suggest that apoptosis caused by TSAmore homogeneous distribution of chromatin. Upon removal
treatment is preceded by histone hyperacetylation (Lee et abf TSA the effect was almost completely reversed after about
1996) and requires new protein synthesis (Medina et al., 199%. hours. This is consistent with previous findings that TSA
The concentration-dependent effects of TSA on apoptosisinds reversibly to the active center of HDACs and acts as a
deviated significantly from a simple model, in which thecompetitive inhibitor (Finnin et al., 1999; Yoshida et al., 1995;
number of apoptotic cells reflects the saturation of a singl¥oshida et al., 1990).
HDAC by TSA (Fig. 2). However, an excellent fit of the Effects of TSA on histone acetylation and gene expression
apoptosis data was obtained for a model that assumeshave been observed within 30 minutes indicating that the
cooperative concentration dependence of TSA on HDAGQiptake of TSA into the nucleus is fast on the time scale of the
activity. Since the structural analysis of the catalytic HDACexperiments conducted here (Mariadason et al., 2000).
center shows only the reversible binding of one TSA molecul®revious studies demonstrated that two histone fractions exist
(Finnin et al., 1999) this apparent cooperativity cannot bavith different kinetics of acetylation and deacetylation
explained by the facilitated binding of multiple TSA molecules(Covault and Chalkley, 1980; Sun et al., 2001; Sun et al., 2003;
to a single HDAC protein. Therefore, the results indicate thafhang and Nelson, 1988). About 10-15% of the histones are
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Fig. 7.1CS analysis of TSA-induced decondensation. Both for and
The spatial radial autocorrelation function was calculated and
averaged over 60 control cells ( dashed line) and 30 TSA-treated
cells (solid line).

Fig. 6. Determination of the cell cycle stage of investigated cells.

(A) In vivo CLSM images of HeLa cell nuclei expressing H2A-YFP. . .
(B) Phase contrast image of fixed, DAPI-stained cells were taken ~Quantification of confocal images by ICS and SRSA

with an inverse fluorescence microscope. The white circle shows thd'he ICS analysis evaluates the spatial distribution of the pixel
cell imaged in A. (C) DAPI image of the same area as in B. intensity from the computation of the correlation function
(D) Comparative histogram of cells analyzed by FACS (solid line) given in Eqn 4. In general, a specific chromatin compaction
and on coverslips (dashed line). DAPI intensities of the imaged  state is characterized by a non-random distribution of regions
nuclei were plotted and the cell cycle stage of single cells was  ith higher and/or lower chromatin densities at certain average
determined from their position in the histogram. distances in the nucleus. This will lead to a corresponding
correlation and/or anticorrelation of the intensity values, and
the dimensions of given chromatin substructures can be derived
acetylated and deacetylated with a half-time)(bf about 3- from the decomposition of the correlation function in Fig. 7.
8 minutes, whereas for the bulk of histones acetylation has®he most prominent feature is the correlation length of the
t12 between 200 and 400 minutes, and deacetylatiap aft  smallest component for which values of 2i56 (+ TSA) and
30-150 minutes. From the kinetics of the reversible chromatit.27 pm (control) were determined. Thus, on lengths above 1
conformation changes observed here it appears that fgm a decondensation of chromatin upon TSA treatment was
complete (de)condensation the fraction of histones with demonstrated with ICS. The correlation length of density
slower rate on the time scale of several hours has to Hkictuations can be assigned to the average size of chromatin
acetylated or deacetylated. subcompartments in the order of u@ for control cells. In
Acetylation of histone tails appears to have only moderat& SA-treated cells the length increased by a factor of two while
effects on the conformation of the 30 nm chromatin fiber in vitrdhe fluctuations showed a lower intensity variance of 0.045 as
and a small reduction of sedimentation coefficient and fibecompared to 0.055 in the control. This behavior reflects the
diameter has been reported (Annunziato et al., 1988; Wang dissolution of dense chromatin domains that contain several
al.,, 2001). Other more indirect effects would involve Mb of DNA.
modulating the binding of chromatin-associated proteins like In the second approach introduced here for a quantitative
HP1 (Maison et al., 2002), the recruitment of chromatirdescription of the chromatin condensation state, the local fractal
remodeling complexes (Georgel et al., 1997; Logie et al., 199%9)imension over the whole nucleus is calculated. This method,
or the exchange of regular core histones with histone variantiesignated as spatially resolved scaling analysis or SRSA,
like histone H3.3, H2AX and macroH2A (Ausio et al., 2001;determines the exponeml, i.e. the fractal dimension, with
Hazzouri et al., 2000; Janicki et al., 2004). The chromatinvhich the sum of all pixel intensities increases with the side
reorganization described here consists of structural changes lepgth | of an observation cube around a given pixel. For a
to theum range and must therefore reflect the three-dimensionabmpletely homogenous distributiddy=3 will be obtained,
arrangement of the chromatin fiber in the nucleus rather than isince the volume of a cube increases with the third power of its
local structure. It is of interest to know whether changes in thiength. However, if structures exist that have intensity
mass density or flexibility of the 30 nm fiber would havefluctuations in the order of the length scale studied, the sum of
significant effects on its higher order folding, and we areall pixel intensities will increase with an exponenbp&3 when
currently examining this question by computer simulations. plotted against the lengthof the observation cube. Thus, by
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reversible decondensation of dense chromatin
+TSA subcompartments within a range of 0.2 toped in length in
living G1 phase Hela cells. This result is consistent with the
recent observation that the HDAC inhibitor suberoylanilide
hydroxamic acid (SAHA) increased the DNase | sensitivity and
control restriction enzyme accessibility of the p21WAF1 promoter
region (Gui et al., 2004).

Since the effect of acetylation per se on the conformation of
the 30 nm chromatin fiber appears from in vitro studies to be
moderate, it is currently an open question whether these local
changes would translate into significant differences of the
higher order folding of the fiber. Alternatively, acetylation
might serve as a marker to recruit chromatin-remodeling
complexes and/or other chromosomal proteins that change the
higher order conformation of the chromatin fiber. It is
! ! ! ‘ anticipated that the combination of in vivo microscopy and

2.0 2.2 2.4 2.6 2.8 3.0 quantitative image analysis by ICS and SRSA introduced here
fractal dimension D; will prove to be useful for further studies in two aspects. First,
it now becomes possible to relate high resolution images of
Fig. 8. Spatially resolved scaling analysis (SRSA) of TSA-induced  chromatin to 3D models of the chromatin fiber folding into
chromatin decondensation. The averaged distribution of the local specific ~ subcompartments.  Second, the  chromatin
fractal dimensioDr was computed for both control and TSA-treated ., n¢ormation can be reliably evaluated in cell lines in which

cells. the expression or activity of certain proteins is inhibited, for
example by RNAIi approaches. This would allow the in vivo
identification of proteins that are essential for establishing an

analyzing the average fractal dimensiBa of the density open chromatin structure.

distribution on a local scale between the optical resolution limit . ]

and the decondensation of chromatin after TSA treatment caff [© thank Stephanie Fesser, Sabine Gorisch, Karsten Richter,

be characterized. The observed increaseDofrom 2.415 erhard Spiess, Andreas Ladurner, Quentin Hanley and Tom Jovin
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