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Summary

Megawatt-size wind turbines nowadays operate in very complex environ-
mental conditions, and increasingly demanding power system requirements.
Pursuing a cost-effective and reliable wind turbine design is a multidisci-
plinary task. However nowadays, wind turbine design and research areas
such as aeroelastic and mechanical, electrical and control, and grid inte-
gration, make use of simulation tools dedicated to specific areas. Practical
experience shows there is a need to bridge the expertise from different design
areas.

The focus of this Ph.D. study is on the integrated dynamic analysis of op-
erating conditions that stem from disturbances in the power system. An
integrated simulation environment, wind turbine models, and power system
models are developed in order to take an integral perspective that considers
the most important aeroelastic, structural, electrical, and control dynamics.

Applications of the integrated simulation environment are presented. The
analysis of an asynchronous machine, and numerical simulations of a fixed-
speed wind turbine in the integrated simulation environment, demonstrate
the effects on structural loads of including the generator rotor fluxes dy-
namics in aeroelastic studies. Power system frequency control studies of
variable-speed wind turbines with the integrated simulation environment,
show that is possible to make a sensible estimation of the contribution of a
wind farm to power system frequency control, while studying the impact on
wind turbine structural loads.

Finally, studies of the impact that voltage faults have on wind turbine loads
are presented. The case of unbalanced faults is addressed, the possibili-
ties and drawbacks for reduction of structural loads using electrical control
actions is investigated. Load reduction using resonant damping control is
proven and quantified.
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Notation

(̇) Derivative with respect to time.

f Frequency in Hz.

θ Angular position in rad, or degrees (mechanical or electrical).

i instantaneous current, subindices will indicate the frame and the corre-
sponding circuit.

Is Per-phase stator current, complex variable whose magnitude is an RMS
value.

I ′r Per-phase rotor current referred to stator side, whose magnitude is an
RMS value.

λ flux linkages (i.e. fluxlinkage times angular speed is a voltage induced by
the rotation of a circuit).

λ̇ flux linkages per second (i.e. voltage induced by change of flux with time).

Lm Magnetizing inductance.

Ls, Lr stator, rotor self-inductances.

Lm Per-phase magnetizing inductance.

Lms, Lmr Stator, rotor self-magnetizing inductance.

Ls, Lr Stator, rotor self-inductance.

Lsr Stator-to-rotor mutual inductance.

Lss, Lrr Stator-to-stator, rotor-to-rotor mutual inductance.



Notation ix

Ngb Gearbox ratio.

ω Angular speed in rad/s.

pf Number of magnetic poles in the rotor.

Rc Equivalent per-phase resistance of magnetic core.

Rr Per-phase resistance of rotor windings.

R′
r Rotor resistance Rr referred to stator side.

Rs Per-phase resistance of stator windings.

s Slip.

Sgsc Grid-side power converter apparent power.

Ss Stator apparent power.

Un RMS line-to-line voltage.

v instantaneous voltage, subindices will indicate the frame and the corre-
sponding circuit.

Vr RMS per-phase rotor voltage.

V ′
r Rotor voltage Vr referred to stator side.

Vs RMS per-phase stator voltage.

Xm Per-phase magnetizing reactance.

Xr Per-phase leakage reactance of rotor windings.

X ′
r Rotor leakage reactance Xr referred to stator side.

Xs Per-phase leakage reactance of stator windings.
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Chapter 1

Introduction

This work is in the area of dynamic analysis of wind turbines. The focus is
on the analysis of operating conditions that stem from disturbances in the
power system. The approach is to take an integral perspective that considers
the most important aeroelastic, structural, electrical, and control dynamics.
For this purpose, a simulation environment and wind turbine models are
developed.

Concepts and design details of the simulation environment are described in
Chapter 2. Models of wind turbine subsystems and controls, and power
systems models are described in Chapter 3. Applications of this integrated
design analysis environment and models are illustrated with two examples
in Chapter 4. Analysis of the impact of voltage faults on wind turbine struc-
tural loads, and reduction of loads are presented in Chapter 5. Conclusions
and further work are discussed in Chapter 6.

1.1 Background

The design objective of modern wind turbines has evolved from medium-size
wind turbines connected to distribution grids, to large offshore wind farms
connected to the transmission level of power systems. Megawatt-size wind
turbines nowadays operate in very complex environmental conditions, and
increasingly demanding power system requirements. Therefore it is impor-
tant to improve the understanding of their overall dynamics, and interaction
amongst different subsystems, in order to achieve a cost-effective and reliable
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design.

Pursuing an integral design is a multidisciplinary task that can be under-
taken from different perspectives, in any case it should include an analysis
stage. Modern engineering design relies on computational codes for dynamic
analysis as part of the design cycle, however in wind turbine design practice
such codes are oriented to specific disciplines. Some of the earlier attempts
to bridge design areas are [1, 2], where a database of models in different spe-
cialized software is created with the vision to use it to optimize wind turbine
designs. The specialized software packages considered covered aeroelastic-
ity –HAWC–, power systems –PowerFactory–, power electronics –Saber–,
and control design –Matlab/Simulink–. Control design and generic models
created in Matlab were input to the other software, a description of such
models can be found in [3].

In the design cycle, once a given preliminary design is drafted –optimal or
not, it is important to analyze the global dynamics to verify the design in
terms of stability and loads. Therefore the interest in coupling computa-
tional codes oriented to different disciplines, for example the coupling of
aeroelastic with hydroelastic codes for analyzing floating offshore wind tur-
bines [4].

On the other hand, many issues regarding the interaction of wind turbines
with power systems were outlined when small scale development started
back in the 80s-90s [5, 6], for example:

- Inter-machine oscillations,

- Inter-area oscillations,

- Low voltage ride-through, and

- Frequency support

Since then, these issues have been addressed –to some extend, in a large
amount of publications mainly dealing with modeling and control of electri-
cal machines and power systems. More recently, the research community has
addressed the mechanical and electrical interactions of wind turbine subsys-
tems during low voltage due to faults [7–10]. Wind turbine design standards,
and grid codes include some requirements to ride-through faults. However
they are generally not considered in the structural wind turbine design nor
in the mechanical component design. In the case of frequency support, while
it is not yet required by power system operators, it is regarded as a very
important feature in order to meet high shares of electricity produced by
wind energy. Furthermore, operation of wind turbines under exceptional
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meteorological conditions that may imposed prohibiting loads, is also of im-
portance to the operation of modern power systems, and therefore for wind
turbine design.

1.2 Motivation

The ambitions to extend the development of wind energy, and other renew-
able energy sources lies in the need to meet the challenges of climate change.
The large expectations to increase the share of electricity produced by wind
energy in modern power systems, make the interaction of wind farms with
power systems an important research topic for the community. From a tech-
nical and economical point of view, improving and proving specific wind
turbine designs –and the design process itself if possible!, would lean wind
power towards becoming a main stream technology. This is the context that
makes the impact of power system conditions on the dynamics of individual
wind turbines an important topic.

Nowadays however, wind turbine design and research areas such as aeroe-
lastic and mechanical, electrical and control, and grid integration, make use
of simulation tools dedicated to specific areas. Namely, mechanical design of
wind turbine components is usually undertaken with tools dedicated to me-
chanical design, assuming a characteristic loading instead of analyzing the
overall dynamics of aeroelastic, mechanical, electrical, and control systems.
Similarly, for grid integration studies, power system simulation tools with
network models are used to design wind turbine electrical components, while
structural loads are analyzed separately in aeroelastic codes. Therefore, the
expertise in these design areas is developed independently. Practical expe-
rience shows there is a need to bridge the expertise from different design
areas.

Ultimately, the motivation of this Ph.D. project is the reduction of the cost of
producing electricity from wind energy, and therefore a better understanding
of the compromises in the design of wind turbines for large scale power
production is a driver for this research, in the hope of helping to close the
gaps amongst the design of different wind turbine components.

1.3 Integrated analysis and design

Integrated design and analysis of wind turbines involves variety of topics,
those related to simulation tools are particularly relevant [11], because cou-
pling or combining different specialized software [4, 7–9, 12–22], or further
developing a given computational code [10, 23, 24] allows an integrated dy-
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namic analysis to shed light on the dynamic interactions of different sub-
systems.

Naturally, (1) the design of wind turbines for offshore operation, and (2) the
design and development of new wind energy conversion systems, are areas
where combination of knowledge from different disciplines is important in
order to succeed. Combination of simulation tools in these area has been
undertaken, for example the aeroelastic code HAWC2 has been coupled to
the marine structures code SIMO/RIFLEX in order to simulate a floating
wind turbine concept –HYWIND– [4]. A SIMO/RIFLEX-HAWC2 model
of a scaled prototype of HYWIND was developed and tested. Another ap-
plication is the Aero-Hydro-Elastic Simulation Platform for wave energy
systems and floating wind turbines [22]. This simulation platform couples
HAWC2 and WASIM –tool for analysis of floating structures–, it has been
used to simulate the wind and wave energy platform Poseidon. Furthermore,
aeroelastic tools such as FLEX, Bladed, and Phatas have been extended to
include hydrodynamic loading models [11], one example when is FLEX and
POSEIDON –finite element code for structural analysis– that have been
combined to model the dynamic response with different support structures
[18]. However, these work do not consider the dynamics of the generator
system.

There is also a need from the electrical, and the control perspective, to
combine software tools in order to study the dynamic response of wind tur-
bines under specific power system conditions. For example under a voltage
fault: (1) HAWC2 and PowerFactory have been interfaced offline to study
fixed-speed wind turbines [7, 15, 19], and (2) FAST and Matlab/Simulink
to study variable-speed wind turbines [8, 9, 14]. In general it was observed
that shaft torsion, and side-to-side tower moment are qualitatively affected
during a voltage fault [7–9, 14], in the case of a fixed-speed active stall wind
turbine –depending on the control–, the blade flap moments may be affected
[15]. Furthermore, the computational approach based on offline interfacing
of HAWC2 and PowerFactory, has also been used to quantify the loading
imposed on wind turbines that ride-through a voltage fault in [19], it was
proven that neither fatigue nor ultimate loads induced by balanced faults
on tower and blades are large enough to condition a given wind turbine life-
time design verification, meaning that a given fixed-speed active stall wind
turbine design would not be challenged by faults nor fault ride-through re-
quirements because other load cases considered in certification standards are
more demanding.
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1.4 Objectives

The general objective of this Ph.D. project is to develop an integrated design
approach to study the dynamic response of wind turbines under specific
power system conditions. The purpose is to study the impact of such power
system conditions on wind turbine loads and draw conclusion about the
influence on wind turbine design.

Given this general objective, a necessary task is to integrate dynamic models
of electrical components, controls, and power system, into dynamic analysis
codes of wind turbines. The integration of such models such yield a general
framework or environment for pursuing integrated analysis and design of
wind turbines. However, the objectives of this Ph.D. study are oriented to
cases relevant to the stability of power systems, such as low voltage ride-
through, and power system frequency control.

1.5 Outline and contributions

Chapter 1. Introduction chapter that presents the background to the
multidisciplinary view of wind turbine design undertaken in this study, the
motivation that lies on combining simulation tools is stated, the state-of-
the-art of integrated design and analysis of wind turbines is presented, and
the objectives of this project described.

Chapter 2. This chapter first puts in place the role that the integrated
dynamic analysis environment has in the context of a conceptual integrated
design framework. It then describes mathematical and technical considera-
tions taken in the development of the integrated dynamic analysis environ-
ment. The contribution of this chapter is the development of the software
interface that couples the simulation tools in the integrated dynamic analysis
environment.

Chapter 3. Wind turbine models and controls, and power system models
are presented in this chapter. Those models are used in different research
areas, in this study they are developed for integrated dynamic analysis.
Most of the controls are generic and some are new. A new damping control
for reduction of wind turbine loads under unbalance voltage operation is a
contribution of chapter.

Chapter 4. Examples of application of the integrated dynamic analysis
environment are presented in this chapter. The first example is an analytical
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analysis of a generator, and numerical analysis of a fixed-speed wind turbine,
it shows the interaction of electromechanical and structural modes. The sec-
ond application demonstrates qualitatively, the impact on structural loads
of inertial response control of wind turbines, this is the main contribution
of this chapter.

Chapter 5. The impact of voltage faults on structural loads is studied in
this chapter. The wind turbine structural and electrical response to a bal-
anced fault, and to wind gusts is studied. Furthermore, the impact of unbal-
ance faults on structural and electrical variables is studied and quantified.
The contribution of this chapter is the use of the damping control developed
in this Ph.D. project to reduce loads structural loads, while demonstrating
that the capabilities of the electrical systems are not compromised.

Chapter 6. Final considerations and outlook to future work are discussed
in this chapter.

Appendix A. This appendix show a detailed derivation of asynchronous
generator dynamic models. The reduced order model derivation is also de-
scribed in detail. The steady state solution of the dynamic models is verified
with that obtained from the steady state equivalent circuit.

Appendix B. Definitions of linear transformations, and a matrix inversion
procedure that are relevant for the derivation of the asynchronous generator
dynamic models are described in this appendix.

Appendix C. This appendix derives the a system of equations of the
doubly-fed asynchronous machine for calculation of control settings from
operation conditions, this is useful for initialization and for design.

Appendix D. A toy example that illustrates the construction of a multi-
body structure in HAWC2 is presented in this appendix.



Chapter 2

Integrated dynamic analysis

environment

This section describes an integrated dynamic analysis environment for wind
turbines. A concept of an integrateed design framework is presented in Sec-
tion 2.1 with an outlook towards the role that integrated dynamic analysis
has within such integrated design process. Section 2.2 gives an overview of
the methods, and theories behind the coupling of simulators for the purpose
of dynamic simulations. The software interface developed during this Ph.D.
project is described in Section 2.3.

2.1 Conceptual framework

A basic picture of the design process of wind turbines is shown in Figure
2.1. The process starts from a preliminary design, with given design require-
ments, and environmental conditions. The preliminary design provides input
parameters to simulation models, that are then used to run dynamic analy-
sis for a series of cases –defined by design requirements and environmental
conditions– in order to verify life-time in terms of fatigue, and extreme loads.
Once fatigue and extreme loads design criteria are met, the next step is the
detail design of individual wind turbine components.

In this thesis an integrated design approach is proposed, as shown in Fig-
ure 2.2. The intention is to improve the design verification stage by means
of an integrated dynamic analysis, and a design optimization stage. This
conceptual framework draws from research on multidisciplinary design op-
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Figure 2.1: Illustration of wind turbine design process

timization (MDO) [25–28], integrated dynamic analysis for offshore wind
turbines [4], and design optimization applications to wind turbines [29–33].
The integrated design process illustrated in Figure 2.2 starts by defining

• Integrated models

• Design code requirements –those defined by standards

• Design constraints –those derived from environmental conditions, or
specific design objectives

It follows with an iterative process, where parametric dynamic analysis are
run until design constraints are met. When the constraints are not met,
new parameters of the design are calculated by sensitivity analysis and op-
timization routines. Once design constraints are met the standard design
verification follows.

2.2 Framework for simulation environment

This section discusses some possible frameworks for simulations intended for
integrated analysis of wind turbines. Section 2.2.1 describes advantages of
using a modular formulation of models, and gives an overview of software
available. Section 2.2.3 describes coupling schemes for simulators.

A framework for simulation environment consists in (1) model formulation,
and (2) interaction amongst software. These aspects are related, namely
in some cases the model formulation will define requirements for software
interaction.
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Figure 2.2: Illustration of wind turbine integral design framework
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First of all, let us put forward the question of whether extending a given
software package or computational code to include more domains, or cou-
pling specialized software should be the paradigm? There are clearly no
simple answers, as there maybe very different motivations, advantages, and
drawbacks from either. Some motivations may be economical, as for soft-
ware that is licensed, and therefore provided that there is a market need,
extending the capabilities seems appealing; or if building a given interface
(for example shared memory) would involve a considerable investment in
terms of hardware and manpower. It seems that the industry and academia
work in either direction, integrating different software packages or extending
a given code. In both cases, finding compromises between detailed models
and computation time, investing in new software or developing their own,
but certainly with different priorities.

The approach taken in this Ph.D. study was rather pragmatic, though based
on well established conventions, the following sections describe

• Two paradigms for model formulation –unified theories, and modular
approach in Section 2.2.1

• Software for wind turbine design in Section 2.2.2

• Schemes for coupling of simulators in Section 2.2.3

2.2.1 Model formulation

Mathematical models of complex dynamic systems may be achieved by
means of unified theories, such as virtual work principle, linear graph theory,
and bond graph theory. Another approach is to create submodels based on
the physical laws of specific domains, and then to couple these subsystems
to model the overall behavior. Although unified theories are appealing for
multi domain systems, they still have important limitations, particularly
for three dimensional (3D) systems [34]. Virtual work principle, and lin-
ear graph theory are computationally very inefficient, virtual work principle
loses physical insight when applied in the electrical domain, and bond graph
theory requires yet further theoretical development [34].

On the other hand, a modular approach [35–40], where subsystems are mod-
eled separately and then coupled together, is used in many fields of engineer-
ing because it builds on the formulations, and the tools already developed
for specific domains. For example, multibody dynamics allows by its na-
ture to include different descriptions of external forces, and controls [41]. In
general, a modular approach also lends it self for multidisciplinary design
optimization applications. In this case the challenges are the definition of
boundaries of the subsystems, and the input-output variables of the blocks.
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Moreover, given the possibility of utilizing different software tools for dif-
ferent domains, the task of coupling simulators may arise numerical, and
causality problems.

A modular approach is taken in this study. Taking advantage of the practical
benefits from including a detail aeroelastic code that has been developed
and verified over many years. This modular approach, uses the aeroelastic
code HAWC2, and the interactive environment –and high level programming
language– for scientific computations Matlab. Matlab supports Simulink
that is a model-based graphical environment for simulations of dynamic
systems.

2.2.2 Existing software

In the last few years, wind energy related industry, research, and education
has grown substantially. Many general purpose (i.e. finite element analysis
–FEA–, dynamic analysis, control, power system analysis) software compa-
nies have developed wind turbine models –with varying extend of detail,
depending on their main purpose–. A comprehensive list of state-of-the-art
wind turbine design codes –most of them aeroelastic codes, or FEA/multi-
body with aerodynamic modules– that were available in the year 2006 can
be found in [42], and a benchmark of aeroelastic codes oriented to offshore
wind turbines in [43].

A brief description of some of the relevant codes, and software packages in
the context of this work is presented in Table 2.1. State-of-the-art aeroelastic
codes, general purpose multibody dynamics (MBD) software that is used in
the wind turbine design industry, software for dynamic analysis of complex
systems that include wind turbine or wind farm models, and power system
analysis software that includes wind turbine and/or wind farm models for
stability studies.
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Table 2.1: Aeroelastic codes, general purpose MBD software used for wind turbine analysis, software for dynamic analysis of complex
systems that include wind turbine models, and power systems analysis software

Name Additional software Developer Description

FAST AeroDyn, TurbSim National Renewable
Energy Laboratory
(NREL)

Modal/multibody formulation, 3-bladed wind turbine model
with 24 DOF, certified for calculation of onshore wind tur-

bine loads for design and certification, it can interface with
Simulink and ADAMS, it can output linearized state matrices
[44].

Flex5 stand alone DTU MEK Aeroelastic design code, certified, modal formulation, De facto
standard tool in Danish industry.

Bladed stand alone Garrad Hassan Modal formulation with the possibility to add drive train
and generator degrees of freedom, user-defined models can be
added as dynamic libraries, Acciona Windpower has used it
to analyzed gearbox dynamics [20].

HAWC2 stand alone DTU Wind Aeroelastic code for research, multibody formulation, aerody-
namics include dynamic inflow, dynamic stall, skew inflow,
shear and induction effects, wind conditions with turbulence
in cartesian or polar forms [45]

S4WT SAMCEF Mecano SAMTECH Based on the general purpose SAMCEF Mecano –FEM solver
with multibody simulation features–, S4WT can be used load
assessment, mechanical and structural component design. It
has been used for fatigue load analysis of gearboxes [23].

SimPack stand alone SimPack AG General purpose multibody software, good for: static and
quasi-static analyses; analysis of linear systems, and reso-
nance; non-linear transients in time domain; can include aero-
dynamics, control, and grid; stress/durability; and optimiza-
tion [46].

MBDyn stand alone Dipartimento di Ingeg-
neria Aerospaziale, Po-
litecnico di Milano

General purpose multibody dynamics software, integrated
multidisciplinary analysis of multiphysics systems, can be cou-
pled to external solvers [47]

Wind Turbine
Model

SimulinkR© (SimDriveline, SimElec-
tronics, SimHydraulics, SimMechan-
ics, SimPowerSystems, Simscape,
Stateflow)

MathWorks Wind turbine model with 3D mechanical model of tower, na-
celle, and blades, blade angle and yaw actuators, simple gen-
erator and electrical grid [48].

Continued on Next Page. . .
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Table 2.1 – Continued

Name Additional software Developer Description

Wind Turbine
Block set

MatlabR© /SimulinkR© Aalborg University,
Risø

Wind turbine models used as a general developer tool, then to
be implemented in other tools (i.e. Saber, HAWC, DIgSilent)
as part of a common simulation platform[1–3].

CDT MatlabR© /SimulinkR© University of Strath-
clyde

Test bed for controller design, similar input to that of
Flex/Bladed[49].

TURBU stand alone (source code in Matlab) Energy Research Cen-
ter of the Netherlands
(ECN)

Linear models of 3-bladed wind turbines, aeroelastic models
(pre-bend, shear offset, unsteady), allows order reduction of
structural models, aimed at control design [39].

MapleSim5 Maplesoft
TM

Maplesoft
TM

Multidomain modeling software, with a broad range of appli-
cations from mechatronic systems to design of controllers for
wind power.

PowerFactory stand alone DIgSILENT Wind turbine models for stability analysis [50] and wind tur-
bine control [51–53], it can run batch mode, user-defined mod-
els develop in DIgSILENT Simulation Language (DSL) and
connected to library models by a graphical interface [54].
It can be interfaced with Matlab/Simulink [16], and with
HAWC2 [7, 15, 19].

PSCADR© stand alone Manitoba HVDC Re-
search Centre

Electromagnetic simulation program, it can interface with
Matlab [55, 56]

PSAT MatlabR© /SimulinkR© Universidad de
Castilla-La Mancha

Library of power systems models in Matlab/Simulink with its
own graphical user interface, mostly oriented to optimal power
flow studies. It supports also time-domain studies. Though
it is for free the documentation has to be bought, it is no
longer supported by the author. A similar release in Python
(dynamic programming language), designed for multi-core 64-
bit Unix platforms is on its way.

PLECS MatlabR© /SimulinkR© or stand alone Plexim GmbH PLECS is a circuit simulator oriented to complex electrical
systems and their controls. The blockset version consists of
a model library of power system components –including elec-
trical machines and drives, with graphical representation and
manipulation of models, drawing from Simulink environment
and using it to solve the systems circuit and control equations.



2.2 Framework for simulation environment 14

2.2.3 Simulator coupling schemes

Coupling of simulators for numerical simulations of systems that extend over
different domains has been done, for example, in [57] where two simulators
for electro-thermal simulations of circuits are coupled together in a scheme
of step size control. Namely, the time step is variable, depending on the
convergence properties of the systems. The coupling of the simulators works
using an extrapolation of the interface variables QA, from tn to tn+k of
simulator A, to solve subsystem 1 in simulator B. Then the interface variables
YB of simulator B are used to solve subsystem 2 in simulator A for time steps
smaller than tn+k, while a given error criterion is met. When the criterion is
no longer met the next time step is defined tn+e, and another extrapolation of
QA at a new time interval is taken. Such coupling is similar to that referred
to as a non iterative simulator coupling in [35], and a walking time stepping
method in [37]. [35] presents a block representation of a simple multibody
system, and investigates the coupling of simulators with non iterative, and
iterative schemes. It concluded that the stability of non iterative schemes is
not guaranteed if the systems solved have algebraic loops.

The concept of iterative, and non iterative simulator coupling schemes are
illustrated in Figure 2.3 between HAWC2 and Matlab, where Q and Y are
the interface variables from HAWC2 to Matlab ,and vice versa. t is the
synchronization time step. The variables from HAWC2 to Matlab can be
states (i.e. q, q̇) or other variables like wind speed for example. The variables
from Matlab to HAWC2 are the output of models and control variables, for
example electromagnetic torque, and blade angle. HAWC2 uses the generic
fixed step Newmark integration scheme, that is typical in multibody codes.
Matlab/Simulink has a variety of variable and fixed step solvers.

The interface between HAWC2 and Matlab developed in this Ph.D. study,
is tested with a non iterative coupling scheme as that in Figure 2.3a. Fur-
thermore, when this scheme is used with a variable step solver in Matlab, an
estimator of the interfaced variables that are send from HAWC2 to Matlab
is used. This simulator coupling scheme is similar to that of step size con-
trol, except that in this case there is a synchronization time-step predefined,
and is kept constant throughout a simulation. The selection of synchro-
nization time-step guarantees that the interface variables do not change
severely between time steps. The time-step in HAWC2 solver is the same
as the sinchronization time-step. Therefore, it is heuristically chosen to
be small enough to represent the fastest dynamics in the system modeled
with HAWC2, usually in the range of 0-20 Hz, a time-step in the range
of 0.01-0.001 s proved sufficient. The selection of the estimator influences
the accuracy, and the computational time. A first order estimator on the
interface variables from HAWC2 is proven to give good results. Upon a
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good selection of sinchronization time-step this non iterative scheme with
estimator, is robust, and theoretically faster than an iterative scheme.

The iterative scheme in Figure 2.3b, involves a routine that (1) estimates
an output ŷn, (2) calculates interface variables Y, (3) HAWC2 then solves
its system and returns interface variables Q, (4) Matlab calculates output
yn and compares it to the estimation ŷn, (5) if the error is met then goes on
to the next time-step, otherwise is makes another estimation ŷn and repeats
the sequence for the same time-step.

(a) Non iterative simulator coupling

Figure 2.3: Illustrations of simulator coupling schemes

2.3 HAWC2 – Matlab simulation environment

This section describes an integrated dynamic analysis environment with
HAWC2-Matlab/Simulink –that is the core of this project. Having HAWC2
a multibody dynamics formulation of the structure it lends itself for inter-
acting with other simulators, Figure 2.4 illustrates the available external
interfaces available. Share libraries (i.e. dlls) include external forces, soil
dynamics, hydrodynamics, and control. The Matlab/Simulink interface is
part of the Ph.D. study presented in this thesis. Other research projects
are looking at interfacing HAWC2 with CFD codes, and previous work has
interfaced HAWC2 with codes for simulation of floating structures [4, 22].

A thorough research of the possibilities to interface with Matlab was un-
dertaken in order to find a suitable option. Different options for interfacing
with Matlab are described in Section 2.3.1, with reference to some of their
applications.
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(b) Iterative simulator coupling with predictor scheme

Figure 2.3 continued: Illustrations of simulator coupling schemes

Figure 2.4: Available external interfaces to HAWC2

2.3.1 Options for interfacing with Matlab

There are several possibilities to interface a given application with Matlab
and Simulink. This section explores some of the concepts and methods com-
monly used to interface with Matlab/Simulink. Normally making available
to Matlab a given program, or function written in a different language is
done with the objective of taking advantage of the given application for use
in Matlab programs. In some cases, saving computation time can be the
driver for accessing shared libraries. Also the matrix manipulation, visual-
ization and control tools in Matlab are attractive to other applications.

For example, the interfacing of GAMS (optimization software) and Matlab
as described in [58], is done in order to combine the GAMS ability for large
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nonlinear optimization with the Matlab visualization tools. This is achieved
by having a gams mex interface, which basically comes down to a shared
library compiled as Matlab executable (mex-file) that is available from the
Matlab command line as any other built-in function.

Another example is how PSCAD/EMT (electromagnetic transients simula-
tion program) and Matlab are coupled [55]. This interface takes advantage
of inter-process communication capabilities in both software using: 1) a For-
tran subroutine (for PSCAD/EMT) and, 2) the Matlab engine (for Matlab).
The Fortran subroutine starts a Matlab engine, and initiates the communica-
tion process, making Matlab functions and control system blocks (written in
a Matlab m-file) available to PSCAD. This interface also allows the Matlab
engine to run on a different computer on the same network, thereby allowing
parallelism of the computation time. Another power system software that
allows interfacing with Matlab is PowerFactory. Mainly, with the objective
of taking advantage of the control design capabilities in Simulink [54]. It
launches a Matlab engine that can execute a Simulink model restarting it
every time PowerFactory gives a time-step. This frame keeps Matlab as a
slave of PowerFactory [16].

Another way of interfacing with Matlab is the so-called parallelization of
Matlab. In the sense that some of the tools used in order to run various
Matlab engines (slaves) in a cluster called by another Matlab engine (mas-
ter), can be attractive to interface Matlab with other applications. There
has been more than a few initiatives to develop a parallel Matlab [59]. Nowa-
days, Matlab provides a Distributed Computing Server interface that sup-
ports a variety of platforms and operating systems. Also other platforms can
be integrated using other generic application programing interfaces (APIs)
[60].

2.3.1.1 Shared libraries

The concept of shared libraries can be ambiguous to some extent. In this
document a shared library is considered a collection of functions that can
be dynamically loaded by Matlab at run time [61]. The objective of shared
libraries is that various programs can access a given set (i.e. library) of
functions, subroutines, classes, etc., coded in another language (C, C++,
Fortran, Delphi). It can be said that a shared library consists of a header
file and the library itself (a *.dll file in Windows OS). The header file
provides the signatures (or prototypes) of the functions, in other words the
declaration of the function’s name, type and number of arguments. Where
as the library file provides the actual definitions of the functions.

In order to give Matlab access to an external function in a shared library
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the user needs to:

• load the shared library, and

• call the desired function.

This simple process involves knowing the full path of the library and the
header file. It is then necessary to know the signature of the shared library
functions (SL functions) and the type of arguments to be passed to it. Some
argument types in Matlab are, in practical terms, the same as the corre-
sponding type in the language the library is programmed. However, if the
types are different they can be automatically or manually converted using
Matlab functions as described in [61].

2.3.1.2 mex-files

Similarly, mex-files are functions originally written in another programming
language (i.e. source mex-files in C or Fortran) and compiled to be Matlab
executable files (namely, *.mexw32 files in Windows OS). Once these binary
files are loaded, they work like Matlab built-in functions. These definitions
are further explained in [61]. The structure of a source mex-file is basically:

• comments,

• headers,

• computational routine and

• gateway routine.

A standard gateway routine, named mexFunction, is available. This is the
actual interface to Matlab. Within mexFunction there is a section of dec-
laration of variables, then the inputs and outputs are assigned to the corre-
sponding variables. Finally the computational routine is called, again with
arguments corresponding to the input and output variables requested from
Matlab. A mex-file can actually contain a set of functions, therefore it is
similar to a shared library, with the difference that the mex-file functions
can be called like native Matlab functions.

2.3.1.3 S-functions

A system-function (S-function) is a Simulink block written in computer lan-
guage (i.e. Matlab, C, C++, Fortran) [62]. Basically, it can be implemented
as:
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• a Level-1 or Level-2 M-file S-function (written in Matlab) or

• as a C MEX S-function (hand written in practically any modern lan-
guage, via the S-Function Builder or via the Legacy Tool Code).

2.3.1.4 TCP/IP communication

The Transmission Control Protocol/Internet Protocol is a mechanism for
transferring data between applications over multiple networks [63]. The
origins of this protocol lie in the predecessor of the Internet and it is the
under laying working architecture of the Internet as it is known today. Some
of the features of TCP/IP are:

• quick and simple to configure,

• one end is the client and the other server, but once the link has been
establish both can send and receive data,

• non-transactional, not persistent (i.e. it uses memory buffer),

• no built in security, and

• no standard way of signaling end and start of message.

It is possible to make applications talk to Matlab using TCP/IP. Such fea-
ture is included in the Instrument Control Toolbox and it is oriented to
communicating with instruments that support this protocol [64]. It has
been used to communicate with remote applications as described in [65].

2.3.1.5 Matlab engine

This feature allows external applications to call Matlab software and to
fun it in the background as a separate process. In Windows OS it uses
a Component Object Model (COM) interface [61], which enables interpro-
cess communication between applications. The engine library has routines
available that allow the external application to control Matlab computation
engine (i.e. to make it a slave). These functions basically come down to
start up/shut down and send/receive data.

2.3.2 HAWC2-Matlab coupling

The solution developed is based on keeping HAWC2 as a stand-alone ap-
plication while letting Matlab manage some HAWC2 processes and have
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dynamic access to data and input variables every time-step. Thereby, the
interfaces described with the illustrations in Figure 2.5 using dynamic li-
braries, and TCP/IP sockets was implemented and tested. On this interface
HAWC2 and Matlab run as separate processes –on the same, or on differ-
ent computers, Matlab acts as a client and HAWC2 as a server using local
TCP/IP sockets (i.e. local IP addresses and port numbers). Once the con-
nection is established both ends can send and receive data. HAWC2 is set
to remaining listening for the client to send inputs and requests.

(a) TCP/IP interface (b) TCP/IP Java interface

Figure 2.5: HAWC2 - Matlab interfacing using shared libraries and TCP/IP sock-
ets

The version in Figure 2.5a was tested with a fixed-speed wind turbine model
[66] on one computer. It consist of two dlls call by the applications, and con-
necting to each other by TCP/IP. The same concept is used in the latter
version, described in Figure 2.5b. However in this case it uses built-in java
capabilities in Matlab. Namely, a built-in routine [67], that sets up a Java
object with a local TCP/IP socket (i.e. client), is run from Matlab while
HAWC2 calls a DLL that listens to this socket every time-step (i.e. server).
In this way the HAWC2 simulation runs as an independent process, sending
and receiving data through the TCP/IP socket. Therefore, this interface of
HAWC2, and Matlab can be run in different computers, allowing some de-
gree of parallelization. This interface is successfully tested a cluster, opening
the possibility to parallel computing.

A flowchart of the simulation process with HAWC2-Matlab integrated dy-
namic analysis environment is illustrated in Figure 2.6. The simulation
process takes the following steps

1. Previous to the flow depicted in figure 2.6

(a) Time-data management variables, generator model, and controls
are initialized in Matlab

(b) The shared library developed to interface with HAWC2 is loaded,
functions of this library are used to startup HAWC2

(c) At startup, HAWC2 uses specified input files and sets a local
TCP/IP socket listening to Matlab
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(d) Matlab then asks HAWC2 to step to a given initialization time
and wait

2. Once the systems in both applications are initialized, the simulation
continues with Matlab reading information of the relevant states (i.e.
shaft speed ω) and variables (i.e. wind speed v, blade angle θ) from
HAWC2

3. Matlab solver solves its systems (i.e. generator model, and control),
and outputs forces and constraints

4. Forces (i.e. torque T ), and constraints (i.e. control variable: blade
angle θ) are sent back to HAWC2 along with the indication of taking
a time-step

5. HAWC2 solves its system, sends states and variables back, and waits
again for Matlab

6. The process is then repeated until the end of the simulation, as long
as each solver converges

Figure 2.6: Flowchart of integrated dynamic analysis environment

2.3.2.1 Implementation hurdles

Some remarks regarding the implementation, that maybe useful for other
users of Matlab/Simulink-HAWC2 are

- Sign conventions. In this thesis the generator model is in motor conven-
tion, therefore torque, and power are negative for generator mode.
HAWC2 takes the input of external torque as positive relative to the
coordinates of the body to which it is applied (see command body

moment_int in [45]).
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- Solving systems with different time steps. In the case that the system
in Matlab is solved at a different time-step (or at a variable time-
step) than the system in HAWC2 one should take measures to avoid
numerical noise, or divergence of the time kept by Matlab compared
to time kept by HAWC2.

- Matlab memory. It can be an issue to save a large amount of data from a
Simulink model to the workspace. Saving data as an array, instead of
an structure will save space and time. However, some variables may
be sampled at different rates and will therefore need to saved as an
structure with time.

- Enabled subsystems. The Simulink block containing the link to the m-
file that executes the TCP/IP link to HAWC2 cannot be used as an
enabled subsystem. Therefore, during the initialization phase of the
simulation use the m-file itself, if it is necessary to keep some initial
values of the interfaced variables.

- Test models. Using a simple model of a wind turbine in Simulink to test,
and tune a given controller before using it in the integrated analysis
environment can be helpful. However, such simple model ought to
include the most relevant dynamics.

- Solver selection. Time constants and/or order of transfer functions will
influence the simulation time, particularly if the system becomes stiff
and the Simulink solver is not chosen accordingly.

- Interfaced signals verification. Use the sensors of HAWC2 corresponding
the sent by Matlab to test that signs and units are as expected.

- Algebraic loops. Dealing with complex systems of differential algebraic
equations (DAE) will most likely yield algebraic loops, Simulink’s
solver handles them quite well but sometimes it may need your help,
using first order filters with very small time constants is suggested in
the manual, the user may also consider including more states of the
system. For example, one may use a full order generator model instead
of a reduced order one, if some of the signals that are used as inputs
to the generator model depend algebraically on some of the generator
outputs.

- Solver coupling with different time-step. When using a variable-step solver
in Simulink the signals from Matlab should be passed by a first order
filter with a time constant equal to the time-step of the HAWC2 sim-
ulation.
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- Discrete time blocks. In general, including blocks with large discrete sam-
pling rates will increase the simulation time. Particularly, when those
blocks store data between sampling times.

- Low pass filters. Naturally, very low cut-off frequencies in low pass filters
will increase the simulation time considerably.

2.4 Summary

A new simulation environment for integrated dynamic analysis is presented
in the context of a conceptual integrated design approach. The simula-
tion environment features the aeroelastic code HAWC2, and the high level
programming language Matlab with its graphical environment Simulink.
The state-of-the-art capabilities for aeroelastic analysis of HAWC2, and
its proven capability of interfacing with other codes for floating structures
and hydrodynamic loading, together with the flexibility of Matlab/Simulink,
makes this integrated simulation environment very powerful for research pur-
poses.

A modular approach is taken in the formulation of models for this inte-
grated simulation environment, because this is the most flexible approach,
and builds on formulations already implemented in modern engineering prac-
tice. Nevertheless, the structural formulation in HAWC2 is based on multi-
body dynamics, which is naturally suited for modular formulation, and for
inclusion of external systems as forces or by means of constraints.

A benchmark of software for aeroelastic analysis, for dynamic analysis, and
for power systems analysis, yields a tendency towards development of more
advanced wind turbine models for various purposes. Such models may be
directly developed in a specific code or software package; or they may be
based on interfacing with other codes. Furthermore, commercial general
purpose commercial software packages are entering the wind turbine design
market.

The simulation environment developed in this Ph.D. study couples the solvers
in Matlab and HAWC2 in a non iterative scheme. Taking advantage of the
diversity of solvers available in Matlab, it is possible to solve the systems in
Matlab with variable step, by using a linear estimator between synchroniza-
tion time-steps. Synchronization time-steps in the range of 0.01-0.001 s are
used.

The software interface to couple simulation tools keeps both applications
as stand alone. The interface utilizes TCP/IP communications between
HAWC2 and Matlab, the latter version makes use of built-in java capabilities
in Matlab, and opens the possibility to parallel computing.



Chapter 3

General description of models

This chapter introduces the models developed in the context of this work,
some of which are used for the study cases in Chapters 4 and 5.

Section 3.2 describes the submodels that compose two types of wind turbine
models, and Section 3.3 describes two power system models used for (1)
voltage faults, and (2) frequency control.

3.1 Overview

During this Ph.D. study models for integrated dynamic analysis of fixed-
speed active-stall (FSWT), and variable-speed wind turbines (VSWT) have
been developed. They are implemented in the integrated dynamic analysis
environment, described in Section 2.3.2. In Chapter 4, application examples
of the integrated dynamic analysis environment using FSWT and VSWT
models, are presented.

The block diagram in Figure 3.1, illustrates the submodels described in
this chapter. Wind and aeroelastic model are simulated in HAWC2, while
generator system, blade angle control, and power system are simulated in
Matlab/Simulink.
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Figure 3.1: Block diagram of models for integrated analysis of wind turbines

3.2 Wind turbine model

Integrated wind turbine models described here are beyond the standard
models used for load certification. Furthermore, using HAWC2 it is possible
to also couple foundation structures to the aeroelastic model. Foundations
can be fixed to a marine soil, under waves and marine currents loading.
On the electrical side, including detail models of electrical components, ad-
vanced controls at wind turbine, and at wind farm level is at hand with the
Matlab/Simulink integrated analysis environment. Figure 3.2 is an illustra-
tion of wind turbine subsystems.

Figure 3.2: Illustration of wind turbine subsystems.

There are many submodels that build up a wind turbine model for integrated
dynamic analysis, ultimately depending on the focus of the study. It can be
interesting to discuss how to categorize or to group such submodels, specially
if it brings implications to the variables they exchange. Even more so, if
those variables are exchanged across different software within an integrated
simulation environment, this discussion is partly taken in Chapter 2. In this
section the objective is to describe the following submodels of a wind turbine
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model

- Aeroelastic described in Section 3.2.1

- Drive train described in Section 3.2.2

- Generator system (electrical generator and its control), described in Sec-
tion 3.2.3

- Blade angle control described in Section 3.2.4

Such grouping is only semantic, and it is adopted here to describe the models
because it is simple and it gives an overview of the components involved.

3.2.1 Aeroelastic model

This section describes the aeroelastic model implemented in HAWC2 –from
a user perspective, since a rigorous description is outside the scope of this
work. The acronym HAWC stands for Horizontal Axis Wind turbine Code,
this is the name of the first generation of the code started in 1986, that had
a finite element method formulation (FEM). The second generation code
–HAWC2– has a multibody dynamics formulation in a floating reference
frame, allowing large rotations and deflections to be properly considered
[22, 68].

In HAWC2, The structural subsystems are composed of bodies, each of which
is in turn composed of a number of Timoshenko three-dimensional beams
with their own coordinate system (elements with 6 degrees-of-freedom).
Each body has a set of algebraic equations –constraints– that relate its
movements, and forces to those of other bodies. Constraints are solved to-
gether with the equations of motion (second order, non-linear differential
equations) [22, 68].

The following features are available in HAWC2

Wind conditions. Mean wind speed, wind steps, ramps, gusts, different
options for shears, turbulence is generated or loaded from outside
(cartesian coordinates –Mann, or polar coordinates –Veers).

Aerodynamics. Unsteady blade element momentum –dynamic inflow, dy-
namic stall, skew inflow, shear effects on the induction, and effects
from large deflections.

Dynamic stall. Two models are available: 1) Øye model –stall separation
lag, 2) modified Beddoes-Leishmann model –effects of shed vorticity
from the trailing edge.
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Tower shadow. The fact that wind conditions change locally near the
tower can be simulated by potential flow (normally used for up wind
turbines) or jet-model (better for downwind turbines).

External forces. In general external forces are placed on the structure in
the deformed state, which is especially important for pitch loads, and
twist of the blades.

Large rotations. The multibody formulation of the structure makes it pos-
sible to represent more accurately large deflections, by representing a
given structural part (i.e. body) by many elements.

3.2.1.1 HAWC2 structure and modules

The structure of a HAWC2 model can be summarized describing the contents
of a main input file.

Main input file. It is formed of commands and command options, the
commands are gathered in their corresponding command/sub com-
mand block to keep a logical structure. The order of the command
blocks is not important, but it is typical to keep the order as follows:

• simulation (commands use to set parameters of the simulation:
time duration, time step, solver parameters)

• new_htc_structure (bodies, their orientations, and constraints
are created with commands corresponding to this command block)

• dll (commands corresponding to external interfaces)

• wind (wind conditions such as mean wind speed, density, shear
and turbulence format, tower shadow method, turbulence inten-
sity)

• aero (set the number of blades for the aerodynamics to link struc-
tural bodies to aerodynamic blades, layout data and profile coef-
ficients data, induction method, tip loss, dynamic stall)

• output (file name and data format of output files, select output
signal from sensors, constraints, and dll inputs)

Note, that within the command blocks in some cases it is necessary to have
a specific command as the first line [45]. In terms of data files a HAWC2
model requires:

1. Structural input file, which it is loaded within the command block

new_htc_structure,
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one file can contain the data from many different bodies, each body
is created with a set of structural data. A toy example is shown in
Appendix D.

2. Aeroelastic data files, which constrain layout, and aerodynamic profile
coefficients of sections of wind turbine blades. These files are loaded
within the command block aero.

3. Turbulence files, which are loaded or created according to the com-
mands in the command block wind.

4. Output file, which contain the outputs of a simulation as specified by
subcommands in the command block output. The name of an output
file is also specified in the command block output.

The structural model in HAWC2 is illustrated in Figure 3.3, where one of the
blades, and the tower are represented with their main bodies, constraints,
and forces external to HAWC2 model (i.e. generator torque). The standard
drive train, described in Section 3.2.2.1, is also illustrated. Namely, by the
main body (shaft) that defines it, and the constraints and external forces
that link it to other bodies and to the generator system.

Figure 3.3: Structural and standard drive train model implemented in HAWC2
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3.2.2 Drive train model

A wind turbine drive train consists of many components placed on a main
frame, inside a nacelle. The main frame bears a yaw system, and is placed
on the tower top. The components of the drive train inside the nacelle are
shafts, shaft couplings, bearings, torque limiters, gears, brake. In case of a
geared drive train, a very complex component is the gearbox. A detailed
analysis of the drive train components dynamics, their interaction with the
main frame, and the dynamics inside the gearbox, is beyond the scope of
this study. The following sections describe standard drive train models,
and a simplified gearbox model. The standard drive train models consider
the gearbox ideal, or as a system with torsional stiffness. The simplified
gearbox model represents to some extend the dynamics of gearbox, and the
way torque is transferred from rotor, through gearbox into the tower top.

3.2.2.1 Standard drive train models

Ideal gearbox This model consists of the low speed shaft and the gen-
erator rotor inertia. The low speed shaft is a single rotating beam, that in
one end is

1. Constrained to rotate relative to tower top

2. Attached to the generator rotor inertia, either as a concentrated mass
or as an element with the corresponding inertia

The inertia of generator is referred to the low speed side by scaling it by the
square of the gearbox speed ratio. The other end of the shaft is attached
rigidly to the aerodynamic rotor. The transfer of loading from aerodynamic
rotor, through the shaft, into the tower is equal to the torque exerted by
the generator magnetic field on the generator rotor mass. Bearings are
considered rigid in radial and axial directions.

Gearbox with torsional stiffness Modeling a geared wind turbine drive
train by representing the gearbox as a system with only torsional stiffness
has been described in [69]. In such model, the gearbox is considered to be a
single stage of parallel gears, where each gear has only one rotational degree
of freedom co-axial to the axis of the shaft. The contact forces between
gears are assumed linearly proportional to the deformation along the line
of contact, and written in terms of torque and angular rotations. These
simplifications yield a model of two masses connected by a stiffness constant.
Such model has two eigen frequencies one at 0 Hz, and the second at around
3 kHz [69].
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3.2.2.2 Detailed nacelle dynamics

This model was developed in the context of applied aeroelastic research as
described in [70]. The main objective of this model was to study the transfer
of loading from aerodynamic rotor to the tower. The single stage gearbox
consists of a ring, a sun, a planet carrier, and 3 planets. All of them with the
same stiffness. In order to couple this simplified gearbox and main frame
model to beam elements in HAWC2, a module that allows to solve other
dynamic systems was developed as described in [70]. The inconvenience of
using this model for aeroelastic simulations is that a very small time step is
required.

3.2.3 Generator system

In aeroelastic simulations it is common to model the generator system as
a first-order system. However, in [71] an asynchronous generator dynamic
model was developed for HAWC2, and [72] developed a reduced model of a
doubly-fed asynchronous generator (DFAG), consisting of the active power
controller, disregarding the dynamics of the generator. In this study dynamic
models of asynchronous generator, and DFAG are developed and coupled to
aeroelastic models.

This section describes first-order, asynchronous, and doubly-fed asynchronous
(DFAG) generator models. Their couplings to other systems and controls
are described.

3.2.3.1 First-order generator model

The standard generator model provided with HAWC2 [73] is a slip generator
model, it is based on a linear approximation of the torque versus generator
rotor speed characteristic, and it assumes that the generator dynamics can
be approximated as a first-order system. For this study, this slip generator
model is implemented as a look-up table of generator torque-rotor speed
characteristic in steady-state, and a first-order filter as illustrated in Figure
3.4.

Figure 3.4: Block diagram of first-order generator model.
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3.2.3.2 Asynchronous generator model

A detailed derivation of the classical asynchronous generator dynamic model
is presented in Appendix A, namely

• A basic introduction in Section A.1

• Steady-state circuit model, and torque characteristics of asynchronous
generator and DFAG in Section A.2

• Derivation of dynamic model in dq-frame in Section A.3

– Full order model: Section A.3.3

– Reduced order model: Section A.3.3.1

– Comparison of dynamic and steady state models: Section A.3.3.2

The full-order dynamic model of asynchronous generator is implemented
with flux linkages λ as state variables, the detailed derivation in Section A.3.3
is done including the zero component of dq-transformation (i.e. Eq.A.42-
A.44). Let us here

1. Disregard the zero component of the dq-transformation

2. Define the arbitrary reference frame oriented and rotating with the
stator flux space vector

The model is then, in matrix form expressed by Eq. 3.1. The system matrix
M is composed of generator parameters (Rs, Rr, Ls, Lr, Lm), and speed of
stator (ωse) and rotor (ωse − ωre) dq-frame. The rotor voltage vdqr is zero.

[

λ̇dqs

λ̇dqr

]

= M

[

λdqs

λdqr

]

+

[

vdqs

vdqr

]

(3.1)

M =









RsLr

D −ωse
−RsLm

D 0

ωse
RsLr

D 0 −RsLm

D
−RrLm

D 0 RrLs

D ωre − ωse

0 −RrLm

D ωse − ωre
RrLs

D









with

D = L2
m − LsLr;

[

λdqs

λdqr

]

=
[

λds λqs λdr λqr

]⊺
; and

[

vdqs

vdqr

]

=
[

vds vqs vdr vqr
]⊺
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Given the solution of the fluxes linkages λdq, currents idq and electromagnetic
torque Tem can be calculated as indicated by Eq. 3.2, and Eq. 3.3.

idq = L−1
dq λdq (3.2)

L−1
dq =

1

LsLr − L2
m









Lr 0 −Lm 0
0 Lr 0 −Lm

−Lm 0 Ls 0
0 −Lm 0 Ls









Tem =
3

2

pf
2

Lm

D
(

λqsλ
′
dr − λdsλ

′
qr

)

(3.3)

Figure 3.5 illustrates the variables that couple the asynchronous generator
model to other systems, namely stator and rotor terminal voltage, speed of
stator frame, and speed of rotor frame. The speed of the stator frame is the
frequency of the stator voltages. This asynchronous generator model is used
for the fixed-speed wind turbine model in Section 4.1.

Figure 3.5: Block diagram of Asynchronous generator model.

3.2.3.3 Doubly-fed asynchronous generator model

The doubly-fed asynchronous generator (DFAG) consists of an asynchronous
generator, rotor-side converter (RSC), dc-link, grid-side converter (GSC),
and smoothing inductor. RSC and GSC are considered considered control-
lable voltage sources, therefore the switchings of the converters are neglected,
and phase-locked loops (PLL) controls are considered ideal. Figure 3.6 illus-
trates the components of DFAG, the control of RSC and GSC is described in
Section 3.2.3.4. The dynamics of the dc-link neglecting power losses [74, 75]
are represented according to Eq. 3.4. The active power Pgsc, flowing through
the smoothing inductor Xsl, is calculated according to Eq. 3.5 based on the
concept of power transfered between two sources [76].

Vdc =

√

2

Cdc

∫

(Pr − Pgsc)dt (3.4)

Pgsc =
3

2

|vgsc||vdqs|
Xsl

sin δ (3.5)
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Figure 3.6: Block diagram of Doubly-fed Asynchronous generator model.

A crowbar is used to protect the RSC from over currents [75]. It consists of
a switch that short-circuits the rotor through an external resistance, thereby
isolating the RSC. It has a duty cycle of 0.5 s, it activates when |ir| ≥ 2
p.u., and it deactivates if |vs| ≈ 1 p.u., and if the duty cycle is met. For the
reconnection of the RSC once the crowbar is deactivated, the RSC control
is reset to avoid larger transients [74].

3.2.3.4 Generator control

The control of RSC, and GSC is implemented as generic cascade proportional-
integral (PI) controls [52, 74, 77]. Figure 3.7 shows these control loops. RSC
control in Figure 3.7a, controls total active power Pt, and stator reactive
power Qs. GSC control in Figure 3.7b, controls the dc-link voltage Vdc, and
operate the converter at unity power factor (i.e. irefdl = 0). The doubly-fed

(a) RSC control loops. (b) GSC control loops.

Figure 3.7: Doubly-fed asynchronous generator control.

asynchronous generator (DFAG) is used for the variable-speed wind turbine
in Section 4.2 and Chapter 5.
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3.2.3.5 Inertial response control

Inertial response can be provided by wind turbines to support a power sys-
tem on conditions of sudden loss of generation. However, in the case of
variable-speed wind turbines (VSWTs), auxiliary control loops are needed
in order to provide an inertial response. This section describes control con-
cepts for inertial response of wind turbines.

VSWTs need specific inertial response controls because the voltage at the
terminals of the generator is decoupled from the power system voltage.
Therefore, the electromagnetic torque will not be directly influenced by
changes on the frequency of power system voltage ωs. This means that
without specific control actions the speed of the wind turbine rotor will not
vary according to changes of ωs (i.e. the wind turbine will not show an
inertial response).

Demonstration of control concepts that tap kinetic energy of a wind turbine
rotor to emulate an inertial response, has been done in [78–87]. All of them
based on the fundamental relationship between rotational speed, and kinetic
energy. For example, the work in [78] derived an inertial response control
law to tap kinetic energy from the wind turbine rotor, as indicated in Eq. 3.6

T ∗
ir = 2Hwtω̇s (3.6)

where Hwt is the so-called inertia constant [76], and ω̇s is the time derivative
of frequency of power system voltage. Observe that in Eq. 3.6 a negative
slope of ωs(t) yields a negative torque T ∗

ir.

The inertia constant of wind turbines is, in this study defined by Eq. 3.7,
where Jwt is the lumped moment of inertia of the wind turbine rotor Jrot
plus the moment of inertia of the generator rotor Jgen. In drive trains with
gearbox, Jrot is referred to the high-speed side (i.e. to the mechanical speed
of the generator rotor). ωsm is the mechanical synchronous frequency, and
Sbase is the apparent power base of the generator.

Hwt =
Jwtω

2
sm

2Sbase
(3.7)

The implementation of the control law for inertial response (Eq. 3.6) in [78,
80], includes a first order filter of ω̇s that is said to limit rate of change, and
the maximum peak of torque. Such implementation is illustrated in Figure
3.8, where the torque set point T ∗

ir, calculated with the inertial response
control law, is subtracted to a torque set point Tref, calculated from the
torque-speed operation curve of the wind turbine. Tref is then converted to
a current set point i∗qr, that is the input to the current control loop. In [79],
the same approach is taken but instead of a filter, a compensation element
k/(s2 + 2ξωns+ ω2

n) is used.
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Figure 3.8: Inertia response control -based on torque set point.

Furthermore, in [80] the inertial response control in Figure 3.8 is compared
to a control proportional to the deviation of the frequency to its nominal
value –droop control– given by Eq. 3.8.

T ∗
dr = kdr(ω0 − ωs) (3.8)

Similarly, [83, 84] utilize a power set point Pir to tapping the kinetic energy
of the wind turbine rotor. This control law is illustrated in Figure 3.9, where
∆ωs is a delta variable that represents ω̇s. The limits to the inertial response
power set point Pir are Pmin

ir , Pmax
ir . The limits to the rate of change of Pir

are d
dt
(Pir)

min, and d
dt
(Pir)

max. P ∗
ref is the optimal power set point, and Pref

the set point to the generator power control loop.

Figure 3.9: Inertia response control -based on power set point.

3.2.3.6 Damping controllers

Providing a smooth performance of the plant is one of the basic objectives of
a control algorithm. Therefore, a controller may be intrinsically designed to
damp specific oscillations, or it may include a dedicated loop that functions
as a damper. For example, the work in [50, 52, 53] demonstrated damping
of drive train oscillations during a voltage fault by controlling the set point
of the generator power control loop (Pref in Figure 3.7a), with a PI control
of generator rotor speed error as illustrated in Figure 3.10. The speed set
point ωref was calculated from a look up table of optimal speed ωop versus
wind speed Wy. In this Ph.D. study this concept is applied to implement
(1) proportional damping control for balanced fault cases –Section 5.2, and
(2) for investigations of load reduction in cases of unbalanced faults –Section
5.3.
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Figure 3.10: Damping control for balanced fault operation.

Proportional set point damper. This control is a simplified version of
the damping control shown in Figure 3.10. The concept is to change the
set point Pref in the power control loop of the generator control, according
to changes in generator speed ω. This control is shown in Figure 3.11, a
second order filter on the measured generator speed takes out drive train
oscillations, the filtered speed is used to look-up an optimal power table.

Figure 3.11: Proportional set point damper for balanced fault operation.

Basic damper. This basic damping control scheme is implemented as a
first step to explore the load reduction potential during unbalanced faults, in
terms of equivalent loads [88]. It builds on the concept of using a speed set
point, instead of a power set point to calculate the set point of the current
control loop [89]. Both q- and d- loops are shown in Figure 3.12.

Figure 3.12: Damping control for unbalanced supply voltage operation.

Resonant damping control. Resonant damping control (RDC) tech-
niques are use in many applications, formulations of resonant filters, and
their location within the control structure can vary in different literature
but the fundamental concept remains, to use a resonant filter that damps
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oscillations of the plant at specific frequencies. Figure 3.13 illustrates the
concept, in that case that the output Y of the plant has an unwanted fre-
quency at ωR, the resonant filter KRs

s2+2ζωRs+ω2

R

, will amplify that frequency

without any lead or lag phase, therefore adding the output of the resonant
filter B to the negative feedback of the plant output will damp oscillations
at ωR.

Figure 3.13: Illustration of a resonant filter used for resonant damping control
(RDC).

RDCs developed in this study have the principal objective of reducing elec-
tromagnetic torque fluctuations due to an unbalanced fault, thereby mini-
mizing wind turbine structural loads.

RD-Comp control. The resonant damping control plus phase compen-
sation (RD-Comp control), takes the approach in [89]. Using a resonant
filter, and a phase compensator, plus the basic damping control that uses
the generator speed to calculate the set point to the current control loop.
This control is illustrated in Figure 3.14, the resonant filters plus phase com-
pensators Hq and Hd, consist of a second order resonant filter set to resonate
at 100 Hz and a phase compensator to increase the gain margin. The rea-
son for aiming to a 100 Hz frequency is described further in the following
description of RDC developed.

RD-SW control. The resonant damping control with switching functions
(RD-SW control) developed here consists of the normal operation control
shown in Fig. 3.7, plus resonant filters for damping at specific frequencies,
and switches to keep the set points for current control loops practically
constant during and shortly after an unbalanced fault. The q-axis cascade
loop of the RDC is shown in Fig. 3.15. The d-axis cascade loop (not shown)
has the same structure as that in Fig. 3.15 with Qref, Qs, idr, Fd(s), Cd(s),
vdr, v

c∗
d , and Qo

s instead of Pref, Ptot, iqr, Fq(s), Cq(s), vqr, v
c∗
q , and P (ωm).

The objective of resonant filters Cq(s), Cd(s) is to damp Tem, Qs oscillations
at 100 Hz during, and partly after an unbalanced fault; while Fq(s), Fd(s)
damp oscillations at 50 Hz of iqr, idr after the fault once the control of the
outer loop is back to normal.
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Figure 3.14: Damping control plus compensators resonant filters with phase com-
pensation (RD-Comp control).

Switches are implemented as indicated in Fig. 3.15, both switches use the
same signals to change state. One of them is used to switch the process
variable (i.e. Ptot to P (ωm)) that is fed back to the outer control loop, in
order to avoid that oscillations induced by the unbalanced fault are fed back
into the outer loop and passed on to the set point for current control loop.
This is because active, and reactive power will show 100 Hz oscillations
that are generally hard to control or minimize without decomposition of
positive, and negative sequences. Namely, in Fig. 3.15 the process variable
is switched from Ptot to P (ωm) when the voltage unbalance factor VUF
is different than one. It is switched back to Ptot when VUF = 1, and
when the sampled damping term vc∗q is within the values ±V c

lim. Ptot is the
total active power calculated from current and voltage measurements, while
P (ωm) is the total active power calculated from the design table of power
vs. speed. Analogously, in the d-axis loop (not shown) the process variable
is switched from Qs to Qo

s, where Qs is the stator reactive power calculated
from current and voltage measurements, and Qo

s is the value of Qs before
the fault. Therefore, the set points for current control loops are kept nearly
constant during an unbalanced fault and until the damping terms vc∗q , vc∗d are
relatively small. Moreover, the other switch in Fig. 3.15 indicates that once
the control is back to normal the input to Fq(s) is switched to iqr, thereby
adding a term to the error of q-axis current control loop that effectively
damps 50 Hz oscillations. The same is done in the d-axis current control
loop with the input to Fd(s) switched from 0 to idr.
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Figure 3.15: Resonant damping control with switching functions (RD-SW): q-axis
loop (d-axis has the same structure with the variables corresponding
to those of d-axis of normal operation control)

Again, the objective of the resonant filters is to damp electromagnetic torque,
reactive power, and current fluctuations. The resonant filters Cq(s), and
Cd(s) in Eq. 3.9 are aimed at damping electromagnetic torque Tem and re-
active power Qs oscillations respectively. The filters Fq(s), and Fd(s) in
Eq. 3.10 are aimed at reducing current oscillations. The formulation of the
damper Cda(s) is that of a second order filter with a high quality factor Q as
in [89]. However, in order to avoid introducing other phases to the system
no further phase compensation is added in this case, the only implication is
that the gain margin is reduced. The natural frequency of dampers ωda is
equal to twice the supply voltage frequency (i.e. 100 Hz). The resonant filter
FR(s) in Eq. 3.10 is formulated as a second order system with low damping
ratio ζR, and natural frequency ωR equal to the supply voltage frequency
(i.e. 50 Hz).

Cq(s) = H1 · Cda(s) and Cd(s) = H2 · Cda(s) (3.9)

Cda(s) =
s

s2 + ωda

Q s+ ω2
da

Fq(s) = KRq · FR(s) and Fd(s) = KRd · FR(s) (3.10)

FR(s) =
s

s2 + 2ζRωRs+ ω2
R

3.2.4 Blade angle control

This section describes the blade control algorithms for fixed-speed active
stall and variable-speed wind turbines.



3.2 Wind turbine model 40

3.2.4.1 Fixed-speed active stall wind turbine

The pitch control implemented is described in Figure 3.16, it consists of a
moving average of the wind speed with a 60 seconds window, a sample hold
of the moving average every 10 seconds, a look up table for the optimal pitch
as a function of the wind speed, and a pitch servo that is modeled as a first
order filter.

Figure 3.16: Blade angle control for fixed-speed wind turbine

3.2.4.2 Variable-speed wind turbine

For the variable-speed wind turbine model, the angles of the blades in
HAWC2 model, are controlled by a deterministic adaptive control, imple-
mented according to [51, 52]. A block diagram of such control with the
objective of regulating speed is shown in Figure 3.17. It consists of a PI reg-
ulator with a scheduled gain. The schedule of the gain is designed to com-
pensate nonlinear aerodynamic characteristics. The servo motors that rotate
the blades are represented as a first order system with limits to minimum-
maximum blade angle, and blade angle rate of change. Maximum blade
angle rate is shown to be important to prevent over-speeding during a sup-
ply voltage fault [52]. Blade angle control with the objective of regulating

Figure 3.17: Blade angle control for variable-speed wind turbine.

power instead of speed was demonstrated in [79], with the purpose of achiev-
ing a faster rate of change of blade angle thereby improving the response
of FSIG wind turbine to faults. In [51] a power limitation controller with
the same structure as Figure 3.17 but regulating the error between a power
reference, and the total active power measured, was used as part of an over-
all strategy to control DFAG wind turbines aimed at maximizing efficiency.
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In the power limitation region, the power limitation controller changes the
blade angle to keep rated power, while the generator controls loosely the
speed letting it fluctuate a bit but avoiding over speeding. However, such
control is not very fast, so fast changes of wind speed are reflected as rotor
speed, and power variations. In this work, blade angle control to limit power
is used in one case to study unbalanced voltage faults in Section 5.3.

3.3 Power system models

The objective of the power system models developed in the integrated anal-
ysis environment during this Ph.D. project is to study the impact of some
power system conditions on wind turbine loads. The power system mod-
els are developed in Matlab/Simulink for interfacing with HAWC2. Even
though Matlab/Simulink is not the ideal tool for simulation of large power
systems in time-domain, under the conditions described in Section 3.3.2 it
works well and has the advantage that adding controls is essentially straight
forward. Precisely, the power system model for frequency control developed
in Section 3.3.3 is native to Simulink environment given its formulation as
transfer functions.

3.3.1 Background for power system model development

Modeling and simulation of power systems is a discipline itself. There are
already many specialized tools available with a wide range of models de-
pending on the specific purpose. Some of these tools used in wind power
related applications are described in Tab. 2.1. A common drawback of
power system simulation tools such as PSCAD, and PowerFactory is that
complex control algorithms are considerably harder to design and develop
that in Simulink. Thereby the interest on interfacing these tools with Mat-
lab/Simulink. For example, [16] demonstrates an integrated analysis ap-
proach of a wind turbine model in Matlab/Simulink, and an equivalent grid
model in PowerFactory. Part of the vision of integrated design of wind power
systems is to take advantage of the capabilities and models available in dif-
ferent specialized software. However, it is not possible at this stage because
the available interface between Matlab/Simulink and PowerFactory works
in a master-slave frame [16], where a given Simulink model is run through a
matlab engine (i.e. slave) that in turn runs the Simulink model restarting it
every time PowerFactory (i.e. master) steps in time. Initial values of states,
and relevant signal are send every time time step while global variables are
set at the beginning of the simulation.

Moreover, there are many toolboxes for power systems analysis in Matlab.
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The most relevant for the application sought in this study, and with signif-
icant user communities are considered to be PSAT, PLECS, and SimPow-
erSystems (described in Tab. 2.1). However, these toolboxes do not lend
themselves to the main objective of this study. Mainly because the models
in the blocks of these toolboxes are closed, and are not normal Simulink
blocks so they need measurements blocks to interface. Therefore, it is not
straight forward to integrate the models of those toolboxes in the integrated
dynamic analysis environment.

3.3.2 Grid equivalent model

A simplified power system in the time-domain is modeled as a double circuit
transmission line supplied by a voltage source vg. A line diagram of this grid
equivalent model is shown in Figure 3.18, where a wind farm is connected on
one side of the transmission line, and a voltage source on the other side of the
line. The transmission line is modeled as a (lumped-parameter) symmetrical

Figure 3.18: Line diagram of grid equivalent model.

RL-branch in dq-frame [90]. The corresponding voltage equations are those
of a 3-phase RL stationary-circuit in an arbitrary reference frame. Namely,
the same equations as those of the stator of an asynchronous machine, with
a different reference frame in this case. The reference frame choosen is a
synchronously rotating reference frame aligned to vg (i.e. system reference
frame). Once the voltage source vg, transmission line equivalent impedance
Zg, and wind farm current ig, are referred to the same voltage level, the
voltage equations in matrix form are given by Eq. 3.11. When this model is
connected to a wind turbine model, Eq. 3.11 is solved for the voltage at the
stator terminal vN (in the system reference frame), where the wind farm
current ig is an input.

vg − vN = Rgig + ωgLgig + Lg
˙(ig) (3.11)
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3.3.3 Model for frequency control

A model to study the dynamic response of wind turbines providing inertial
response is developed in this Ph.D. project, it is based on the premise that
active and reactive power flows are practically independent in transmission
systems [76]. Under this consideration, active power balance influences the
power system voltage frequency -that is the speed of synchronous generators
in the power system, here it will be referred to as system frequency– and not
the voltage. The model considers only the lumped response of generation
and load, and speed governing control.

Generation and load. The response in frequency (i.e. ∆ωs) of gener-
ation and loads in a power system, to changes in the power balance ∆Peq

can be represented as a first-order system [76]. The time constant of such
equivalent system is a lumped inertia constant Mgl, that is the sum of the
inertia constants of the generating units in the power system in question.
The damping provided by the loads in the system is lumped in a damping
constant Dgl. The transfer function of this representation of generation and
load in a power system is given in Eq. 3.12.

Hgl(s) =
1

Mgls+Dgl
(3.12)

Speed governing. The control of the generation units is modeled as a
typical speed governor and turbine. The speed governor consists of a PI
control of speed, the set point is calculated with the linear relation of
changes in load to speed deviation –droop of speed-to-load, or speed reg-
ulation characteristic– the output is a command to the turbine to increase
or reduce production accordingly. Eq. 3.13 is the transfer function of the PI
control of speed, where Kp−g is the proportional gain and Ki−g the integral
gain.

Hg(s) =
Kpgs+Kig

s
(3.13)

The turbine is represented as a first order system with a time constant τt,
has shown in Eq. 3.14.

Ht(s) =
1

τts+ 1
(3.14)

The implementation of the frequency control power system model is done
in delta variables as shown in Figure 3.19, where ∆ωs is the deviation of
the system frequency from the synchronous value. ∆Peq is the active power
balance between generation and load, ∆PL changes in load, and ∆Pwf the
changes in power from wind power plants.
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Figure 3.19: Power system model for frequency control.

3.4 Summary

This chapter presented models of wind turbines, and power systems to be
used with the simulation environment described in Chapter 2 for integrated
dynamic analysis. The wind turbine models are fixed-speed active stall, and
variable-speed (DFAG) wind turbine. Aeroelastic and standard drive train
models are implemented in HAWC2. Generator system, blade angle control,
and power system models are implemented in Matlab/Simulink.

The aeroelastic models in HAWC2 comprehend wind field, aerodynamic
and aeroelastic phenomena, and multibody formulation of the structure and
standard drive train. Different drive train models were considered, however
the standard drive train model with ideal gearbox is sufficient for studying
structural loads at lower frequencies. For example the standard drive train
model that includes gearbox torsional stiffness, only adds dynamics at very
high frequencies.

Generator system model consists of electrical generator and control. The
electrical generator modeled is an asynchronous generator, a reduced order
model and a full order model were implemented. A detailed derivation of
these models was done. The derivation of the full order model is straight
forward, however the reduced order model involves some algebraic operations
that were not very clear in the literature reviewed. Furthermore, it was
considered important that the dynamic models output the right steady state
value. Therefore, the models derived were compared to a steady state circuit
equivalent model, finding good agreement.

For DFAG the generic cascade PI control, inertial response control, and
damping controls were implemented. The inertial response control was im-
plemented to suit the power system model for frequency control. The con-
cept of resonant damping control (RDC) was introduced, and it is applied to
develop controls to damp torque oscillations due to unbalanced supply volt-
age. The new RDC strategy is used in Chapter 5 to demonstrate reduction
of structural loads.

Basic principles of power systems modeling and simulation were applied to
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implement two power system models: a grid equivalent model of a transmis-
sion line, and model for frequency control.

These models can be used for integrated dynamic analysis for different ob-
jectives. For example to improve the design of wind turbine components, or
to study the impact of power system conditions on wind turbine structural
loads, as it is described in Chapters 4 and 5.



Chapter 4

Application examples

In previous chapters the integrated dynamic analysis environment and its
models were described. This chapter introduces two application examples,
Section 4.1 presents an integrated dynamic analysis of a fixed-speed wind
turbine, while Section 4.2 analyses the response of a variable-speed wind
turbine providing frequency control support to a power system.

4.1 Dynamic analysis of fixed-speed wind turbine

In the following, a fixed-speed wind turbine is analyzed using the HAWC2-
Matlab simulation environment described in Section 2.3. The wind turbine
under analysis is a 2 MW, fixed-speed active stalled wind turbine directly
connected to the grid. The focus of this analysis is to observe the structural
signals in the frequency range of the natural frequency of the generator
speed.

4.1.1 Analysis of asynchronous generator

The full order asynchronous generator model, combined with the equation
of conservation of motion is analyzed in Section A.3.4 (page 104, Appendix
A). The analysis follows transient response to change in torque load, lin-
earization of state space model, and eigen value analysis. The eigen values
of the system matrix (Equation A.55) versus slip in the generator operation
range, is shown in Figure 4.1. On the left vertical axis (blue) the real part
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of eigen values, on the right axis (red) the positive imaginary part. Observe
that eigen values are essentially constant around the operation range of the
generator. The real part of stator flux linkages is around 2 Hz (blue dashed
line), and the imaginary part is around 50 Hz (red dashed line). Similarly,
the real part of the rotor flux linkages eigen values (blue solid line) is around
1 Hz, and the imaginary part (red solid line) is around 4 Hz. The eigen value
corresponding to the generator speed, is a real value around 2 Hz for slip
less than 5%.
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Figure 4.1: Eigen values of asynchronous machine with short circuited rotor, over
different operating points of generator mode -blue lines are read with
the vertical axis on the left, read lines are red with the vertical axis
on the right.

Table 4.1 shows eigen values, damping ratio, and natural frequency of the
corresponding modes of the asynchronous generator at rated operation, 0.4%
slip. The purely electrical mode is given by the stator flux linkage eigen val-
ues, it has very low damping, and higher natural frequency than the mode
corresponding to the rotor flux linkange eigen values. The electromechanical
modes are given by the rotor flux linkages, and generator speed eigen values.
The rotor flux linkage eigen values depend on machine parameters, and on
generator speed. The generator speed eigen value depends also on machine
parameters. Furthermore, it depends on number of magnetic poles, gener-
ator rotor inertia, and rotor flux linkages. This mode is a decaying mode
that is critically damped. The electromechanical mode that stems from these
eigen values, is more damped the purely electical mode, and its frequency is
much lower, actually in the range of structural modes and P-frequencies.
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Table 4.1: Eigen values of asynchronous generator at 0.4% slip.

State Eigen value Damping Frequency
σ ± jω −σ√

σ2+ω2
f

stator (∆λds, ∆λqs) −2.02± j49.92 0.04 49.92
rotor (∆λ′

dr, ∆λ′
qr) −1.01± j4.21 0.23 4.21

speed (∆ωre) -2.04 1 0

4.1.2 Numerical simulation of fixed-speed wind turbine

This section presents numerical simulations results with the integrated sim-
ulation environment. Generator model and blade angle control in Mat-
lab/Simulink, while the dynamics simulated in HAWC2 are stochastic wind
field (turbulence, logarithmic shear profile), aerodynamic phenomena (tower
shadow, dynamic and yawed inflow), and structural phenomena (large de-
flections, gyroscopic and centrifugal effects). The following Section 4.1.2.1
presents time domain simulation results, and Section 4.1.2.2 presents spectra
of loads, and electromagnetic torque.

4.1.2.1 Time domain simulation results

This section presents time domain simulation results under normal operat-
ing conditions. Namely, operation during 600 s, under rated wind speed
operation 12 m/s, with turbulence intensity of 10%. Figure 4.2 shows the
wind speed perpendicular to the rotor at hub height (80 meters) on the top,
the blade angle of the blades in the middle plot, and the power produced by
the wind turbine. Observe the discrete kind of response of the blade angle,
the control turns the blades towards stall (negative blade angle values) at
high wind speeds to limit power, and turns the blades into the wind (positive
blade angle values) when the wind speed is lower. However, the blade angle
control is not fast enough to keep up with wind speed fluctuations, therefore
the large power fluctuations typical of fixed-speed wind turbines.

Figure 4.3 shows the tower top, and tower bottom bending moments. On the
top plot tilt moments, in the middle plot side-to-side moments, and on the
bottom plot yaw moments. Obviously, the tilt and side-to-side moments on
the tower bottom are larger than on the tower top, while the yaw moments
in the same magnitude range. Figure 4.4 shows flapwise (Mx), and edgewise
(My) blade root moments. The flapwise bending moment is clearly the most
influenced by wind field turbulence, and has a larger absolute mean value
that the edge wise bending moment.
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Figure 4.2: Wind speed, blade angle and power

4.1.2.2 Spectra of loads and electromagnetic torque

Analyzing spectral qualities of wind turbine loads, and electrical signals
can provide information about some of the important dynamics of a wind
turbine. It is however not simple to identify modes from time series, because
wind turbines are very complex systems that have in practice many modes.
Those modes also may change depending on the operating conditions. For
example, P-frequencies naturally change with the rotational speed. Also
blade modes change to some extend due to stiffening caused by inertial loads.
For example, in [71] a Campbell diagram computed with HAWCModal for a
similar wind turbine, shows the P-frequencies and wind turbine modes. The
modes relevant for this study are (1) 3rd asymmetrical rotor flap/yaw + 1st

tower yaw at 3.97 Hz, (2) 2nd rotor edge at 4.08 Hz, and (3) 3rd asymmetrical
rotor flap/yaw + 2nd tower bending at 4.43 Hz. P-frequencies are straight
forward to calculate, they are shown in Table 4.2 for rated speed.

The following Figures 4.5-4.7 (page 52) present the spectrum of structural
loads (light colors), and electromagnetic torque (blue), calculated from a
similar time simulation as the one presented in the previous section. In this
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Figure 4.3: Top and bottom tower bending moments, from top to bottom: tilt,
side-to-side, and yaw.

Table 4.2: P-frequencies at ωh = 1.9713 rad/s

1P 2P 3P 6P 9P

0.32 0.63 0.94 1.88 2.51

case however keeping the blade angle constant. These spectra have been
normalized with the minimum value of each signal, therefore the spectral
magnitude is not to be compared across signals, the reason is to make it
simpler to compare frequencies of peak values. In every figure, one can
observe the main P-frequencies very clearly in most of the signals. On the
other hand, structural modes are seen in their corresponding signals, and in
some cases across the structure. P-frequencies, and modes can be close to
each other and therefore it can be hard to tell them apart.

The spectra of blade root bending moments, and electromagnetic torque
are shown in Figure 4.5, the values of the main peaks in the spectra are
indicated, they are P-frequencies and/or wind turbine modes.

Similarly, in Figure 4.6, the spectra of tower bottom bending moments and
electromagnetic torque are shown, it can be observed that side-to-side tower
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Figure 4.4: Blade root moments

moment, and yaw moment spectra show a peak at around 4 Hz. Notice also
that electromagnetic torque shows a peak at around 4 Hz, as expected from
the eigen value analysis, this should be the electromechanical mode from
generator rotor flux linkages. It can also be an electromechanical mode
combining the mode from rotor flux linkages and the mode from generator
speed. Finally, Figure 4.7 shows spectra of shaft bending moments and
electromagnetic torque. Modes above 3 Hz are very well damped in shaft
bending moments spectra. Therefore, blades loads will not be significantly
affected by modes from tower and generator at frequencies higher that 3 Hz.

4.1.2.3 Tower load spectra with different generator models

In the former spectra of loads, and electromagnetic torque presented in the
previous section it can be observed that the spectrum of the side-to-side
tower bottom moment has a mode that is close to that of the generator
electromechanical mode. In this section to illustrate this case better, a com-
parison of spectra with different generator models is presented in Figure 4.8
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Figure 4.5: Spectrum of blade root bending moments and electromagnetic torque

(page 54). Namely, Figure 4.8a shows the spectra of tower bottom side-to-
side bending moment with a full order model as in the previous simulations,
and with a slip model. Observe that at around 4 Hz the spectrum from sim-
ulations with a full order generator model higher energy that the spectrum
from a slip model generator. Naturally, the same behavior is observed in
the generator electromagnetic torque spectra, shown in Figure 4.8b.
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Figure 4.6: Spectra of tower bottom bending moments and electromagnetic
torque
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Figure 4.8: Comparison of spectra with full-order, and slip generator model.
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4.2 Dynamic analysis of wind turbines providing

frequency support

Nowadays, wind power plants are conceptually able to provide any kind of
ancillary services that modern power systems require. In the technical liter-
ature, it is widely proposed that given a sudden, and large unbalance of the
power system active power, wind turbines can respond to help controlling
the frequency within the system operator limits in order to avoid load shed-
ding or system collapse. Such response may be intrinsic (i.e. fixed-speed),
or controlled (i.e. variable-speed wind turbines).

Regarding the time frame of the response, and purpose of the control the
simplest categorization of frequency response may be:

• instantaneous to within a few seconds (i.e. inertial response, primary
response), or

• more than a few seconds after the event once the frequency is again
stable, but not at it’s nominal value (i.e. secondary response)

This section presents numerical simulations of a variable-speed wind turbine
(DFAG) proving frequency support, the focus is on inertial response. The
objective is to demonstrate the integrated dynamic analysis of the impact on
the structural loads of a wind turbine. Because, although it is intuitive that
the more abruptly the inertial response control acts, the more stress the
wind turbine subsystems will experience, there are no formal assessments
of loads on wind turbines operating in this condition. Moreover, there are
no models proposed to have a sensible estimation. For this purpose the
power system model for frequency support, presented in Section 3.3.3 (page
3.3.3), is coupled to a wind farm. This system is shown in Figure 4.9, the
power system composite response to changes in power balance is represented
with a speed governor with droop, a prime mover (turbine), and the lump
response of generation and load as described in Section 3.3.3. The wind
farm is represented by an aggregation of a single wind turbine model.

Wind turbine aggregation. Simulation of the power production of a
wind farm, from simulation of the power from a single wind turbine is not
trivial. Most of the literature addressing inertial response of wind turbines
([78–85]) use constant wind input, except for [86] that compares two control
concepts, and wind turbine technologies in terms of a so-called wind distur-
bance margin. In [82] the contribution of a single wind turbine is linearly
aggregated to represent the total response of a wind farm. A linear aggre-
gation makes sense when simulations are performed with a constant wind
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Figure 4.9: Integrated dynamic analysis model for power system frequency con-
trol.

speed field or velocity, Eq. 4.1 expresses a linear aggregation of the power
from a single wind turbine to the power of a wind farm. Pwf is the wind
farm power output, Nwt is the number of wind turbines, and Pwt,i the power
output of a single wind turbine.

Pwf =

Nwt
∑

i=1

Pwt,i (4.1)

A simple way of aggregating the power calculated with a single wind turbine
model under turbulent wind field, is to assume that the power fluctuations
from wind turbines are identical stochastic processes, normally distributed
and uncorrelated. Furthermore, it can be assumed that the response of the
wind turbines to the inertial response control is instantaneous and synchro-
nized. Eq. 4.2 represents this simplified aggregation concept, δP tu

wt,i is the

power fluctuations due to turbulence from a single wind turbine, and δP ir
wt,i

the power exchanged between the wind turbine and the power system during
the inertial response.

Pwf =

Nwt
∑

i=1

(P o
wt,i + δP ir

wt,i)

√

√

√

√

Nwt
∑

i=1

(δP tu
wt,i)

2 (4.2)

Coupling to wind turbine model. The partial coupling of DFAG wind
turbines to power system frequency was analyzed in [81], showing that DFAG
is completely decoupled when the rotor current controller has a large band-
width (i.e. is a fast controller, which is the case normally). This coupling
is also considered marginal in [78–82, 84–86]. Therefore, the in this study
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the power system frequency variation ∆ωs from the power system frequency
control model is only an input to the inertial control response previously
described.

Simulation results. The simulation case presented in this application
example is that of a wind farm inertial response in case of loss of load. The
simulations are done wind a constant wind field at rated wind speed (12
m/s), the wind farm is composed of 6 DFAG wind turbines of 2 MW. The
power system has total capacity of 60 MW, with standard speed governor-
turbine settings, and lumped inertia and damping values.

Figure 4.10 shows the response of the power system frequency to an 8% loss
of generation, two scenarios are simulated one with the wind farm operating
and providing inertial response, and the other wihtout the wind farm. As
it is expected the frequency drop due to the sudden loss of generation is
alleviated by the wind farm providing inertial response compared to the
case where the wind farm is not active.
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Figure 4.10: Power system response to loss of generation

The response of the wind turbine with inertial control during the sudden
loss of generation is shown in Figure 4.11. The generator torque increases
rapidly, as shown on the top plot in Figure 4.11a, from the instant that
the generation loss occurs due to the inertial response control, this leads
the speed in the low-speed shaft to drop, and consequently the blade angle
control reacts turning the blades to catch more power from the wind. Figure
4.11b shows the structural loads that are most affected during this inertial
response event, from top to bottom: the torsion on low-speed shaft, the
tilt moment at the tower bottom, and the yaw moment at the tower top.
Naturally, the tilt moment at the top of the tower and the yaw moment at
the bottom of the tower are also affected during this operation. However,
in a lower scale since in the case of the yaw the load is taken by the whole
tower structure beginning at the top, the moment transferred to the bottom
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is largely damped. The increase in tilt moment is produced by the change
in thrust, therefore much lower at the top than at the bottom of the tower.
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Figure 4.11: Wind turbine loads while emulating inertia.
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4.3 Summary

This chapter presented application examples of the models, and the inte-
grated design dynamic analysis environment previously developed. Namely,
an analysis of the dynamics of an asynchronous generator was presented,
the eigen of generator flux linkages, and rotor speed were mapped for differ-
ent operation points. Numerical simulations of a fixed-speed wind turbine
showed that a side wise tower mode is very close to the electromechanical
modes of the generator. These modes therefore couple, as can be seen in the
spectra by an increased energy at around 4 Hz, when the generator model
includes the rotor fluxes dynamics. Despite this coupling the system was
stable under the conditions simulated.

Furthermore, a integrated analysis of a wind farm providing inertial re-
sponse to contribute the control of the power system frequency during a
loss of generation was presented. This integrated analysis allows to simulate
the impact on the power system frequency of inertial response from wind
turbines, while also the dynamic response of generator system, blade angle
control, and structural loads can be studied. It was observed that torsion
at the shaft, tower bottom tilt moment, and tower tow yaw moment are the
structural loads affected on wind turbines providing inertial response with
the controls described.

The application examples presented in this section give confidence in the
integrated simulation approach and models developed in this Ph.D. project.
These examples also show that there are advantages from an integrated
simulation approach.



Chapter 5

Impact of voltage faults on

wind turbine structural loads

This chapter presents the application of the simulation environment de-
scribed in Section 2.3, and models described in Chapter 3 to study the
dynamic response of a wind turbine due to a fault of the supply voltage.
The case of a balanced voltage fault is addressed in Section 5.2, while the
case of unbalanced voltage fault is treated in Section 5.3.

5.1 Introduction

This is a general introduction to the issues related to faults of the supply
voltage of wind turbines. A fault is a short-circuit somewhere in the power
system, for example in one or more phases of a transmission line. In the
context of this work a fault of the supply voltage, is essentially a sudden
reduction of the voltage magnitude at the terminals of the generator of a
wind turbine. A detailed definition, and classification of voltage magnitude
events according to international standards can be found in [91]. The case
simulated in Section 5.2 falls in the category of instantaneous interruptions:
a complete voltage drop that lasts less than 0.5 seconds.

When a fault occurs the current increases rapidly, the protections then ac-
tivate to isolate the fault, and the voltage comes back to normal. During
the fault, the wind turbine generator looses (completely in the case of a bal-
anced fault, and partially in the unbalanced cased) its capacity to produce
electromagnetic torque to counteract aerodynamic torque. Therefore, wind
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turbines used to be disconnected from the power system, and shut down
to avoid an uncontrollable situation that could potentially damage them.
However, with a high share of wind power in a power system, disconnecting
many wind turbines suddenly would compromise the stability of the power
system. Therefore requirements for wind turbines to stay connected during
low voltage have been adopted by power system operators in many coun-
tries already since the end of the nineties. Such requirements are referred to
as fault ride-through (FRT) or low voltage ride-through (LVRT). A review
the requirements in place at the distribution, and the transmission level in
Denmark, Ireland, Germany, UK, Spain, Italy, USA, and two provinces of
Canada is presented in [91]. Emerging markets of wind power like the Chi-
nese have introduced LVRT requirements as of 2009 [92]. The requirements
of different countries differ mainly in (a) the duration and magnitude of a
fault that a wind turbine most ride-through, (b) the behavior of the wind
turbine current injection current during and after the fault. Discussion of the
different requirements, and the implications to wind turbine FRT capability
is outside the scope of this work.

Naturally, studies of FRT have been undertaken mainly with simple models
oriented to power system stability. Such models include simple representa-
tion of aerodynamics and drive train, e.g. by a Cp curve, and either the
swing equation or a two mass model to represent the torsion of the low
speed shaft [5, 50, 52, 74, 75, 77, 93–100]. The question of whether taking
into consideration the dynamics of the wind turbine rotor structure has an
impact on the transient performance of wind turbines has been addressed
in [10]. The conclusion is that a two mass model may not be enough for
transient stability studies, because some torque oscillations that could with
the electrical system are not considered. An effective two mass model was
proposed that takes into consideration the dominant low frequency dynam-
ics of blades, and shaft. However, such models are not enough when the
objective is to verify that a given wind turbine design can FRT according to
grid operator requirements, and at the same time verify the structural loads
are not prohibitive, and that components are not exposed to dynamic loads
outside their design specifications. Therefore, this Ph.D. project by means
of combining simulation tools in an integrated simulation environment, con-
tributes to these investigations.

Regarding FRT wind turbine control, it has been shown that for DFAG
wind turbines adding a damping control loop can reduce drive train oscil-
lations that otherwise are only slightly damped 10 seconds after the fault
[52, 53]. The influence of control parameters on the behavior of the wind
turbine protection system after the fault is studied in [94], the selection of
the protection system (i.e. the value of the crowbar resistance) is treated in
[96]. In [94] it is shown that the proportional gain (Kp2) of current control
loops have an impact on the performance of the generator after the fault,
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to the extend that the protection system can be activated again, when the
fault is cleared. A lower Kp2 will allow a higher stator (and rotor) current,
whereas a higher Kp2 will reduce the maximum value of current. Further-
more single-cage, and double-cage operation of rotor circuit yields a different
rotor current and therefore different rotor speed response to sudden voltage
changes with a low Kp2, of the current control loops [94]. However with the
more aggressive controller (i.e. higher Kp2) the rotor speed response is es-
sentially the same. It is important to notice, that even if the speed response
was similar in the case with high Kp2, the electromagnetic torque and stator
current were not. Consider that double cage is principally changing the rotor
resistance, and so does the crowbar, the ratio of crowbar resistance to rotor
resistance plays also a role in the response to the fault [96]. In general, a
higher crowbar resistance reduces the slope of the torque-speed, and reactive
power-speed curves [52]. Therefore, a higher crowbar resistance makes the
electromagnetic torque less sensitive to changes in speed, and reduces the
reactive power consumption of the generator at a given speed.

5.2 Balanced voltage fault

The general objective of this section is to analyze the impact that a balanced
supply voltage fault, and wind disturbances have on the structural, and the
electrical systems of a DFAG wind turbine. The focus is on dynamics below
50 Hz, disregarding very high frequencies (gearbox dynamics, and converter
switching). Figure 5.1 illustrates the interaction of the subsystems modeled,
where the power system model is the grid equivalent model described in
Section 3.3.2, the asynchronous machine is the full order model, the generic
generator and blade angle controls are used with the proportional set point
damper described in Section 3.2.3.6.

The impact of wind disturbances, and a fault without reconnection of the
rotor side converter are qualitatively analyzed in Section 5.2.1, while Section
5.2.2 studies the dynamic response to a fault, with activation and deactiva-
tion of the protection system.

5.2.1 Wind disturbances and fault

Analysis of a variable-speed wind turbine under a fault –which does not
trip the protection system–, using models that consider aerodynamics and
a modal representation of the structure, can be found in [9]. In general, the
tower lateral acceleration, and the low-speed shaft twist angle/moment of
fixed- and variable-speed wind turbine, are known to be sensitive to voltage
faults [9, 19, 21].
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Figure 5.1: Block diagram illustrating the subsystems modeled with the main
variables they exchange, (blue quantities are references or measure-
ments).

The first simulation case is shown in Figure 5.2, it consists of simulations
with 0%, 10%, and 20% turbulence. The events simulated in this case are a
wind gust and a voltage fault. The wind gust is 3 m/s simulated at t = 70
s, Figure 5.2a shows wind speeds in the top plot.

A balanced AC fault at one of the lines of the double circuit is simulated at
t = 80 s, the voltage drops to about 0.3 p.u., the fault is cleared after 200
ms, and the voltage comes back to normal. Figure 5.2a shows the voltage
at the wind turbine terminals in the middle plot. When the fault occurs the
protection switch disconnects the RSC, the RSC stays disconnected.

Figure 5.2b shows electrical power in the top, in the middle plot the torque
at the low-speed shaft, and the rotational speed of the low-speed shaft is
shown in the bottom plot. Observe that the torque on the low speed shaft
is significantly high at the moment the voltage comes back to normal, it
reaches nearly six times the value during normal operation. Moreover, it
can be observed in Figure 5.2b that the wind gust induces variations of the
speed ω (i.e. speed at low-speed shaft). These variations induce fluctuations
in the power that are reflected in the DC-link voltage (Figure 5.2c), however
not dramatically.

Furthermore, from Figure 5.2b it can be seen that as ω is generally fluctuat-
ing more with higher turbulence, also during the fault the fluctuations of ω
are larger with higher turbulence. Evidently, the same behavior is expected
from other structural and electrical variables. This can be observed from
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Figure 5.2: Case 1. Response to wind gust, turbulent wind, and AC fault.
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Figure 5.2d in the tower side-to-side moments. However, in the electrical
variables the influence of the turbulence is not so noticeable, for example
in the rotor current, DC-link voltage and electromagnetic torque shown in
Figure 5.2c.
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Figure 5.2 continued: Case 1. Response to wind gust, turbulent wind, and AC
fault.
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5.2.2 Fault and reconnection

In the second simulation case Figure 5.3, a balanced fault in one of the lines
of the double circuit is simulated at t = 60 s with the same characteristics
as in the previous case, while the wind is kept constant, as shown in Figure
5.3a. The over-current protection of the RSC activates itself when the rotor
current exceeds the threshold, and deactivates when the duty cycle is met
and the current and voltage are back to normal.

Figure 5.3b shows on the top plot the electrical, and the aerodynamic power,
observe that the electrical power falls abruptly during the fault, while the
aerodynamic power does not drop because the wind turbine blade angle
control is working in normal operation. The aerodynamic power however,
does fluctuate after the fault, due to the changes of electromagnetic torque
that impose fluctuating loads on the shaft (Mfx and Mmid in middle plot)
that in turn produce changes of speed ωlss, and ultimately oscillations of the
hub speed ωhub (bottom plot). Figure 5.3c, illustrates the effect of the fault
and the role of the over-current protection on the rotor current |Ir|, dc-link
voltage Vdc, and electromagnetic torque Tem. Namely, it can be observed
how Vdc responds after the fault, once the protection is removed. Figure 5.3d
shows that the loads on tower top side-to-side moment during the fault, and
the removal of the protection can reach relatively high peak values.
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5.3 Unbalanced voltage fault

This section presents an integrated dynamic analysis of a wind turbine dur-
ing an unbalanced voltage fault. Unbalanced faults are more common that
balanced faults, and according to [89, 101–105] electromagnetic torque oscil-
lations produced by unbalanced supply voltage may damage wind turbines.

The purpose here is to study the potential for load reduction. The impact on
loads is measured in terms of 1-Hz equivalent loads, and maximum-minimum
values relative to those during normal operation. The most important aeroe-
lastic, structural, electrical, and control dynamics are considered in the in-
tegrated simulation environment described previously.

The particularities of an unbalanced fault, a review of controls for DFAG
generators under unbalanced voltage supply, and a description of equivalent
loads can be found in the following Sections 5.3.1, 5.3.2, and 5.3.3 respec-
tively.

The dynamic response of control variables, structural loads, and electrical
variables is discussed on the basis of the simulation results in Section 5.3.4.
Quantification of load reduction potential using resonant damping control
is addressed in Section 5.3.5.

5.3.1 Torque oscillations due to unbalanced voltage

The assumption of balanced voltages, and symmetric circuit parameters
makes it possible to analyze multi-phase circuits by means of single-phase
equivalent circuits. For example, voltages in a balanced 3-phase circuit can
be represented by a set of 3 phasors of equal magnitude, displaced 120 de-
grees from each other (i.e. a balanced set of phasors); when the voltages are
unbalanced is possible to transform the unbalanced set of phasors, to three
sets of balanced phasors (i.e. positive, negative, and zero sequence) using
Fortescue’s theory of symmetrical components [76]. Therefore, in general
the analysis of 3-phase circuits under unbalanced conditions should include
positive, negative, and zero sequences. However, when an unbalance voltage
fault occurs somewhere in the power system, the voltage at the terminals
of a typical DFIG wind turbine will not include a zero sequence due to the
connection (D-Y) of the step-up transformer. Furthermore generator stator
circuit [101], and power converter normally do not have a neutral conductor,
and so zero sequence will disappear [97]. Negative sequence supply voltage
will induce oscillations of fluxes, DC-link voltage, and grid-filter current at
twice the supply voltage frequency [97]. Flux oscillations give rise to elec-
tromagnetic torque oscillations, it is intuitive that such torque oscillations
will increase mechanical stress, or even damage wind turbine components
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according to [89, 101–105].

5.3.2 Review of control techniques

In [102] torque, and reactive power oscillations induced by unbalance volt-
age supply are reduced adding feedback compensation terms of rotor and
stator currents to RSC current control references. Control of RSC using vec-
tor control and flux-linkage observers during an unbalanced voltage fault is
demonstrated with simulations in [106]. In [89], torque and reactive power
measurements are compensated and fed back to RSC voltage references.
The compensation is done with a resonant filter and lead compensation (i.e.
resonant damping control -RDC). Reduction of torque, and reactive power
oscillations is shown with experiments and simulations. A RSC current con-
trol based on negative and positive sequence decomposition is shown in [107].
Based on analytical results, [107] states that the voltage rating of RSC has
to be increased in order to control the negative sequence current. The worst
condition is at high rotor speed, and large unbalance [107]. Different tech-
niques for coordinated control of RSC and GSC during unbalanced supply
voltage are presented in [103, 104, 108–116], where also unbalanced faults
are addressed in [103, 108, 110, 111, 115, 116]. Proportional resonant (PR)
control is used in [113], proportional integral plus resonant (PI-R) control
is used in [112], both relay on resonant filters that are formulated as second
order systems with low damping ratio ζ (i.e. Eq. 3.10). This formulation
is common in control of inverters, for example PR control in [117] is used
for current/voltage control of grid connected inverters with advantages over
conventional PI control such as reduced computational effort, and selective
harmonic compensation. Other example of resonant filters is [89], where fil-
ters are formulated as second order filters with a high quality factor Q (i.e.
Eq. 3.9). Either formulation results in a system that resonates at a given
frequency when Q is high, or ζ is low (i.e. 2ζ = 1/Q).

In this Ph.D. project, damping controls were developed as described in Sec-
tion 3.2.3.6 (page 35). The control concepts developed for unbalanced oper-
ation have been applied in studies conducted during this Ph.D. project, to
investigate the reduction of structural loads under different wind conditions.
For example, the basic damper (Figure 3.11, 36) and the RD-Comp control
(Figure 3.14, 38) have been shown to reduce structural loads. However,
when these controls are used under normal operation, wind turbulence will
have a large impact on the power output. RD-SW control was developed
to address normal operation under turbulent wind, results are presented in
[118] and in the following sections.
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5.3.3 1-Hz equivalent loads

In order to compare the impact on fatigue loads between normal opera-
tion and the operation under a fault, a 1-Hz equivalent load is calculated
for each case, and normalized with respect to a based case. The concepts
of equivalent damage, and equivalent load applied to wind turbine fatigue
loads are addressed in [119–123]. The equivalent load So given by Eq. 5.1,
used in this work is that defined in [121]. So represents a constant load
amplitude that for a choosen equivalent number of cycles Neq (i.e. 1 cy-
cle per second means a one-hertz equivalent load), would produce the same
damage as a load spectrum with ni cycles for Fi load amplitudes. ni and
Fi are calculated using a rainflow counting algorithm [124]. m is the slope
of the material cyclic stress to cycles-to-failure (SN curve), representative
values for materials that would mainly constitute shaft, blades, tower top,
and tower bottom were used according to [125].

So =

(

1

Neq

∑

i=n

niF
m
i

) 1

m

(5.1)

5.3.4 Simulation results

Three simulation cases are considered in order to estimate the relative impact
of an unbalance fault on structural loads. The operation under normal
conditions without any fault of the supply voltage is the base case, referred
to as: normal. The second case is when an unbalanced fault occurs and
the resonant damping control (RD-SW) is applied, this case is labeled as
damper. The third case is when an unbalanced fault occurs, and no special
control to damp the oscillations is used, in the figures this is labeled as:
unctrl.fault.

An unbalanced fault in the power system, seen at the terminals of the wind
turbine generator as a single-line-to-ground fault was emulated by dropping
the voltage magnitude of one phase to 70% of its nominal value during 600
ms. 3-phase and dq voltages are shown in Figure 5.4, 100 Hz oscillations
due the unbalanced is of 3-phase voltages are seen in dq voltages.

Electrical loads are shown in Figure 5.5, on the top plots the response of the
RSC control variables (vdr, and vqr) to the fault is shown in terms of the
magnitude of rotor voltage |Vr|, and magnitude of rotor current |Ir|; total
active power Ptot, and stator reactive power Qs are shown in the bottom
plots. Figure 5.5b is a zoom of Figure 5.5a at the instant that the fault
is cleared, voltage goes back to normal, and control switches back to Ptot,
Qs, iqr, idr. From Figure 5.5a it can be seen that as the fault occurs at 90
s, the damper is activated to reduce torque, and reactive power oscillations
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Figure 5.4: Voltage at stator terminals at start of unbalanced fault.

(i.e. damper), the rotor voltage fluctuates more compared to the case when
there is no special control during the fault (i.e. unctrl.fault). After the
fault the RD-SW helps to reduce the oscillations induced by the sudden
restoration of the stator voltage.

Structural loads in Figure 5.6 show the response of the wind turbine to
an unbalanced fault, only the structural loads that are most influenced are
presented: shaft torsion, tower bottom and tower top side-to-side moment.

5.3.5 Quantification of load reduction

This section compares structural loads amongst different simulation cases,
with different wind conditions and control settings in order to quantify the
possible reduction of structural loads and the impact on electrical variables.
Comparison of loads for different wind speed turbulence intensities is done
in Section 5.3.5.1 to ponder the influence of turbulence intensity, also to
measure the load reduction potential using RD-SW.
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Figure 5.5: Electrical loads from top to bottom: rotor voltage and current, total
active power and stator active power. In each plot, normal operation
with dash-dot (normal), unbalanced fault with RD-SW in solid thick
(damper), and unbalanced fault with normal control in solid thin line
(unctrl.fault).
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Figure 5.6: Structural loads from top to bottom: shaft torsion , tower bottom
(T.B.) and tower top (T.T.) side-to-side moment. In each plot, normal
operation with dash-dot (normal), unbalanced fault with RD-SW in
solid thick (damper), and unbalanced fault with normal control in
solid thin line (unctrl.fault).
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5.3.5.1 Comparison of loads at different turbulence intensities

Relative fatigue loads. The concept of 1-Hz equivalent load So was de-
scribed in Section 5.3.3, rainflow calculations on time series of loads (i.e.
Figure 5.6) yield 1-Hz equivalent loads So according to Eq. 5.1. Normal-
ized So of structural loads at different wind speed turbulence intensities are
presented in Figure 5.7. It is intuitive that increased turbulence intensity
will yield more load cycles, therefore larger So. Figure 5.7 illustrates the
influence of turbulence intensity on So of shaft torsion, tower bottom (T.B.)
and tower top (T.T.) side-to-side moments, by comparing the damper to the
normal, and to the unctrl.fault case.

Bare in mind that the stochastic nature of So is not represented here, namely
that each data point is actually one sample (at one wind turbine operating
point) of an stochastic variable whose probability distribution function de-
pends on many parameters, mainly on wind speed distribution and coher-
ence [121]. A comprehensive statistical analysis is outside the scope of this
work, it is however interesting when considering to evaluate the actual cost
of reducing loads over life-time.

The general conclusions from Figure 5.7 are (1) an unbalance fault imposes
very large shaft and tower top loads, (2) RD-SW can reduce shaft and tower
top at the expense of increasing slightly tower bottom loads, (3) even with
RD-SW loads due to unbalance fault are extremely large. These conclusions
are further explained, for example regarding shaft normalized So, Figure
5.7b shows that damper is less that 40% of unctrl.fault, this means that
RD-SW control is achieving a 60% load reduction of shaft So. However,
the comparison of shaft So between damper, and unctrl.fault in Figure
5.7a shows that the shaft So in damper are about 70 times those in normal

at very low turbulence intensities; while at higher turbulence intensites this
difference is reduced to about 45 times. Similar conclusions can be drawn
regarding the tower top side-to-side loads, where at low turbulence intensity
damper So are about 4.5 times normal So. This demonstrates that using a
control strategy to reduced shaft and T.T. loads imposed by an unbalanced
fault is important.

Furthermore, from Figure 5.7b the reduction of shaft torsion and T.T. mo-
ment is very significant in damper compared to normal, however T.B. mo-
ment is increased in damper compared to normal, particularly at lower tur-
bulence intensity values (i.e. below 0.1). Moreover, comparing the trends
of plots in Figure 5.7b to those of Figure 5.7a it can be said that given
an unbalanced fault the influence of turbulence intensity on So of shaft and
T.T. is not as large as during normal operation, whereas for T.B. turbulence
intensity as similar impact with and without an unbalanced fault. This sup-
ports the information from time series with 0 turbulence intensity shown in
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Figure 5.6, and suggests that the potential for reducing loads at the shaft
and T.T. is the same regardless of the turbulence intensity, whereas the neg-
ative impact of reducing such loads seen on T.B. is mostly relevant at lower
turbulence intensities.

Extreme loads. Similar analysis as those for relative fatigue loads are now
presented for extreme loads. Maximum and minimum values of structural
loads are shown in Figure 5.8. Similarly as with 1-Hz So shown previously,
RD-SW reduces extreme loads on shaft and tower top significantly compared
to unctrl.fault. However, at lower wind turbulence intensity the loads in
damper are still considerably higher than normal, while at higher turbulence
intensities such difference is much lower.

Maximum values of rotor and current voltages are shown in Figure 5.9,
observe that in order to damp oscillations induced by the unbalanced fault
the maximum magnitude of rotor voltage increases about 20% compared to
that of unctrl.fault at very low turbulence intensities, and to about 10%
at high turbulence intensites. On the other hand to maximum values of rotor
current are decreased about 5% in damper compared to unctrl.fault.

5.3.5.2 Load reduction with different control parameters

This section demonstrates the impact of increasing the gain H1 of Cq(s)
on 1-Hz So, and on rotor voltage |Vr|, in order to ponder to what extend
can loads be reduced within RSC voltage limits. Figure C.1 (C, 113) shows
the DFAG design data, and the corresponding values of the control variable
over the operational range, it can be seen that at rated power the voltage
of the RSC is on the lower end of its magnitude, therefore therefore there
is margin to increase it in order to damp oscillations. Figure 5.10 shows
rotor voltage magnitude |Vr| versus 1-Hz So of shaft, tower bottom (T.B.)
and tower top (T.T.) side-to-side moment for different values of the gain H1

in RD-SW shown in Figure 3.15. Simulations are performed at rated wind
speed with 10% turbulence intensity. It can be observed that is possible to
reduce the loading on the shaft, and on T.T. while |Vr| is further increased
but yet within the values expected over the operating ranged as shown in
Figure C.1. Furthermore loads on T.B. are slightly increased with increased
control gain. Date shown in Figure 5.10 corresponds to 40 < H1 < 200.
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Figure 5.7: Normalized 1-Hz equivalent loads vs. turbulence intensity.
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5.4 Summary

Studies of the dynamic response of a DFAG wind turbine during balanced,
and unbalanced voltage faults have been presented in this Chapter.

The studies of a balanced voltage fault showed that there is significant im-
pact on some structural loads due to the sudden changes in the stator voltage
imposed at the time the fault occurs, and the time the voltage is restored.
The reconnection of the rotor side converter after the fault was also shown
to have a significant impact on structural loads. The impact of wind gusts,
wind turbulence, and voltage fault was qualitatively compared in electrical
and structural variables.

The case of unbalanced voltage faults was also studied. A resonant damping
control developed in Chapter 3 was applied to damp the torque oscillations
induced by the unbalanced of stator voltages. These torque oscillations occur
at twice the frequency of the supply voltage, and they are severe because
the electrical mode of asynchronous machines is not very well damped as
it was shown in Chapter 4. 1-Hz equivalent load were used to measure the
impact of the fault and the reduction of structural loads.

Simulations with the integrated design environment showed that an unbal-
ance voltage fault can have a severe impact, in terms of 1-Hz equivalent,
loads on shaft torsion and tower top side-to-side moment. The resonant
damping control was proven to reduce significantly shaft and tower top side-
to-side loads during an unbalanced fault, while keeping reasonable voltage
limits on the rotor side converter. However, even with a large load reduc-
tion, the loading imposed on structural loads is still many times larger that
in normal operation. Therefore, it is relevant to consider whether this type
of loading scenario has an impact on wind turbine components, particularly
on gearboxes. Such investigations would involve models of the internal dy-
namics of gearboxes. Furthermore, it is important to consider that in the
case of the loads on the tower, the estimations presented here may represent
a worst case, since the standard drive train model transfers the generator
torque directly onto the shaft and the tower top.



Chapter 6

Conclusions

This Ph.D. study has demonstrated an integrated dynamic analysis environ-
ment with studies of the response and the control of wind turbines under
specific power system conditions.

A simulation environment for integrated dynamic analysis has been devel-
oped. Electrical machine models and controls, and power system models
have also been developed and coupled to aeroelastic models using this en-
vironment. This integrated simulation tool and the models developed allow
dynamic analysis of the impact of some power system conditions on wind
turbine structural loads. In general, this simulation approach is useful in the
design and analysis of wind turbines, where is necessary to include electrical
and control aspects.

Application examples of this integrated dynamic analysis environment showed
some of the analysis possibilities of this approach. For example, to study the
stability of a wind turbine design considering structural and electromechan-
ical modes. In a case studied in this project, a fixed-speed wind turbine was
analyzed, and it was shown that electromechanical modes and structural
modes can couple in the low frequency range. Another application example
developed was the analysis of semi variable-speed wind turbines providing
inertial response to support the power system, in this case the integrated
analysis approach was proven to facilitate the study of the impact on struc-
tural loads while also facilitating the evaluation of the contribution of a wind
farm to power system frequency support. It was shown that inertial response
control of wind turbines can support the power system, and the qualitative
impact it has on wind turbine structural loads.
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Furthermore, dynamic analyzes of the response of semi variable-speed wind
turbines under voltage faults have demonstrated that power system condi-
tions can have a significant impact on structural loads. Balanced and unbal-
anced voltage faults were studied, the significant impact that these power
system disturbances have on structural loads suggest that they should be
considered in the design basis of wind turbines.

Control concepts for reduction of the loads imposed by unbalanced voltage
were developed, demonstrated, and quantified. The results showed that a
large reduction of the loads imposed from an unbalanced voltage fault can
be achieved. However these loads are still large and therefore further studies
to consider the impact on drive train component are relevant.

Finally, future work in the area of integrated dynamic analysis may involve
studies of mechanical and/or electrical aspects that are relevant for wind
turbine components design. Such analysis can be undertaking developing of
coupling models of gearboxes and bearing for example, or in the electrical
side models of the thermal behavior of power converters.

Regarding the wind turbine design process a future step would be to develop
the conceptual framework for integrated design that was described in this
study. Namely, to test the interface as a work flow, then identify design
tasks to prove it as an automated process.

Also wind turbine the design verification process according to standards
could be undertaken with this integrated dynamic analysis environment in
order to benchmark standard design load cases with load cases derived from
power system conditions.
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Appendix A

Modeling of asynchronous

generator

Some basic considerations about the three phase asynchronous machine are
done before entering the description of the dynamic model. A detail descrip-
tion of the construction and components of the asynchronous machine, as
well as the basic physical laws, are not attempted. For such description the
reader may refer to [126–128].

The asynchronous machine can operate as a motor (below synchronous
speed) or as a generator (above synchronous speed). It has a stator, and a
rotor that house the corresponding stator, and rotor circuits (i.e. distributed
windings). The stator is connected to a shaft which will drive a load in the
case of a motor, or be driven by a turbine in the case of a generator. Con-
sidering the rotor circuit, there are two types of asynchronous machines:
squirrel cage and wound-rotor. Such rotor types have some practical im-
plications, the squirrel cage induction machine (SCIG) is more robust and
economic while the wound rotor allows to connect the rotor circuit to a ex-
ternal circuit (i.e. doubly-fed asynchronous machine -DFAG) using brushes,
and slips rings.

A.1 Basic concepts.

The basic underlaying principle in electrical machines is that a varying mag-
netic field induces voltages, which in turn produce currents that generate an
electromotive force (emf ). The emf drives the shaft in the case of a motor.
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In the case of a generator, power flows in the opposite direction, therefore
the mechanical power input by the turbine to rotate the shaft will induce
currents flowing from the generator stator towards the power system. The
currents in the stator, and rotor circuit generate rotating magnetic fields in
the air gap. The spatially varying magnetic field produced by the currents
flowing in the stator circuits (stator magnetic field), varies sinusoidally
at an electrical synchronous frequency ωse (electrical rad/s) [127]

ωse = 2πfs

where fs (Hz) is the frequency of the stator voltages and currents, typically
50 Hz (Europe) or 60 Hz (Mexico). The synchronous frequency can be ex-
pressed as a mechanical synchronous frequency ωsm in rad/s by considering
the number of magnetic poles pf (or the number of magnetic pole pairs

pf
2 )

that the machine has

ωsm = 2πfs

(

2

pf

)

or in revolutions per minute (rpm) as

ns = ωsm

(

60

2π

)

=
120fs
pf

Similarly, position θ can also be expressed in terms of mechanical degrees
θm or electrical degrees θe, which are related by Eq.A.1.

θe =
pf
2
θm (A.1)

The rotor magnetic field, also rotates at synchronous speed [127]. The
rotor itself most however, be rotating slightly faster (generator) or slower
(motor) than the synchronous speed in order to produced power. The dif-
ference between the synchronous speed and the rotor speed is called slip
(Eq.A.2).

s =
ns − nr

ns
(A.2)

A.1.1 Symmetry.

The following assumptions about the symmetry of the machine are consid-
ered:
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• symmetrical three phase circuits, and

• uniform air gap.

A.2 Steady-state model.

The model of the asynchronous machine in steady state can be derived from
a line diagram [126], or by phasor analysis of the stator, and rotor voltages
and currents [127]. Fig.A.1 is a graphic representation of one phase of
rotor, and stator circuit, notice that the air gap is represented by an ideal
transformer, and that the losses in the core are neglected (i.e. Rc is not
considered in the parallel branch, only Xm).

Figure A.1: Simplified diagram of asynchronous machine (the rotor voltage is
Vr = 0 in an induction machine, and in the case of a doubly-fed
machine it is supplied by a power converter).

An equivalent circuit can be derived by referring the rotor variables to the
stator side, as shown in Fig.A.2. Applying Kirchhoff’s laws the voltage
equations for stator, and rotor circuit are derived. In Eq.A.3, the voltage
equations of the equivalent circuit are expressed in matrix form, solving
them with given voltages Vs, and V ′

r yields stator, and rotor current (Is, I
′
r)

in steady state.1

[

Vs
V ′
r

s

]

=

[

Rs + j(Xs +Xm) jXm

jXm
R′

r

s
+ j(Xm +X ′

r)

]

[

Is
I ′r

]

(A.3)

The apparent power at the stator terminals Ss, is then given by Eq.A.4.
The apparent power across the air gap Sag is the sum of winding losses (i.e.
copper, and leakage) and mechanical power (i.e. Sml = Sl + Pmech). The
apparent power through the rotor circuit Srsc -controlled by the rotor-side
converter (RSC), goes also though the air gap. In the case of the asyn-
chronous machine Srsc = 0 in Eq.A.5, because the rotor is short-circuited

1For steady-state calculations RMS values are used, power is calculated accordingly.
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(a) Asynchronous machine.

(b) Doubly-fed asynchronous machine (DFAG).

Figure A.2: Per-phase diagram of asynchronous generator (rotor quantities are
referred to stator side).

(i.e. Vr = 0, Figure A.2a).

Ss = 3VsI
∗
s (A.4)

Sag = 3

(

−Sml +
Srsc

s

)

= 3

(

−
(

R′
r

s
+ jX ′

r

)

I ′rI
′∗
r +

V ′
rI

′∗
r

s

)

(A.5)

The total apparent power Stot exchanged with the grid by an asynchronous
machine, is directly the stator apparent power: Stot = Ss. However in
the case of the DFAG, Stot is given by Eq.A.6 (neglecting converter losses),
where Sgsc is the apparent power exchanged by the grid-side power converter
(GSC) with the grid. The real power exchanged by the rotor circuit Re [Srsc]
is controlled by the RSC (see power flow diagram), therefore the real power
injected by the GSC is Re [Sgsc] = Re [Srsc]. The GSC controls the reactive
power exchanged with the grid by the rotor circuit Qgsc, and the voltage in
the dc-bus that links RSC, and GSC.

Stot = Ss + Sgsc (A.6)

= Ss +Re
[

3V ′
rI

′∗
r

]

+Qgsc

The power flow can be depicted as shown in Figure A.3, where the mechan-
ical power Pmech, the power from the rotor circuit Pr, and the power losses
due to the resistance of the circuits Pcu, are clearly identified.
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Figure A.3: Per-phase equivalent circuit of asynchronous generator. This signs
of voltages and currents are set with motor convention, which is the
most common.

Pag = 3

(

−R′
r

s
I ′rI

′
r
∗
+Re

[

V ′
r

s
I ′r

∗
])

(A.7)

Pmech = −Pag(1− s) (A.8)

Pcu = 3
(

R′
r

(

I ′rI
′
r
∗)

+Rs (IsI
∗
s )
)

(A.9)

Tem =
Pmech

ωrm
(A.10)

A.2.1 Torque and power characteristic.

This section describes the torque and power characteristics in steady state
of asynchronous machine, and doubly-fed asynchronous generator (DFAG).

A.2.1.1 Asynchronous machine

The steady-state torque characteristic of the asynchronous machine with
short-circuited rotor (i.e. V ′

r = 0) is shown in Figure A.4. The graph
shows the electromagnetic torque versus the slip for different values of stator
voltage. The data from a generic 2 MW machine is used, Table A.1.

Table A.1: Asynchronous machine data (pf = 4)

Nominal values Stator Rotor

Sn Un ωn Rs Xs Xm R′
r X ′

r

2.3 MVA 0.690 kV 1506 rpm 0.0040 0.0501 1.60 0.0040 0.0501

*resistances and reactances are in Ω
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Figure A.4: Asynchronous machine steady-state torque.
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Figure A.5: Asynchronous machine steady-state active, and reactive power.

A.2.1.2 DFAG

The main advantages of using a DFAG in wind turbine is the possibility of
operating with variable-speed, and the independent control of active, and
reactive power. The torque characteristic of a DFAG depends on the same
parameters, and variables as the asynchronous machine, plus it also depends
on the control of the back-to-back converter that couples the rotor circuit to
the stator circuit. Therefore the DFAG torque characteristic can be thought
of as having another two degrees of freedom compared to that of the asyn-
chronous machines (i.e. Figure A.4). Namely the magnitude, and angle of
the rotor voltage Vr = Aejθ, Figure A.6 illustrates the influence θ, and |Vr|
in the torque. Note that the limits to the operation of the converter, and
the stator current are not considered. The influence of these, and other lim-
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Figure A.6: Contour plots of DFAG torque (top s−θ for two values of |Vr|, bottom
s− |Vr| for two values of θ).

itations on the power capability of the machine are addressed in [129, 130].

Figure A.7 illustrates the space of operating points of power, and torque for
different values of Vr (shown in the top-left plot) if the machine was running
at nominal slip.

Table A.2: DFAG data (pf = 4)

Nominal values Stator Rotor

Sn Un ωn Rs Xs Xm R′
r X ′

r

2.21 MVA 0.690 kV 1600 rpm 0.0013 0.0238 1.0199 0.0215 0.0215

*resistances and reactances are in Ω

A.3 Dynamic model.

A dynamic model of an asynchronous generator was implemented in state
space form [90, 127, 131]. The procedure followed is based on the vector
method [131], and it resumes to expressing the voltage equations in a manner
that makes it easier to solve them for the selected state variables (currents
or flux linkages). Then the voltage equations are transformed to dq-frame,
in order to eliminate the time varying inductances. This results in a system
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Figure A.7: Contour plots of DFAG |Stot|, |Ir|, and Tem at nominal slip (top left
the control variable Vr).

of first-order ordinary differential equations with constant coefficients.

A.3.1 Voltage equations.

Using the vector method [95, 131, 132], the voltage equations for the stator,
and rotor circuit are given by Eq.A.11. The subindex abc indicates that
the vectors are in an abc-frame, s indicates stator quantities, and r rotor
quantities. Namely vabcs is a set of space-vectors (Figure A.8) that represents
the time functions of the stator voltage in phase-a, -b, and -c. Similarly vabcr

represents the rotor voltages. i are space-vector sets of stator, and rotor
currents as indicated by sub indexes. λ̇ are flux linkages per second, again
with sub indexes indicating abc-frame of stator, and rotor. rs and rr are
diagonal matrices, with the elements of the diagonal being the resistance of
winding in each phase of stator, and rotor (Eq.A.12).

vabcs = rsiabcs + λ̇abcs (A.11)

vabcr = rriabcr + λ̇abcr

rs = diag
[

Rs Rs Rs

]

(A.12)

rr = diag
[

Rr Rr Rr

]
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Figure A.8: Representation of functions of time as space-vectors in a planar
space. Given a 3-phase balanced system (i.e. fa = Re

[

Aejωt
]

,

fb = Re
[

Aej(ωt− 2π

3
)
]

, and fc = Re
[

Aej(ωt+ 2π

3
)
]

), the resultant of

such vector set would be a vector with an amplitude A that rotates
in space at an angular speed ω.

A.3.1.1 Referred voltage equations.

In order to derive an equivalent circuit such as figure A.3, that represents
the magnetically coupled stator-rotor circuits, the variables of the rotor have
to be changed to variables that are referred to the stator. Considering that
the power flow should remain constant because the air gap is an ideal trans-
former, the variable change is done simply by multiplying rotor quantities
by a ratio (or its square) of stator to rotor number of turns. Namely, refer-
ring rotor quantities to stator is done by multiplying impedance by (Ns

Nr
)2,

whereas voltages and fluxes are multiplied by Ns

Nr
, and currents by Nr

Ns
.

r′r =

(

Ns

Nr

)2

rr (A.13)

{

v′
abcr,λ

′
abcr

}

=
Ns

Nr
{vabcr,λabcr}

i′abcr =
Nr

Ns
iabcr

Therefore, the voltage equations of the magnetically coupled equivalent cir-
cuit are given by Eq.A.14. Note that this is generally the point of departure
for modeling a given wind turbine generator, because data available is typ-
ically in the form of an equivalent circuit with rotor parameters referred to
the stator.

vabcs = rsiabcs + λ̇abcs (A.14)

v′
abcr = r′ri

′
abcr + λ̇

′
abcr
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A.3.1.2 Inductance matrix.

Given the construction of the asynchronous generator, the magnetic flux
seen by any of the 6 circuits depends on the magnetic flux generated by its
own current, and by the currents in the other 5 circuits, this means that
voltage equations (Eq.A.14) are coupled.

Considering magnetic linearity, flux linkage λ is equal to inductance L times
current i,

λ = Li (A.15)

therefore the matrix form of Eq.A.15 would yield a 6-by-6 inductance matrix
with values outside the diagonal. Such inductance matrix to express flux
linkages in terms of currents can be derived considering that

- stator and rotor circuits can be approximated as sinusoidally dis-
tributed circuits,

- the air gap is uniform,

- stator circuits are identical with number of turns Ns and resistance
Rs,

- rotor circuits are also identical with Nr and Rr,

- the flux seen by one circuit is magnetically coupled to the fluxes from
the rest of the circuits.

The inductance seen by a given circuit (i.e. phase-n) would then be com-
posed of

1. self-inductance of stator Ls (or rotor Lr) including leakage as described
by Eq.A.19,

2. stator-to-stator Lss (or rotor-to-rotor Lrr) mutual inductances , and

3. stator-to-rotor (or rotor-to-stator) mutual inductances Lsr

The total flux linkage of a given circuit would be given by the sum of self-
inductance times current of the circuit, plus mutual inductances times the
corresponding currents of the other circuits. For example, the flux linkage
λas of the stator phase-a (Eq.A.16), depends on the current of each circuit
of the stator and of the rotor, multiplied by the corresponding inductances

λas = Lsias + Lssibs + Lssics + . . . (A.16)

· · ·+ L′
sr cos(θr)i

′
ar + L′

sr cos(θr +
2π

3
)i′br + L′

sr cos(θr −
2π

3
)i′cr
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where θr is the angle between the magnetic axis of rotor phase-a and stator
phase-a. This gives a picture of the magnetic coupling of stator and rotor
circuits. The matrix expression for the flux linkages is then given by Eq.A.17

[

λabcs

λ
′
abcr

]

= L

[

iabcs
i′abcr

]

(A.17)

















λas

λbs

λcs

λ′
ar

λ′
br

λ′
cr

















=

















Ls L′
sr

(L′
sr)

⊺

L′
r

































ias
ibs
ics
i′ar
i′br
i′cr

















where the inductance matrix is composed of the sub-matrices in Eq.A.18.

Ls =





Ls Lss Lss

Lss Ls Lss

Lss Lss Ls



 (A.18)

L′
r =





L′
r L′

rr L′
rr

L′
rr L′

r L′
rr

L′
rr L′

rr L′
r





L′
sr = L′

sr





cos θr cos(θr +
2π
3 ) cos(θr − 2π

3 )
cos(θr − 2π

3 ) cos θr cos(θr +
2π
3 )

cos(θr +
2π
3 ) cos(θr − 2π

3 ) cos θr





Stator and rotor self-inductances are given by the sum of self-magnetizing in-
ductance (Lms, L

′
mr), and leakage inductance (Lls, L

′
lr) as shown in Eq.A.19,

Ls = Lms + Lls (A.19)

L′
r = L′

mr + L′
lr

stator-to-stator, and rotor-to-rotor mutual inductances are given by Eq.A.20.

Lss = −Lms

2
(A.20)

L′
rr = −L′

mr

2

A simpler expression of the sub-matrices in Eq.A.18 can be obtained resort-
ing to the definition of inductance as a material property Eq.A.21, and to
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the formula for transferring values from rotor to stator side Eq.A.13.

Lms =

(

Ns

2

)2 πµorl

g
(A.21)

Lmr =

(

Nr

2

)2 πµorl

g

Lsr =

(

Ns

2

)(

Nr

2

)(

πµorl

g

)

(A.22)

Referring the rotor self-magnetizing inductance Lmr, and the stator-rotor
mutual inductance Lsr to the stator side yields Eq.A.23,

L′
mr =

(

Ns

Nr

)2

Lmr = Lms (A.23)

L′
sr =

(

Ns

Nr

)2

Lsr =
Ns

Nr
Lms

the inductance matrix can then be expressed as shown in Eq.A.24.

L =

















Lms + Lls −Lms

2 −Lms

2

−Lms

2 Lms + Lls −Lms

2 L′
sr

−Lms

2 −Lms

2 Lms + Lls

Lms + L′
lr −Lms

2 −Lms

2

(L′
sr)

⊺ −Lms

2 Lms + L′
lr −Lms

2

−Lms

2 −Lms

2 Lms + L′
lr

















(A.24)

A.3.2 Selection of reference frame.

Given Eq.A.14, another change of variable is convenient in order to cancel
time-varying inductances due to the relative motion of the circuits. The
variables in abc circuits (i.e. voltages, currents, fluxes) can be transformed
to variables in an arbitrary-fictitious set of circuits, normally called dq-
reference frame. The transformation from abc to dq, is a case of poly-phase
to orthogonal two-phase transformation, it is well described in the literature
[76, 90, 127], and widely used for modeling of synchronous (i.e. Park’s
transform), and asynchronous machines.

The dq-transformation is given by Eq.A.25, where matrix KT maps a 3-
phase system of vectors in a planar space fabc (i.e. Figure A.8), to a 2-phase
system of vectors in the same plane fdq. The variables represented by these
space-vectors are explicit functions of time such as voltage, current, flux or
charge. Therefore when evaluating Eq.A.25 numerically, the quantities fa,
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fb, and fc are instantaneous values of the corresponding functions. However,
it is possible to formulate Eq.A.25 in terms of time-varying phasors.

fdq = KT fabc (A.25)




fd
fq
f0



 = KT





fa
fb
fc





Notice that a third component f0 is added to the dq-system, this is simply
to represent the transformation in symmetric matrix form. The value of
this component is zero as long as the system is balanced.2 Consider also
the transformation matrix KT may be a function of time, depending on the
circuit under analysis (i.e. static or rotating), and the reference frame se-
lected (i.e. the angular speed of the frame). Given the appropriate choice
of the transformation matrix KT , a stationary or a rotating circuit can be
transformed to an arbitrary reference frame. The arbitrary reference frame
may also be fixed or rotating. Eq.A.26-A.27 describe a general transforma-
tion matrix [90, 127] where θar is the angular displacement of the arbitrary
reference frame relative to some fixed reference, and θc is the angular dis-
placement of the circuit frame relative to the same fixed reference [90].

KT = k





cos(β) cos(β − 2π
3 ) cos(β + 2π

3 )
sinβ sin(β − 2π

3 ) sin(β + 2π
3 )

1
2

1
2

1
2



 (A.26)

β = θar − θc (A.27)

In the case of a stationary circuit the angular speed is zero, namely θ̇c = 0.
Analogously, the speed θ̇ar defines the speed of the arbitrary reference frame.
A static reference frame would yield θ̇ar = 0, and a synchronously rotating
frame θ̇ar = ωse. Typically, the constant k is selected as 2

3 .

A.3.2.1 Voltage equations in arbitrary reference frame.

The voltage equations Eq.A.14 can be transformed to a dq-reference frame
using Eq.A.25. Currents and flux linkages are the functions fabc, to be
transformed. For stationary circuits, the transformation matrix may be
denoted as Ks(βs). An expression of the stator voltages in dq-reference
frame, can be obtained as shown in Eq.A.28

K−1
s vdqs = rsK

−1
s idqs +K−1

s λ̇dqs +
˙(K−1
s )λdqs (A.28)

vdqs = KsrsK
−1
s idqs +KsK

−1
s λ̇dqs +Ks

˙(K−1
s )λdqs

2In the case of an 3-phase unbalanced system, it is necessary first to find the symmet-
rical components, and then transform them to 2-phase systems of positive, negative, and
zero sequence.
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where the resistance matrix rs is diagonal (Eq.A.12). Using matrix algebra
and the algorithm described in B.1, Eq.A.28 can be simplified to Eq.A.29

vdqs = rsidqs + λ̇dqs + β̇s





0 1 0
−1 0 0
0 0 0



λdqs (A.29)

where β̇s is the time derivative of the relative angle between an arbitrary
reference frame, and the stator circuit reference frame. From Eq.A.27 with
θc constant, the relative angle speed is simply the speed of the arbitrary
reference frame

β̇s = θ̇ar (A.30)

Similarly, using Kr(βr) the rotor voltages may be expressed by Eq.A.31

vdqr = rridqr + λ̇dqr + β̇r





0 1 0
−1 0 0
0 0 0



λdqr (A.31)

where
β̇r = θ̇ar − θ̇re (A.32)

Eq.A.29-A.31 are equivalent to the voltage equations Eq.A.14, in dq-reference
frame. In order to solve these equations the relation between currents, and
flux linkages Eq.A.17, should be taken into consideration. Using Eq.A.25
to transform currents, and fluxes linkages from abc- to dq-reference frame
yields Eq.A.33,

[

K−1
s 0
0 K−1

r

] [

λdqs

λdqr

]

= L

[

K−1
s 0
0 K−1

r

] [

idqs
idqr

]

(A.33)

where the inductance matrix is that from Eq.A.24. Given Eq.A.33 fluxes
may be expressed in terms of currents or vice versa, however the inductance
matrix in abc-frame is time-dependent, and computationally expensive to in-
vert. Therefore, let us express fluxes in terms of currents (Eq.A.34), thereby
simplifying the inductance matrix that relates the two dependent variables
[90],

[

λdqs

λdqr

]

=

[

Ks 0
0 Kr

]

L

[

K−1
s 0
0 K−1

r

] [

idqs
idqr

]

(A.34)

=

[

KsLs(Ks)
−1 KsL

′
sr(Kr)

−1

Kr(L
′
sr)

⊺

(Ks)
−1 KrLr(Kr)

−1

] [

idqs
idqr

]

= Ldq

[

idqs
idqr

]
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where the inductance matrix in arbitrary dq-frame is given by Eq.A.35.

Ldq =

















3
2Lms + Lls 0 0 3

2Lms 0 0
0 3

2Lms + Lls 0 0 3
2Lms 0

0 0 Lls 0 0 0
3
2Lms 0 0 3

2Lms + L′
lr 0 0

0 3
2Lms 0 0 3

2Lms + L′
lr 0

0 0 0 0 0 L′
lr

















(A.35)
Note that the inductance matrix becomes time-independent, and that there
is only coupling between stator and rotor circuits in the same axis. The
inductance matrix in arbitrary dq-frame can be further simplified [127], by
defining the magnetizing inductance Lm, and self-inductances (Lr, Ls), on
the stator side in dq-frame as indicated by Eq.A.36, the inductance matrix
in arbitrary dq-frame becomes Eq.A.37.

Lm =
3

2
Lms (A.36)

Ls = Lm + Lls

Lr = Lm + L′
lr

Ldq =

















Ls 0 0 Lm 0 0
0 Ls 0 0 Lm 0
0 0 Lls 0 0 0
Lm 0 0 Lr 0 0
0 Lm 0 0 Lr 0
0 0 0 0 0 L′

lr

















(A.37)

The inverse of the dq-inductance matrix yields Eq.A.38.

L−1
dq =

1

LsLr − L2
m





















Lr 0 0 −Lm 0 0
0 Lr 0 0 −Lm 0

0 0 LsLr−L2
m

Lls
0 0 0

−Lm 0 0 Ls 0 0
0 −Lm 0 0 Ls 0

0 0 0 0 0 LsLr−L2
m

L′
lr





















(A.38)
The voltage equations in terms of flux linkages can be written as Eq.A.39,

[

vdqs

vdqr

]

=

[

rs 0
0 rr

]

L−1
dq

[

λdqs

λdqr

]

+

[

λ̇dqs

λ̇dqr

]

+









0 β̇s 0

−β̇s 0 0
0 0 0



⊕





0 β̇r 0

−β̇r 0 0
0 0 0









[

λdqs

λdqr

]

= RL−1
dq

[

λdqs

λdqr

]

+

[

λ̇dqs

λ̇dqr

]

+Ω

[

λdqs

λdqr

]

(A.39)
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and in terms of currents as Eq.A.40

[

vdqs

vdqr

]

= R

[

idqs
idqr

]

+ Ldq

[

˙(idqs)
˙(idqr)

]

+ΩLdq

[

idqs
idqr

]

(A.40)

with matrices Ldq(Eq.A.37) and ΩLdq(Eq.A.41) cross-coupling stator-rotor
d-q quantities.

ΩLdq =



















0 β̇sLs 0 0 β̇sLm 0

−β̇sLs 0 0 −β̇sLm 0 0
0 0 0 0 0 0

0 β̇rLm 0 0 β̇rLr 0

−β̇rLm 0 0 −β̇rLr 0 0
0 0 0 0 0 0



















(A.41)

A.3.3 state space model.

Given the voltage equations in terms of flux linkages Eq.A.39, or in terms of
currents Eq.A.40, a state space model of the asynchronous machine can be
formulated relatively straight forward [90, 127]. A variable that represents
energy storage should be choosen as the state variable, fluxes or currents
are normally choosen. Using the voltage equations in terms of flux linkages,
and selecting flux linkages as state variables, yields the following state space
description of the generator dynamics Eq.A.42

[

λ̇dqs

λ̇dqr

]

= M

[

λdqs

λdqr

]

+

[

vdqs

vdqr

]

(A.42)

where

M = −
(

RL−1
dq +Ω

)

(A.43)

=



















RsLr

D −β̇s 0 −RsLm

D 0 0

β̇s
RsLr

D 0 0 −RsLm

D 0

0 0 − Rs

Lls
0 0 0

−RrLm

D 0 0 RrLs

D −β̇r 0

0 −RrLm

D 0 β̇r
RrLs

D 0

0 0 0 0 0 − Rr

L′
lr



















with
D = L2

m − LsLr (A.44)
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A.3.3.1 Reduced order dynamic model.

The reduced order model consists in neglecting the stator fluxes transients.
Therefore it includes only the states corresponding to the rotor fluxes in
dq-frame, and the stator fluxes are solved with algebraic equations. In order
to reduce the full order model in Eq.A.42, the derivatives of the stator flux
linkages are set to zero as in Eq.A.45,

[

0

λ̇dqr

]

= M

[

λdqs

λdqr

]

+

[

vdqs

vdqr

]

(A.45)

=

[

Mss Msr

Mrs Mrr

] [

λdqs

λdqr

]

+

[

vdqs

vdqr

]

the algebraic equations for the flux linkages of stator are then expressed by
Eq.A.46,

λdqs = −M
−1
ss (Msrλdqr + vdqs) (A.46)

=
1

a2 + 1







Lm

Lr





1 a 0
−a 1 0
0 0 0









λdr

λqr

λ0r



+ b







−1 −a 0
a −1 0

0 0 (a2+1)
b

Lls

Rs











vds
vqs
v0s











where

a = β̇sb (A.47)

b =
D

RsLr

The reduced order state space model that represents the dynamics of the
rotor fluxes is given in Eq.A.48,

λ̇dqr = Mrsλdqs +Mrrλdqr + vdqr (A.48)

= −Mrs

(

M
−1
ss (Msrλdqr + vdqs)

)

+Mrrλdqr + vdqr

=
(

Mrr −MrsM
−1
ss Msr

)

λdqr + vdqr −MrsM
−1
ss vdqs

=
(

Mrr −MrsM
−1
ss Msr

)

λdqr +
[

I3x3 −MrsM
−1
ss

]

[

vdqr

vdqs

]

=







c −d 0
d c 0

0 0 −Rs

L′
lr






λdqr +







1 0 0 bg
a2+1

abg
a2+1

0

0 1 0 − abg
a2+1

bg
a2+1

0

0 0 1 0 0 0







[

vdqr

vdqs

]

where

c =
RrLs

D − g
Lm

Lr

1

a2 + 1
(A.49)

d = β̇r + g
Lm

Lr

a

a2 + 1

g =
RrLm

D
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A.3.3.2 Comparison of steady-state values.

For the sake of verification the steady-state values of the torque calculated
with the steady-state model, and those calculated with the dynamic model
were compared. The expression for the electromagnetic torque from the
dynamic model is derived using the basic relationship of power to torque
Eq.A.10, and the definition of electrical power as voltage time current [90,
127]. Using the voltage equations of the dynamic model the electromagnetic
torque can be expressed solely in terms of flux linkages as Eq.A.50.

Tem =
3

2

pf
2

Lm

D
(

λqsλ
′
dr − λdsλ

′
qr

)

(A.50)

Figure A.9 shows the comparison of electromagnetic torque steady-state
values calculated with the steady-state model, and those calculated with
the full order (Eq.A.42), and the reduced order dynamic model (Eq.A.48).
As expected the results of the different models are identical to each other.
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Figure A.9: Torque characteristic

A.3.4 Dynamic response of asynchronous machine.

In this section, the state space model of the magnetic fluxes is coupled to
the equation of conservation of motion to observe the dynamic response of
the system. The state space model Eq.A.42 can be simplified for the case
of balanced input voltages. Because the zero components of state variables
and inputs are always zero for the balanced case. Therefore, the full order
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state space model can be expressed as in Eq.A.51.









λ̇ds

λ̇qs

λ̇′
dr

λ̇′
qr









=









RsLr

D −β̇s
−RsLm

D 0

β̇s
RsLr

D 0 −RsLm

D
−RrLm

D 0 RrLs

D −β̇r
0 −RrLm

D β̇r
RrLs

D

















λds

λqs

λ′
dr

λ′
qr









+









vds
vqs
v′dr
v′qr









(A.51)

Using the definition of electromagnetic torque Eq.A.50, and the equation of
conservation of angular motion Eq.A.52

Tem − TL = Jω̇rm (A.52)

the change in generator rotor speed ω̇rm in terms of the states variables of
Eq.A.51 yields Eq.A.53.

ω̇rm =
1

J

3

2

pf
2

Lm

D
(

λqsλ
′
dr − λdsλ

′
qr

)

− 1

J
TL (A.53)

The linear system in Eq.A.51, and Eq.A.53 couple the fluxes with the rotor
speed. The rotor speed ωrm (rad/s) depends (non-linearly) on the fluxes,
and the load torque (Eq.A.53), while the rotor speed ωre (elec. rad/s) drives
the cross coupling between λ′

qr (λ′
dr), and λds (λqs) in Eq.A.51. Recall that

the speed of the rotor reference frame is β̇r = ωar − ωre (Eq.A.32), and
that the speed of the rotor field is related to the mechanical speed of the
generator rotor by the number of magnetic pole pairs ωre =

pf
2 ωrm (Eq.A.1).

The resulting nonlinear system takes the general form ẋ = f(t, x(t), u(t)),
where the state derivatives ẋ are functions of states x(t), and inputs u(t).
Arranging this system in matrix form as shown in Eq.A.3.4, where the
vector of states and vector of inputs are kept in the same order, gives a clear
picture of the nonlinearities. The entries in the system matrix of Eq.A.3.4
that are marked in black are those that are functions of time, namely the
states corresponding to rotor flux linkages and rotor speed in this case.















λ̇ds

λ̇qs

λ̇′
dr

λ̇′
qr

ω̇re















=















RsLr

D −θ̇ar
−RsLm

D 0 0

θ̇ar
RsLr

D 0 −RsLm

D 0
−RrLm

D 0 RrLs

D ωre−θ̇ar 0

0 −RrLm

D θ̇ar−ωre
RrLs

D 0
−Aλ′

qr Aλ′
dr 0 0 0



























λds

λqs

λ′
dr

λ′
qr

ωre













+













vds
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A.3.4.1 Transient response.

The response of the asynchronous machine to a step of the load torque is
shown in Figure A.10. Electromagnetic torque and generator rotor speed
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are shown in Figure A.10a. Torque-speed phase plane is shown in Figure
A.10b, where steady-state operation points are plotted with blue circles and
the transient response from one steady-state point to another, and back is
plotted with dashed line. These responses are similar to those found in the
literature.
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Figure A.10: Transient response of asynchronous machine

A.3.4.2 Linearized model.

Linear models are commonly used to design controls, or to study the stability
around specific operating states. For example, the dynamic response of
asynchronous machines to low frequency perturbations with different models
shows that the performance of a model in comparison to measurements
depends on the type of induction machine [133]. Namely, high slip machines,
and machines with low stator resistance-to-leakage reactance ratio are well
represented by reduced-order models. Furthermore, according to [133] a
first-order model can reproduce machine response to perturbation up to 1
Hz, second-order models can predict the response to perturbation up to 3 Hz,
and full order models to perturbations up to 10 Hz. Regarding aeroelastic
simulations of wind turbines, [71] stated that an electrical generator mode
at around 4.45 Hz, may couple to a combination of third flapwise bending
mode of blades and second lateral bending mode of tower. In [134] a DFAG
model is linearized with Matlab Control toolbox to show that the deep bar
effect influences the damping of rotor fluxes in large DAFGs. Namely, the
real part of the rotor flux eigen value is smaller when the deep-bar effect
is not considered. In [90], an asynchronous machine model where currents
are state variables is linearized, typical eigen values of induction motors are
shown.
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In this case linearization of the system in Eq.A.3.4 around a given operation
point (ωo

re), yields the linear system in Eq.A.55. The eigen values of the
system matrix in Eq.A.55 at different operating points (i.e. given by λo

ds,
λo
qs, λ

′o
dr, λ

′o
qr, and ωo

re) are the natural frequencies corresponding to the state
variables of the system.
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Figure A.11 shows a map of eigen values of (1) stator flux (dotted lines),
(2) rotor flux (dashed lines), and (3) rotor speed (solid line), over different
operation points with the rotor circuit short-circuited. The left axis of Figure
A.11 reads the real parts or real eigen values (blue lines), and the right axis
reads the positive imaginary parts of eigen values (red lines). It can be
observed that the machine is stable over the whole operating range, around
the synchronous frequency (approximately 314 rad/s) the machine shifts
from motor to generator. Notice that the eigen values of flux linkages are
complex conjugated pairs. For example, the eigen value of the stator flux
in d-axis is the complex conjugate of the eigen value of the stator flux in
q-axis. Therefore these eigen values represent oscillatory modes. The mode
corresponding to the rotor speed eigen value is a decaying mode since it only
has a real part, which is negative. The electromechanical of this system is
the combination of rotor flux linkages modes with rotor speed mode, that
yields a decaying oscillatory mode.

A.3.4.3 Shaft stiffness and damping.

The simplest way of considering dynamic phenomena in wind turbine drive
trains is to add a torsional degree of freedom. The wind turbine rotor
(i.e. blades, and hub) is considered a lumped mass, and the drive train
(i.e. low-speed shaft, gearbox, high-speed shaft, brake disc, and generator
rotor coupling) is represented by torsional stiffness Ks, and damping Ds.
Adding this torsional degree of freedom to the nonlinear system represented
in Eq.A.3.4 is done by adding two states, one corresponding to the speed
of the wind turbine rotor ωh, and one representing the twisting of the low
speed shaft δθ. Clearly, the nonlinearities remain the same, as illustrated in
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Figure A.11: Eigen values of asynchronous machine with short circuited rotor,
over different operating points.

Eq.A.56.
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A.3.5 Control of doubly-fed asynchronous generator.

Literature regarding control of electrical machines is extensive. The fun-
damental concepts, and techniques regarding control of asynchronous ma-
chines are presented in [90, 127, 132, 135]. Namely, simple schemes (i.e.
volts-per-hertz control, constant-slip current control), as well as vector con-
trol (i.e. field-oriented: stator flux-, rotor flux-, stator voltage-, etc.), and
direct torque control. Regarding the control of DFAG generators used in
wind turbine applications, basic vector control is described in [3, 51, 74, 77,
94, 97, 136, 137]. Low voltage fault ride-through (FRT) control and dynamic
performance is studied in [52, 74, 94, 96, 106, 138]. Reactive power control is
treated in [139]. Regarding the case when the network voltage is unbalanced,
control strategies to reduce torque and reactive power oscillations are shown
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in [89, 102, 107, 140]. Coordinated control RSC, and GSC converters using
positive, and negative sequences is demonstrated in [109]. Internal mode
control (IMC) is applied to permanent magnet, and asynchronous machines
in [141]. In this work the classical vector control is used, implemented as a
cascade of proportional integral controls, where the cascade in the cascade
of q-axis control active power, and the cascade of the d-axis controls reactive
power. The cross-coupling between d− q axes is neglected. It is considered
that as long as the stator flux is constant, and the slip range is limited,
cross-coupling and feed forward terms can be neglected [134].

A.3.5.1 Tuning

Tuning of controllers can be a lengthy task [49]. There are many standard
analytical techniques to design control systems, for example: root locus
analysis, frequency response analysis, or those based on a state space de-
scription of the system (i.e. pole placement, or quadratic optimal regulator)
[142, 143]. Regarding back-to-back converters, in [136, 139, 144, 145] a de-
scription of tuning for different objectives can be found. The procedure
essentially consists on deriving a simplify transfer function of the plant (i.e.
electrical machine) to tune inner cascade loops (i.e. current control loops).
Similarly, a simplified transfer function of the current control loop plus the
machine model is derived to tune the outer control loops.

A.3.5.2 Filters and compensator

In general, a nth-order filter can be described by a transfer function H(s),
whose denominator D(s), and numerator N(s) are polynomials [146]. Based
on the frequency band that a filter passes or rejects, they can be classified as
[146]: band-pass, band-reject, low-pass, high-pass, and all-pass. For exam-
ple, a typical second-order low-pass filter is Eq.A.58, where ωc is the center
frequency, the quality factor Qf can be defined in terms of bandwidth (i.e.
ωh−ωl), or damping ratio ζ Eq.A.59. A high Qf would make the amplitude
gain very high at ωc, this concept is applied in resonant damping controllers
of various types [89, 112, 113, 115, 117, 147, 148].

H(s) = H0
sn + bn−1s

n−1 + bn−2s
n−2 . . . b1s+ b0

sn + an−1sn−1 + an−2sn−2 . . . a1s+ a0
(A.57)

HLP(s) =
ωc

s2 + ωc

Qf
s+ ω2

c

(A.58)

Qf =
{

ωc

ωh−ωl
or 1

2ζ
(A.59)
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Lead, and lag compensators (i.e. all-pass filters) are used for example in
power system stabilizers [76]. A lead compensator Eq.A.60-A.61, gives max-
imum phase lead φm at maximum phase frequency ωm [149].

C(s) =

√

p

z

s+ z

s+ p
(A.60)

ωm =
√
pz and p > ωm > z > 0 (A.61)



Appendix B

Linear transformations

A linear transformation was introduced in Section A.3.2 to convert a fun-
cion from a planar 3 dimensional vector space R3 to a planar orthogonal
bidimensional vector space R2. This kind of linear transformation is widely
used in the simulation of electrical machines. Figure B.1 illustrates a set
of functions of time fabc(t), each one living in one dimension of a R3-vector
space, and their components in an orthogonal R2-vector space. If fabc(t)
fullfils Eq.B.1, then the transformation is given by Eq.B.2.

fa(t) + fb(t) + fc(t) = 0 (B.1)

[

fd
fq

]

=

[

cos(β) cos(β − 2π
3 ) cos(β + 2π

3 )
sinβ sin(β − 2π

3 ) sin(β + 2π
3 )

]

with (B.2)

− cos(α) = cos(β +
2π

3
) − cos(δ) = sin(β − 2π

3
)

sin(α) = sin(β +
2π

3
) − sin(δ) = cos(β − 2π

3
)

B.1 Inversion of transformation matrix

Using linear transformations to model electrical machines allows to reduce
the number of equations, and to avoid matrices with time-dependent coeffi-
cients that need to be inverted every time step and that are difficult to invert
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Figure B.1: Illustration of linear transformation.

analytically (i.e. the inductance matrix). However, using the linear trans-
formation also involves at some point inverting the transformation matrix
Kt. In the literature is mentioned that K−1

t can be obtained by means of
matrix algebra, and trigonometric relationships, however such procedure is
lenghty and cumbersome. An easier way to obtain an analytical solutions is
using a numerical linear algebra package to obtain a complementary matrix
that is diagonal, and that can be used to find K−1

t using its transpose K⊺

t .
The procedure is as follows:

1. Orthogonality condition:

AA−1 = AA⊺ = I

2. Observe that although Kt is not orthogonal, there exists a comple-
mentary matrix c = diag

[

c1 c2 c3
]

, such that:

KtK
⊺

t = Ic

c−1KtK
⊺

t = I

3. Taking the transpose of Eq.B.3 yields:

(

c−1Kt

)⊺

Kt = I (B.3)

4. By observation:

K−1
t =

(

c−1Kt

)

⊺

= c−1K⊺

t



Appendix C

DFAG initialization

Initialization of the DFAG machine, is important for power system dynamic
simulations [74, 150]. It can also be handy to speed up the simulation
process. Furthermore, the exercise of initializing the DFAG helps to get
a better understanding of the performance of the machine under different
control inputs which was illustrated in the phase-plots of Section A.2.1.2.

It is relatively straight forward to calculate the initial values of the control
voltage Vr. In [74] the principle of superposition is used to develop a set of
algebraic equations that express stator, and rotor power in terms of stator,
and rotor voltages. Constraint equations defined by the control conditions
complete a system of equations which is solved by iteration. [150] derives
algebraic relationships in order to find a direct solution for rotor voltages
given an operating point (i.e. apparent power, and voltage at the terminals
of the machine from a network load flow calculation). It does so using a
simplified equivalent circuit model of DFAG, where the magnetizing brach
is moved to the terminal of the stator (i.e. a -more- approximate equivalent
circuit according to text books), to derive torque and reactive power bal-
ance equation. Ultimately, rotor voltages are expressed in terms of machine
parameters, stator voltage, and algebraic constants. One of the algebraic
constants is the solutions to a quadratic equation, therefore correct solu-
tion has to be choosen acoording to the desired (or allowable) speed range,
and rotor voltage limits. The same concept is used in [31], to derive what
is refferred to as the steady-state control laws, the objective is to avoid a
nested optimization loop whitin an optimization routine for DFAG design.
Given electromagnetic torque, stator voltage, and power factor, [31] uses
a Thevenin equivalent circuit of DFAG to derive stator current, and rotor
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voltage. Rotor current is derived from DFAG equivalent ciruit.

Here circuit equations (derived straight forward from Eq.A.3 without su-
perposition), plus constraint equations (defined by control conditions and
power flow relationships of DFAG) are expressed in their real, and imagi-
nary parts in order to complete a system of algebraic nonlinear equations in
real numbers that can be solved using standard Matlab routines in fsolve.
The system of equation is given by Eq.C.1, where the variables are printed
in gray. Machine parameters (Rs, R

′
r, Xs, Xm, X ′

r), and control conditions
(s, Pref, Qref) are printed in black. Given the design data in Figure C.1a
and Qref = 0, the corresponding values of the control variable V ′

r are shown
in Figure C.1b.

Rs · Re [Is]− (Xs +Xm) · Im [Is]−Xm · Im
[

I ′r
]

− Re [Vs] = 0

(Xs +Xm) · Re [Is] +Rs · Imag [Is] +Xm · Re
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(C.1)
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Figure C.1: Initialization of DFAG control variables



Appendix D

Toy example in HAWC2

This section presents a toy example of the construction of a simple multibody
system in HAWC2. It is an exercise on constructing input files, understand-
ing the structural data required as input, and using some of the interfaces
for HAWC2. First, a system consisting of a rod, and a disc is modeled.
The natural frequency of the system is calculated and simulated in HAWC2
to demonstrate the meaning of the input parameters of the structural data
file. Then a 3-body system resembling a shaft with two discs at the ends is
modeled to illustrate the response of a wind turbine drive train to loads.

D.1 Natural frequency of disc-rod system

The disc-rod system is illustrated in Figure D.1. The analytical solution
for the natural frequency of the system due to torsional vibration, is quite
simple considering that the inertia, and mass of the shaft are negligible. It
is analogous to that of a cantilever beam with a concentrated mass in the
free end, subject to a vertical force. Therefore, analogously to Hooke’s law
for the beam, the equation of motion for the system in Figure D.1 is given
by Eq.D.1

Jθ̈ = −kθ (D.1)

θ̈ +
k

J
θ = 0

where the moment of inertia J , is the volume integral of the perpendicular
distance r from the axis of rotation to the mass differential dm (Eq.D.2).
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In the case of a cylinder it comes down to Eq.D.3.

J =

∫

V
r2dm (D.2)

J =
1

2
mR2 (D.3)

The constant k (Eq.D.4) represents the torque that would make a twist
equal to one radian on the shaft, it is therefore a measure of the torsional
stiffness of the shaft.

k =
πd4

32

G

l
(D.4)

The equation of motion D.1, is a ordinary differential equation whose general
solution is a sum of periodic functions [151], as expressed by Eq.D.5

θ = θ0 cos pt+
θ̇0
p
sin pt (D.5)

where p2 = k
J
, θ0 and θ̇0 are the initial position and angular speed respec-

tively. The frequency of the sinusoidal functions, the natural frequency due
to torsional vibrations, is then given by Eq.D.6.

f =
1

2π

√

k

J
(D.6)

Figure D.1: Disc-rod system

Example: Table D.1 shows the data of a disc-rod system. The natural
frequency calculated using Eq.D.6 is 2.88 Hz.

d [m] l [m] m
l
[kg/m] E [N/m2] G [N/m2]

disc 80.0 3.0 2.0238e3 2.100e11 8.100e10
rod 1.0 5.0 1.0000 2.100e11 8.100e10

Table D.1: Data for disc-rod system
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In order to compare the former calculation to a simulation in HAWC2, the
system of Figure D.1 was built, a time simulation was run with the system
excited by a torque impulse, and the frequency characteristics were observed.
The process of building the system in HAWC2 is essentially

1. Main input file (containing two bodies, oriented as described by the
picture, the shaft constrained with fix0, and disc-shaft constrained
with fix1)

2. Structural input file

3. Matlab interface used to apply forces

Regarding the structural data most of the inputs are straight forward, how-
ever one most pay attention to the fact that the inputs to HAWC2 are per
unit length. For the quantities related to the geometry of the cross sectional
area it is not relevant, but for those quantities that relate to the mass (i.e.
moments of inertia) it most be considered for a better understanding of the
meaning of the inputs. The quantities related to geometry are the area mo-
ments of inertia Ix, Iy, and Iz (referred to as torsional stiffness constant K
in [45]). These correspond in the structural data file to columns number 11,
12, and 13 respectively. In the case of a solid cylinder, they are given by
equations D.7.

Ix =
πR4

4
(D.7)

Iy =Ix

Iz =2Ix

The so-called radius of inertia, inputs corresponding to columns 5 and 6 in
the structural data file [45], is defined by Eq.D.8 with respect to x - and
y-axis

rJx =

√

Jx
(m/l)

(D.8)

rJy =

√

Jy
(m/l)

where the moments of inertia per unit length with respect to x - and y-axis
are

Jx =

∫

A

ρly
2dxdy (D.9)

Jy =

∫

A

ρlx
2dxdy
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whose for the case of a solid cylinder come to

Jx = (m/l)
R2

4
(D.10)

Jy = (m/l)
R2

4

The simulation in HAWC2 of disc-rod system with the data from table D.1
yields a frequency of 2.872 Hz, as it can be observe from Figure D.2.
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Figure D.2: Natural frequency of disc-rod system

D.2 Simulation of disc-shaft-disc system

In this section a disc-shaft-disc system as that of Figure D.3 is simulated
in HAWC2 with the objective of illustrating and testing Matlab interfacing
with HAWC2. The derivation of the analytical formula of the free - free
torsional vibration for this system is similar to that of the disc-rod system
[151], but includes the inertia of both discs attached to the ends of the shaft.
The formula is given by Eq.D.11. The data for the discs and shaft is given
in table D.2. In this case the analytical solution yields a frequency of 7.226
Hz.

f =
1

2π

√

k(J1 + J2)

J1J2
(D.11)
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d [m] l [m] m
l
[kg/m] E [N/m2] G [N/m2]

disc 1 80.0 3.0 2.0238e3 2.100e11 8.100e10
shaft 1.0 5.0 1.0000 2.100e11 8.100e10
disc 2 2.0 1.0 1.8346e6 2.100e11 8.100e10

Table D.2: Data of disc-shaft-disc system

D.2.1 Free - free torsional vibration

The simulation in HAWC2 yields a frequency of approximately 7.09 Hz, as
can be seen from Figure D.4, that shows the time response of the angular
speed of the shaft at the bearing and its frequency spectrum.

D.2.2 Numerical damping

HAWC2 uses a Newmark solver scheme, which is commonly use to solve
linear and nonlinear structural dynamics problems. The equations of motion
of a nonlinear structure can be formulates as Eq.D.12, where M is the mass
matrix, C viscous damping matrix, g vector of nonlinear internal forces, Ft,
q nodal displacements.

Mq̈t +Cq̇t + g(qt) = ft (D.12)

The viscous damping matrix C, is normally set heuristically to fit the ex-
pected response of the structure in question. In this simulation exercise,
structural damping was set to zero. In order to understand the weight of
numerical damping on the dynamic response of a structure modeled with
HAWC2.

A standard Newmark integration scheme, that considers acceleration to be

Figure D.3: Disc-shaft-disc system
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Figure D.4: Natural frequency of disc-shaft-disc system –with β = 0.27 and γ =
0.51

linear within a time step, can be expressed as in Eq.D.13. For the integra-
tion method to be stable, the right combination of time step size ∆t, and
parameters β, γ for a given system is required. Figure D.5 shows the re-
sponse of the disc-shaft-disc system with different β, and γ parameters than
those used for the simulation in Figure D.4.

qt+∆t =qt +∆tq̇t +
∆t2

2
[(1− 2β)q̈t + 2βq̈t+∆t] (D.13)

q̇t+∆t =q̇t∆t[(1− γ)q̈t + γq̈t+∆t]

D.3 Summary

The multibody formulation formulation in HAWC2 allows in principle to
build any kind of multibody problem. An insight into the structural for-
mulation, constraint setting, external interfaces, structural and numerical
damping, and solver was gained from building simple models, and analyzing
their time and frequency response.
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