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## Abstract

Vibrational and rotational energy relaxation in liquids are studied by means of computer simulations. As a precursor for studying vibrational energy relaxation of a solute molecule subsequent to the formation of a chemical bond, the validity of the classical Bersohn-Zewail model for describing the intramolecular dynamics during photodissociation is investigated. The apparent agreement with quantum mechanical calculations is shown to be in contrast to the applicability of the individual approximations used in deriving the model from a quantum mechanical treatment. In the spirit of the Bersohn-Zewail model, the vibrational energy relaxation of $\mathrm{I}_{2}$ subsequent to photodissociation and recombination in $\mathrm{CCl}_{4}$ is studied using classical Molecular Dynamics simulations. The vibrational relaxation times and the time-dependent I-I pair distribution function are compared to new experimental results, and a qualitative agreement is found in both cases. Furthermore, the rotational energy relaxation of $\mathrm{H}_{2} \mathrm{O}$ in liquid water is studied via simulations and a power-and-work analysis. The mechanism of the energy transfer from the rotationally excited $\mathrm{H}_{2} \mathrm{O}$ molecule to its water neighbors is elucidated, i.e. the energy-accepting degrees of freedom of the surrounding solvent water molecules are identified.

## Resumé

Vibrationel og rotationel afkøling i væsker studeres med computer simuleringer. Som optakt til at studere vibrationel afkøling af et opløst molekyle efter dannelsen af en kemisk binding undersøges gyldigheden af Bersohn-Zewail modellen, som beskriver den intramolekylære dynamik i fotodissociation ved brug af klassisk mekanik. Den gode overenstemmelse med kvantemekaniske beregninger vises at være overraskende set i lyset af anvendeligheden af de individuelle tilnærmelser, som indgår i udledningen af modellen udfra en kvantemekanisk beskrivelse. I tråd med Bersohn-Zewail modellen er fotodissociationen, rekombinationen og den vibrationelle afkøling af $\mathrm{I}_{2}$ opløst i $\mathrm{CCl}_{4}$ studeret med klassiske molekylær-dynamiske simuleringer. De vibrationelle afkølingstider og den tidsafhængige I-I parfordelingsfunktion er sammenlignet med nye eksperimentelle resultater, og i begge tilfælde er en kvalitativ overenstemmelse fundet. Endvidere er den rotationelle afkøling af $\mathrm{H}_{2} \mathrm{O}$ i flydende vand studeret via simuleringer og en effekt-og-arbejdsanalyse. Mekanismen for energioverførelsen fra det rotationseksiterede $\mathrm{H}_{2} \mathrm{O}$-molekyle til nabo-molekylerne er belyst, dvs. de frihedsgrader som modtager energien i de omkringliggende vandmolekyle er identificeret.
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## Chapter 1

## Introduction

In a typical chemical reaction some kind of energy redistribution will take place between the various degrees of freedom of the system. In particular, when a chemical bond is formed in a molecule, a transfer of excess energy out of the molecule's vibrational mode associated with the newly formed bond often follows.[1, 2] The excess vibrational energy can flow to the coupled vibrational and rotational degrees of freedom of the molecule, which is the case for low-pressure gases, where the vibrational energy redistribution can be assumed to be collisionless. [3-6] In solutions the description of the vibrational energy redistribution becomes more complex due to the many-body effects present in a dense fluid, i.e. the nonequilibrium vibrational energy distribution for a solute molecule, in which a chemical bond is formed, can decay to equilibrium by a transfer of energy to the various degrees of freedom of the solvent - with a possible energy flow 'through' the solute's rotational degrees of freedom. [7-9] In this case the vibrational energy redistribution is referred to as vibrational and rotational energy relaxation, i.e. a dissipative process that dampens the intramolecular motion of the solute molecule by transferring excess energy to the surrounding solvent. Hence, vibrational and rotational energy relaxation is intimately related to rates and mechanisms of chemical reactions in liquids, and a detailed microscopic description of relaxation processes is key to increase the current understanding of molecular reaction dynamics in condensed phases.[10-15]

For decades, energy relaxation in liquids has been investigated intensively both experimentally as well as theoretically.[16-18] Due to continued experimental developments in time-resolved optical spectroscopy and x -ray diffraction, it is possible to carry out real-time measurements of relaxation processes, for which the characteristic time scales are often ultrafast, i.e. in the femto- or picosecond time domain.[19-23] On the theoretical side, the choice of description has moved from purely analytical calculations to more realistic modeling of interactions and dynamics in the liquid phase.[10, 14] In computer simulations an atomistic description of the system is possible, which permits serious testing of theoretical models and the approximations that are introduced in the interpretation of experimental results.[24-29] Although a lot of effort has been put into the studies of vibrational and rotational energy relaxation in liquids, several important questions still remain unanswered in a complete form, e.g.: Which theoretical models are appropriate? What is the rate and mechanism of relaxation? To which solvent modes is the energy transferred? [30]

The overall topic of this thesis is the observation of chemical dynamics associated with vibrational and rotational energy relaxation in liquids, and we try to answer the questions above for some specific chemical systems. We use computer simulations to follow and observe the time evolution of the relaxation processes, and we focus on simple systems: A diatomic molecule in a nonpolar solvent and pure water. In this way the computational cost is kept relatively low and the complexity of the system does not obscure the microscopic level of understanding.

### 1.1 The Computational Approach

When we study the dynamics of a chemical reaction, we are interested in the time evolution of a molecular system, which is governed by the laws of quantum mechanics. It is well-known that a full quantum mechanical treatment of a many-body system, e.g. a liquid, is computationally expensive, and some approximations often have to be introduced in the theoretical framework. For several decades, classical Molecular Dynamics (MD) simulations have been used for computer experiments on liquids, where the equations of motion are classical, and the interactions are described by molecular mechanics force fields.[31] The dynamical behaviour of a system obtained from classical MD simulations will differ from that obtained employing quantum mechanics. Using classical MD simulations most dynamical, structural and thermodynamic properties of the system can be calculated in good agreement with experimental results, but quantum mechanical effects such as uncertainty in position/momentum and tunneling will be missing.[32] The obvious advantage of using classical MD simulations compared to quantum mechanics descriptions is the relatively low computation time and overall feasibility, and this is the main reason for choosing classical MD simulations as the primary computational approach in the work presented in this thesis.

In order to simulate the energy relaxation of a solute molecule subsequent to the formation of a chemical bond, we have to choose an ad hoc theoretical model to describe the process leading to the formation of the chemical bond. In conventional classical MD simulations of liquids, chemical bond breakage and formation are not included (recently, reactive force fields for some molecular systems have been developed, see e.g. [33]). One simple process, in which the formation of a chemical bond can take place in a liquid, is the recombination of photofragments due to 'caging' in a solvent shell subsequent to photodissociation of a solute molecule.[34-36] An exact theoretical description of the photodissociation of a molecule, where an electronic transition from a bonding to an antibonding state takes place due to the interaction with an ultrashort laser pulse, clearly relies on quantum mechanics. Bersohn and Zewail have proposed an approximate model for describing the nuclear dynamics, in terms of classical mechanics, of gas-phase molecules undergoing photodissociation in ultrafast pump-probe experiments.[37] This scheme has been successfully used in several computational studies of photodissociation in both gasand liquid-phase, see e.g. [38-41]. The well-known approximations involved in deriving the classical Bersohn-Zewail (BZ) model from a quantum mechanics treatment of gas-phase photodissociation seem very reasonable [42], but the exact validity of these approximations has not been investigated in a rigorous fashion to the best of our knowledge. In this thesis we present a thorough numerical study of the validity of the approximations in the BZ model for the photodissociation of a gas-phase $\mathrm{Br}_{2}$ molecule, and we find that the nuclear dynamics described by the BZ model is in very good agreement with quantum mechanics wave packet calculations in terms of the time-evolution of the expectation value of the nuclear position in the antibonding state. Although, this agreement is quite surprising in the light of the validity of the individual approximations.

### 1.2 Vibrational Energy Relaxation

After we have established that the BZ model is well suited for a classical description of photodissociation, we proceed to study the bond formation and vibrational energy relaxation following the photodissociation of a solute molecule by means of classical MD simulations. The solvent of choice is carbon tetrachloride, in which we simulate the photodissociation (in the spirit of the Bersohn-Zewail model), the subsequent recombination, and vibrational energy relaxation of an iodine molecule. This system is chosen partly because the solvent
is nonpolar and fairly easy to simulate, and furthermore, the solute diatomic molecule represents the limiting case of an 'isolated' vibrational mode with no opportunity for energy redistribution to other vibrational degrees of freedom of the solute molecule itself.[43] The reaction of iodine atoms to form molecular iodine in condensed phases is perhaps the most extensively studied example of radical recombination, and for decades, the system has served as a prototypical model for bimolecular reactions in solution.[14] Several experimental studies, using time-resolved optical spectroscopy and x-ray diffraction, of this reaction have provided new information about the 'caging' mechanism and the vibrational relaxation time in liquids [44-48] and in inert gas matrices [49-55]. Furthermore, the experimental results have been compared to computer simulations of the reaction.[19, 56-62] In particular for $\mathrm{I}_{2}$ dissolved in $\mathrm{CCl}_{4}$, the simulation results have been based on very poor statistics, and the photodissociation and recombination process have not been treated explicitly.[61, 62] Thus, further theoretical scrutinization of this reaction is justified.

We have participated in an international collaboration with experimental groups from France (Michael Wulff, ESRF) and Korea (Hyotcherl Ihee, KAIST), who have developed a so-called 'time-slicing' scheme to increase the time-resolution of x-ray diffraction experiments carried out at synchrotron facilities from the order of $\sim 100$ ps to $\sim 1-10$ ps. In order to determine the validity of the 'time-slicing' scheme, the vibrational energy relaxation of $\mathrm{I}_{2}$ in $\mathrm{CCl}_{4}$ has been chosen as the test system. We have compared the new experimental and simulation results, in terms of vibrational relaxation times and the time-dependent I-I pair distribution function, and a qualitative agreement is found. This agreement indicates that the novel 'time-slicing' scheme is capable of enhancing the time-resolution of x-ray diffraction experiments. Furthermore, we show that a good approximation to the simulated time-dependent I-I pair distribution function can be constructed from the timedependent vibrational energy distribution such that experimental data from time-resolved x-ray diffraction and optical spectroscopy can be compared by using the same procedure. Finally, we observe some degree of coherent motion associated with the vibrational energy relaxation. Coherent motion has been observed for the photodissociation of iodine in inert gas matrices, but has been absent in liquids.[54, 55] This partial coherent motion might be observed in future time-resolved x-ray diffraction experiments using free electron lasers, for which a femtosecond time resolution can be obtained.[23, 63, 64]

### 1.3 Rotational Energy Relaxation

Since a solute molecule's vibrational modes couple to the rotational degrees of freedom of the solute itself, we are also interested in studying rotational energy relaxation. To this end, the system of choice is pure liquid water, which is the most common solvent in organic and biological chemistry. Librations (hindered rotations) of liquid water are important energy receptors for solute vibrational energy relaxation [65, 66], and for water stretch and bend vibrational excitations [29, 67-75]. Futhermore, librations are key participants in the rearrangements of the hydrogen bond networks of water and aqueous solutions.[76-80] Recently, the bend vibrational energy relaxation and the direct rotational energy relaxation of $\mathrm{H}_{2} \mathrm{O}$ in liquid water have been monitored in real time using femtosecond two-color infrared spectroscopy.[81-83] Rey and Hynes have shown that the experimental relaxation times can be reproduced via classical MD simulations and that for a bend vibrational excited water molecule, $2 / 3$ of the excitation energy is transferred to the rotational degrees of freedom of the molecule itself.[73]

Here we study the rotational energy relaxation of $\mathrm{H}_{2} \mathrm{O}$ in liquid water subsequent to direct rotational excitation. This is of interest in connection to the study by Rey and Hynes [73], and in connection to the case of energy transfer from a vibrational excited solute molecule to the rotational degrees of freedom of a water solvent. We make use
of a recent reformulation [75] of a power and work analysis [65, 66], which leads to an identification of the energy-accepting degrees of freedom of the surrounding solvent water molecules and to which solvent waters the energy flows, hence, the locality of the relaxation process can be determined. Within the chosen force field model of the water system (the molecules are treated as rigid rotors), the rotational degrees of freedom of the surrounding solvent water molecules clearly dominates in the energy transfer, with a minor transfer to the translational degrees of freedom. We observe that the rotational energy relaxation is quite local, in the sense that the 1st and 2 nd solvent shells primarily accept the excess energy directly from the rotationally excited molecule. Furthermore, we investigate whether the rotational energy relaxation is dependent on the excitation energy, temperature, and excitation method.

The outline of the remainder of this thesis is as follows. In chapter 2 we briefly present the various numerical algorithms used in the quantum mechanics wave packet calculations and the classical MD simulations and show some test-of-implementation results. The validity of the individual approximations in deriving the BZ model from a quantum mechanics treatment of photodissociation is discussed in chapter 3. The study of photodissociation, subsequent recombination, and vibrational energy relaxation of $\mathrm{I}_{2}$ in $\mathrm{CCl}_{4}$ is presented in chapter 4 . In chapter 5 a thorough examination of the energy flow pattern for rotational energy relaxation subsequent to direct rotational excitation of $\mathrm{H}_{2} \mathrm{O}$ in liquid water is presented. Finally, concluding remarks are offered in chapter 6.

## Chapter 2

## Computational Methods

In this chapter the computational methods used in the various studies are described. All calculations are carried out with in-house codes written by the author in either $\mathrm{C} / \mathrm{C}++$, FORTRAN, or MATLAB. In Sec. 2.1 a scheme for numerical propagation of a wave packet describing the nuclear dynamics of a diatomic molecule is presented, and in Sec. 2.2 the setup for classical Molecular Dynamics simulations of a liquid is discussed.

### 2.1 Nuclear Wave Packet Propagation

We want to investigate the photodissociation of a diatomic molecule in gas-phase, and we do this in a frame fixed to the internuclear axis. Therefore, the system becomes onedimensional, where the independent variable is the internuclear distance $r$, and the natural starting point is the time-dependent radial Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Psi(r, t)=\left(-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial r^{2}}+\frac{\hbar^{2} l(l+1)}{2 m r^{2}}+V(r)\right) \Psi(r, t), \tag{2.1}
\end{equation*}
$$

where $\Psi(r, t)$ denotes the radial wave function, $m$ is the reduced mass of the two-nuclei system, $l$ is the angular momentum quantum number, and $V(r)$ denotes the potential energy surface associated with the electronic state in question. We simplify the treatment of the system to encompass only two adiabatic electronic states, which are part of the natural set of eigenstates of the electronic Schrödinger equation.[84] Furthermore, we make use of the Born-Oppenheimer approximation, in which the electronic states are uncoupled, i.e. population transfer between the states can only occur, when a perturbation $\hat{W}$ is applied to the system.[85]

### 2.1.1 Molecule-Field Interaction

For the photodissociation process the perturbation is an optical laser pulse, and the coupling term within the electric dipole approximation becomes

$$
\begin{equation*}
\hat{W}(r, t)=-\boldsymbol{\mu}(r) \cdot \boldsymbol{\epsilon}(t)=-\mu(r) \epsilon(t) \cos (\theta), \tag{2.2}
\end{equation*}
$$

where $\boldsymbol{\mu}(r)$ is the molecular transition dipole moment, $\boldsymbol{\epsilon}(t)$ is the electric field component of the laser pulse, and $\theta$ is the angle between them $(\boldsymbol{\epsilon}(t)$ is spatially independent, since the wavelength of the field greatly exceeds the molecular dimension).[86] For convenience, we employ the optimal molecule-field orientation that yields the maximum excitation, i.e. $\theta=0$. The two coupled equations of motion then read

$$
i \hbar \frac{\partial}{\partial t}\left[\begin{array}{l}
\Psi_{1}(r, t)  \tag{2.3}\\
\Psi_{2}(r, t)
\end{array}\right]=\left[\begin{array}{cc}
\hat{H}_{1} & \hat{W} \\
\hat{W} & \hat{H}_{2}
\end{array}\right]\left[\begin{array}{l}
\Psi_{1}(r, t) \\
\Psi_{2}(r, t)
\end{array}\right],
$$

where the Hamiltonian operators for each adiabatic state are given by

$$
\begin{align*}
& \hat{H}_{1}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial r^{2}}+\frac{\hbar^{2} l_{1}\left(l_{1}+1\right)}{2 m r^{2}}+V_{1}(r)  \tag{2.4}\\
& \hat{H}_{2}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial r^{2}}+\frac{\hbar^{2} l_{2}\left(l_{2}+1\right)}{2 m r^{2}}+V_{2}(r) .
\end{align*}
$$

The shape of the electric field component of the laser pulse is described by a Gaussian envelope function

$$
\begin{equation*}
\epsilon(t)=\epsilon_{0} \mathrm{e}^{-t^{2} /\left(2 \tau^{2}\right)} \mathrm{e}^{-i \omega t}, \tag{2.5}
\end{equation*}
$$

where $\epsilon_{0}$ is the maximum amplitude, $\tau$ denotes the temporal duration of the laser pulse (FWHM $[\epsilon]=2 \tau \sqrt{2 \ln 2}$ ), and $\omega$ represents the carrier frequency.

### 2.1.2 Grid Representation of Wave Functions

It is not possible to analytically solve the coupled set of equations of motion for arbitrary potentials. Therefore, we have to make use of a numerical scheme, and here we have chosen the Fourier transform method, in which the wave function is represented on a grid of $2 N$ equidistant points.[87] In essence, a wave function $\Psi(r, t)$ is expanded in a finite basis set of $2 N$ plane waves, such that for each grid point $r_{j}$

$$
\begin{equation*}
\Psi\left(r_{j}, t\right)=\sum_{k=-N+1}^{N} a_{k}(t) \mathrm{e}^{-i 2 \pi k r_{j} / L}, \tag{2.6}
\end{equation*}
$$

where $L$ is the length of the interval. The orthogonality of the plane waves leads to the expression for the expansion coefficients

$$
\begin{equation*}
a_{k}(t)=\frac{1}{2 N} \sum_{j=1}^{2 N} \Psi\left(r_{j}, t\right) \mathrm{e}^{i 2 \pi k r_{j} / L}, \tag{2.7}
\end{equation*}
$$

which represent the amplitudes of the wave function in momentum space.[88] The expression in Eq. 2.7 is referred to as the discrete Fourier transform, which can be implemented with high efficiency using the FFT algorithm.[89] Thus, the wave function is given by a grid representation in position and momentum space, and the mapping between the two representations is carried out via the discrete Fourier transform.

### 2.1.3 Grid Representation of Operators

We have to consider how to evaluate the action of operators with a grid representation of the wave function. The most important operator is the Hamiltonian, which is essential to the time propagation of the system. The Hamiltonian operator is the sum of the kinetic energy operator $\hat{T}$ and the potential energy operator $\hat{V}$, where $\hat{V}$ is local in position space, i.e. the action of $\hat{V}$ on the wave function is the multiplication $V\left(r_{j}\right) \Psi\left(r_{j}, t\right)$. The kinetic energy operator $\hat{T}$ is 'global' in position space, i.e. a second order differential operator with respect to $r$, but becomes a local operator in momentum space, where $T(k)=\hbar^{2} k^{2} /(2 m) \cdot[90]$ Hence, the action of the Hamiltonian operator on the wave function is carried out in two steps. 1) The action of the potential energy operator: The wave function in position space is multiplied by $V\left(r_{j}\right)$. 2) The action of the kinetic energy operator: The wave function in position space is mapped to momentum space via the discrete Fourier transform, the expansion coefficients are multiplied by $T(k)$, and via the inverse discrete Fourier transform the wave function is mapped to position space.

### 2.1.4 Short Time Propagator

Now we turn to the problem of propagating the wave function in time. If the Hamiltonian operator is time-independent, then the operator which propagates the wave function from $t_{0}$ to $t$ is $\hat{U}\left(t, t_{0}\right)=\exp \left(-i \hat{H}\left(t-t_{0}\right) / \hbar\right)$, see Ref. [91]. In our case, the Hamiltonian operator is effectively time-dependent due to the coupling term, see Eq. 2.3. However, if the time-dependence of the Hamiltonian operator is negligible over a short time interval $\delta t$ the time propagator can be approximated by

$$
\begin{equation*}
\hat{U}\left(t, t_{0}\right) \approx \prod_{n=1}^{N} \mathrm{e}^{-i \hat{H}\left[t_{0}+(N-n) \delta t\right] \delta t / \hbar}, t=t_{0}+N \delta t \tag{2.8}
\end{equation*}
$$

where an equally spaced grid in the time domain is applied. Each factor in Eq. 2.8 is referred to as a short time propagator. In the split-operator technique, the short time propagator is written as a symmetric product

$$
\begin{equation*}
\mathrm{e}^{-i \hat{H} \delta t / \hbar} \approx \mathrm{e}^{-i \hat{T} \delta t /(2 \hbar)} \mathrm{e}^{-i \hat{V} \delta t / \hbar} \mathrm{e}^{-i \hat{T} \delta t /(2 \hbar)}, \tag{2.9}
\end{equation*}
$$

where the accuracy of the approximation is second order in time. The separation of the propagator in the split-operator technique preserves unitarity, hence, the norm of the wave function is strictly conserved.[92] The approximation of the short time propagator can be enhanced to any finite order in time, but the splitting in Eq. 2.9 leads to a very accurate propagation for time steps up to $\sim 1 \mathrm{fs}$ depending on the system. [93, 94]

### 2.1.5 Tests of Numerical Stability

In the following section we report some results from various tests of the numerical stability of the code for nuclear wave packet propagation. Here, a wave packet is defined as a superposition of stationary states corresponding to the vibrational levels of the potential in question. Therefore, a wave packet is nonstationary in general.

## Vibrational Eigenvalues and Eigenfunctions

The first test is to run calculations with only one electronic state described by a Morse potential, where the eigenvalues $E_{\mathrm{M}}(n)$ of the corresponding vibrational levels read

$$
\begin{equation*}
E_{\mathrm{M}}(n)=\nu(n+1 / 2)-\frac{(2 \pi \nu)^{2}(n+1 / 2)^{2}}{4 D_{\mathrm{e}}} \tag{2.10}
\end{equation*}
$$

where $\nu$ is the frequency, $D_{\text {e }}$ denotes the classical dissociation energy, and $n \in \mathbb{N}_{0}$. [95] The vibrational eigenvalues and eigenfunctions (stationary wave functions) of any potential can be found via relaxation of a trial function, i.e. propagation of a trial function in imaginary time. [96] The principle is very simple: We define an imaginary time coordinate $s=i t$ and write the propagation of a trial function $f$ as

$$
\begin{equation*}
f(s)=\mathrm{e}^{-\hat{H} s / \hbar} f(0)=\mathrm{e}^{-\hat{H} s / \hbar} \sum_{n} c_{n} \Phi_{n}=\sum_{n} c_{n} \mathrm{e}^{-E(n) s / \hbar} \Phi_{n} \tag{2.11}
\end{equation*}
$$

where $\hat{H}$ is the Hamiltonian operator associated with the electronic state in question, and $\left\{\Phi_{n}\right\}$ is the complete set of eigenfunctions (we consider only the discrete spectrum). Clearly, each term in the expansion will decrease exponentially in time, but with different rates depending on the eigenvalue $E(n)$. By renormalization of the trial function during the propagation in imaginary time, the ground vibrational state eigenfunction of the potential is the only 'surviving' term in the expansion. The 1st excited vibrational state
eigenfunction can be found by a similar procedure, where the ground vibrational state eigenfunction (with an appropriate weight) is subtracted from the trial function, and so on for higher order excited vibrational state eigenfunctions.

The eigenvalues of the Morse potential corresponding to the adiabatic ground electronic state of $\mathrm{Br}_{2}$ (the parameters for the potential are given in Sec. 3.2.1) are found via the relaxation method and compared to the eigenvalues given in Eq. 2.10. A similar comparison is carried out for the eigenvalues of the harmonic potential corresponding to the 2nd order approximation of the Morse potential around the classical equilibrium distance. In Tab. 2.1 the first five eigenvalues of the Morse potential are shown, where $E_{\mathrm{M}}$ refers to the values given in Eq. 2.10 and $\tilde{E}_{\mathrm{M}}$ refers to the values calculated by relaxation of a trial function. Similarly for the harmonic potential, $E_{\mathrm{H}}=\nu(n+1 / 2)$ and $\tilde{E}_{\mathrm{H}}$ refers to the values calculated by relaxation. Each set of eigenvalues $\left\{E_{\mathrm{M}}, \tilde{E}_{\mathrm{M}}\right\}$ or $\left\{E_{\mathrm{H}}, \tilde{E}_{\mathrm{H}}\right\}$ are identical, for a given $n$, within five decimal digits of precision.

Table 2.1: Eigenvalues of the Morse and harmonic potential

| $n$ | $E_{\mathrm{M}} / \mathrm{cm}^{-1}$ | $\tilde{E}_{\mathrm{M}} / \mathrm{cm}^{-1}$ | $E_{\mathrm{H}} / \mathrm{cm}^{-1}$ | $\tilde{E}_{\mathrm{H}} / \mathrm{cm}^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 161.19 | 161.19 | 161.60 | 161.60 |
| 1 | 481.10 | 481.10 | 484.80 | 484.80 |
| 2 | 797.73 | 797.73 | 808.00 | 808.00 |
| 3 | 1111.1 | 1111.1 | 1131.2 | 1131.2 |
| 4 | 1421.1 | 1421.1 | 1454.4 | 1454.4 |

In Fig. 2.1 the Morse potential $V_{\mathrm{M}}$ and the harmonic potential $V_{\mathrm{H}}$ are shown together with the first five eigenfunctions $\Phi_{n}, n=0,1, \ldots, 4$, for each potential. The eigenfunctions are plotted at the corresponding eigenvalues. Analytic expressions for the eigenfunctions of the harmonic potential are well-known, see Ref. [97]. We have compared these with the numerical calculations, and the agreement is perfect within the numerical precision.

## Rabi Oscillations

The second test is performed on a two-state system with a sinusoidal oscillating coupling term, for which the two equations of motion read

$$
i \hbar \frac{\partial}{\partial t}\left[\begin{array}{l}
\Psi_{1}(r, t)  \tag{2.12}\\
\Psi_{2}(r, t)
\end{array}\right]=\left[\begin{array}{cc}
E_{1} & \zeta \mathrm{e}^{i \omega t} \\
\zeta \mathrm{e}^{-i \omega t} & E_{2}
\end{array}\right]\left[\begin{array}{c}
\Psi_{1}(r, t) \\
\Psi_{2}(r, t)
\end{array}\right]
$$

where $E_{1}$ and $E_{2}$ are scalars representing the energies of each state, and $\zeta$ is the amplitude of the oscillating coupling. The two states are chosen as the ground vibrational states of two harmonic potentials with identical curvature and position of the minimum, but shifted in energy. In this case the equations of motion have an analytic solution, see Ref. [91]. It turns out that the probability $P_{i}(t)=\left\langle\Psi_{i}(t) \mid \Psi_{i}(t)\right\rangle$ of the system being found in one of the states $i=1,2$ is given by the expressions

$$
\begin{equation*}
P_{1}(t)=1-P_{2}(t) \quad \text { and } \quad P_{2}(t)=\sin ^{2}(\zeta t / \hbar) \tag{2.13}
\end{equation*}
$$

if only state 1 is populated at $t=0$, and $\omega$ corresponds to the resonance frequency, i.e. $\hbar \omega=E_{2}-E_{1}$. Clearly, the fundamental period of the oscillations in the probabilities, often referred to as Rabi oscillations, is $T_{\mathrm{f}}=\pi \hbar / \zeta$, and with the chosen value of $\zeta$ we get


Figure 2.1: a) Morse potential $V_{M}$ and the first five vibrational eigenfunctions $\Phi_{n}, n=0,1, \ldots, 4$. The eigenfunctions are plotted at the corresponding eigenvalues. b) Harmonic potential $V_{\mathrm{H}}$ and the first five vibrational eigenfunctions $\Phi_{n}, n=0,1, \ldots, 4$.
$T_{\mathrm{f}}=226.54 \mathrm{fs}$. Hence, the probability is completely removed from state 1 and transferred to state 2 in $T_{\mathrm{f}} / 2$ and vice versa. In Fig. 2.2 the probability of the system being found in state 1 and state 2 as a function of time is shown for a propagation of 500 fs , and we see that the fundamental period is 226.54 fs as expected.

The code for nuclear wave packet propagation has also been used to reproduce various results reported in the literature, e.g. Tawari et al. [98], and several comparisons with similar codes have been carried out. In all cases the agreement was perfect.


Figure 2.2: The probability of the system being found in state $1\left(P_{1}(t)=\right.$ $\left.\left\langle\Psi_{1}(t) \mid \Psi_{1}(t)\right\rangle\right)$ and state $2\left(P_{2}(t)=\left\langle\Psi_{2}(t) \mid \Psi_{2}(t)\right\rangle\right)$ as a function of time. The fundamental period of the Rabi oscillations is 226.54 fs .

### 2.2 Classical Molecular Dynamics Simulations

Numerous codes for classical Molecular Dynamics (MD) simulations are available, but the simulations reported in this thesis require nonstandard setup and output, and therefore, the codes are written by the author. The two liquids $\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{CCl}_{4}$ are studied, but in the following sections the numerical results are only shown for simulations of $\mathrm{H}_{2} \mathrm{O}$.

### 2.2.1 Numerical Integrator

The core routine of a code for classical MD simulations is the numerical integrator, which solves the coupled set of Newton's equations of motion for a system of interacting particles. We have used either the Velocity-Verlet algorithm or the Gear Predictor-Corrector algorithm to carry out the time propagation of the systems.[31, 99, 100] Here, we present only the Velocity-Verlet algorithm.

The propagation of the position of atom $\alpha_{i}$ of molecule $i$ from time $t$ to $t+\delta t$ reads

$$
\begin{equation*}
\mathbf{r}_{\alpha_{i}}(t+\delta t)=\mathbf{r}_{\alpha_{i}}(t)+\delta t \mathbf{v}_{\alpha_{i}}(t)+\frac{\delta t^{2}}{2 m_{\alpha_{i}}} \mathbf{F}_{\alpha_{i}}(t), \tag{2.14}
\end{equation*}
$$

and the corresponding propagation of the velocity of atom $\alpha_{i}$ is given by

$$
\begin{equation*}
\mathbf{v}_{\alpha_{i}}(t+\delta t)=\mathbf{v}_{\alpha_{i}}(t)+\frac{\delta t}{2 m_{\alpha_{i}}}\left(\mathbf{F}_{\alpha_{i}}(t)+\mathbf{F}_{\alpha_{i}}(t+\delta t)\right) \tag{2.15}
\end{equation*}
$$

where $m_{\alpha_{i}}$ is the mass of atom $\alpha_{i}$, and $\mathbf{F}_{\alpha_{i}}$ is the force acting on $\alpha_{i}$. The global error (i.e. the numerical error in computing a conserved quantity such as the total energy $E$ of an isolated system from two integration steps separated by a finite time) is of the order $\delta t^{2}$. A rigorous test of the implementation of the Velocity-Verlet algorithm is to undertake several runs with the same initial conditions for the system and covering the same total time, but with different values of the time step $\delta t$. The standard deviation of the energy fluctuations for each run as a function of $\delta t^{2}$ should be linear.[101]

### 2.2.2 Force Fields

The interactions between the molecules in the liquids are defined by molecular mechanics force fields. For both systems, the intermolecular forces are derived from Lennard-Jones 12-6 potentials

$$
\begin{equation*}
U_{\mathrm{LJ}}(r)=\left(\frac{B}{r}\right)^{12}-\left(\frac{A}{r}\right)^{6}=4 \epsilon\left(\left(\frac{\gamma}{r}\right)^{12}-\left(\frac{\gamma}{r}\right)^{6}\right) \tag{2.16}
\end{equation*}
$$

where $\gamma=B^{2} / A$ and $\epsilon=A^{12} /\left(4 B^{12}\right)$, and Coulomb potentials

$$
\begin{equation*}
U_{\mathrm{C}}(r)=\frac{q_{1} q_{2}}{4 \pi \epsilon_{0} r} \tag{2.17}
\end{equation*}
$$

where $q_{1}$ and $q_{2}$ denote the charges of the interaction sites, and $\epsilon_{0}$ is the vacuum permittivity.[31] In both cases $r$ denotes the internuclear distance. The force field parameters used for each system are listed in the corresponding chapters.

### 2.2.3 Constrained Dynamics

The molecules are treated as rigid rotors, i.e. bond lengths and bend angles are kept constant during the time propagation. Two methods for this type of constrained dynamics have been used. One is the RATTLE algorithm, in which a set of constraints are maintained by an iterative procedure, and the other is the Quaternions method, where Euler's rigid body equations are solved using quaternions to represent orientations.[102, 103] Here, we present only the RATTLE algorithm.

The constraints for rigid rotors are of the type that require certain pairs of atoms to remain a fixed distance apart. If $\alpha_{i}$ and $\beta_{i}$ are such a pair of constrained atoms with a distance $d_{\alpha_{i}, \beta_{i}}$, we define the constraint as

$$
\begin{equation*}
C_{\alpha_{i}, \beta_{i}} \equiv\left|\mathbf{r}_{\alpha_{i}}-\mathbf{r}_{\beta_{i}}\right|^{2}-d_{\alpha_{i}, \beta_{i}}=0 \tag{2.18}
\end{equation*}
$$

The time derivative of the constraint equation gives a constraint on the velocities

$$
\begin{equation*}
\dot{C}_{\alpha_{i}, \beta_{i}} \equiv \frac{\mathrm{~d} C_{\alpha_{i}, \beta i}}{\mathrm{~d} t}=2\left(\mathbf{v}_{\alpha_{i}}-\mathbf{v}_{\beta_{i}}\right) \cdot\left(\mathbf{r}_{\alpha_{i}}-\mathbf{r}_{\beta_{i}}\right)=0 \tag{2.19}
\end{equation*}
$$

such that not only the distance is kept fixed, but the velocity vector $\mathbf{v}_{\alpha_{i}}-\mathbf{v}_{\beta_{i}}$ is kept perpendicular to the distance vector $\mathbf{r}_{\alpha_{i}}-\mathbf{r}_{\beta_{i}}$, which is the case for a rigid rotor. The equation of motion for constrained dynamics reads

$$
\begin{equation*}
m_{\alpha_{i}} \mathbf{a}_{\alpha_{i}}=\mathbf{F}_{\alpha_{i}}+\mathbf{G}_{\alpha_{i}} \tag{2.20}
\end{equation*}
$$

where $\mathbf{a}_{\alpha_{i}}$ is the acceleration of atom $\alpha_{i}, \mathbf{F}_{\alpha_{i}}$ denotes the force on atom $\alpha_{i}$ due to the intermolecular interactions, and $\mathbf{G}_{\alpha_{i}}$ is the force on atom $\alpha_{i}$ due to the constraints. $\mathbf{G}_{\alpha_{i}}$ can be written as a sum of products of the relevant constraints and time-dependent Lagrange multipliers. In the RATTLE algorithm $\mathbf{G}_{\alpha_{i}}$ is determined by an iterative procedure. For more comments on the implementation of the RATTLE algorithm and explicit formulas for computing $\mathbf{G}_{\alpha_{i}}$, see Ref. [102]. Furthermore, the global error of the Velocity-Verlet algorithm is invariant to the implementation of the RATTLE algorithm.

### 2.2.4 Periodic Boundary Conditions

In order to carry out computer experiments on a liquid, which from a microscopic point of view is infinitely large, we apply periodic boundary conditions to a cubic simulation box of length $L$ with $N$ molecules.[104] Hence, the liquid is described as a 3-dimensional lattice, where the cubic simulation box represents the unit cell. Furthermore, we use the minimum image convention to keep the number of interactions finite.[105]

### 2.2.5 Initial Conditions

In the simulation box the center of mass of the molecules resemble a simple cubic lattice structure, and the orientation is the same for all molecules. The box length $L$ is chosen such that the density corresponds to the experimental value at the chosen thermodynamic temperature $T$. The molecular linear velocities corresponding to $T$ are given by the Maxwell-Boltzmann distribution

$$
\begin{equation*}
f_{\mathrm{lv}}\left(v_{i}\right)=\left(\frac{m}{2 \pi k_{\mathrm{B}} T}\right)^{1 / 2} \exp \left(-\frac{m v_{i}^{2}}{2 k_{\mathrm{B}} T}\right), i=x, y, z, \tag{2.21}
\end{equation*}
$$

where $m$ is the mass of the molecule, and $k_{\mathrm{B}}$ is the Boltzmann constant.[106] Similarly, the molecular angular velocities are given by the normal distribution

$$
\begin{equation*}
f_{\mathrm{av}}\left(\omega_{i}\right)=\left(\frac{I_{i i}}{2 \pi k_{\mathrm{B}} T}\right)^{1 / 2} \exp \left(-\frac{I_{i i} \omega_{i}^{2}}{2 k_{\mathrm{B}} T}\right), i=x, y, z \tag{2.22}
\end{equation*}
$$

where $I_{i i}$ denotes the principal moments of inertia, and $\omega_{i}$ is the $i$-component of the angular velocity vector associated with the molecular frame in which the moment of inertia matrix is diagonal. The random normal deviates are obtained with the formulas reported by Box and Muller.[107]

### 2.2.6 Ewald Summation

In MD simulations with periodic boundary conditions, the point charge lattice becomes infinite. Therefore, the lattice sum, i.e. the sum of Coulomb potential energy terms for interactions between the charges in the simulation box and interactions with all their images, becomes conditionally convergent.[108, 109] The Ewald summation takes care of this difficulty by recasting the lattice sum into two rapidly converging sums; One sum in real space and the other in Fourier space.[110] The physical interpretation of the partition of the lattice sum is that every point charge is 'neutralized' by a Gaussian charge cloud of opposite sign. The screening of the point charges makes the interactions short ranged, and hence, the lattice sum in real space becomes absolute convergent. A Gaussian charge cloud of the same sign as each point charge is added to compensate for the first charge cloud. The expression for the second charge cloud is Fourier transformed such that the contribution to the lattice sum is found in Fourier space. Explicit formulas for calculating the Ewald sum are reported by Sangster and Dixon.[111]

In Tab. 2.2 the potential energy contributions in Fourier space are given as a function of $k$-vectors and the Ewald parameter $\alpha$ (for a system with $216 \mathrm{H}_{2} \mathrm{O}$ molecules). Here $k_{\text {max }}$ denotes the maximum value of $\left(k_{x}^{2}+k_{y}^{2}+k_{z}^{2}\right)^{1 / 2}$, where $k_{i} \in \mathbb{Z}$ for $i=x, y, z$, and $N_{k}$ is the corresponding number of $k$-vectors. Since $\alpha$ is inversely proportional to the width of the Gaussian charge distributions, the number of $k$-vectors for convergence of the lattice sum in Fourier space increases, when $\alpha$ is increased. Since the minimum image convention is applied in the MD simulations, the cutoff distance for intermolecular interactions is bounded from above by $L / 2$. Hence, the screening of the point charges at the cutoff distance should be effective (otherwise some charge-charge interactions are left out in the Ewald summation). In the bottom line of Tab. 2.2 the screening factor at a distance $L / 2$ is given. In the MD simulations a parameter set of $k_{\max }=5$ and $\alpha=6 / L$ is chosen.

### 2.2.7 Nosé-Hoover Thermostat

The ordered initial positions of the molecules are chosen for pure convenience, but this configuration leads to a very repulsive state. Thus, the molecules gain a large amount of kinetic energy in the first 500 fs of the propagation of the system (in fact, the temperature

Table 2.2: Potential energy contributions in Fourier space

| $k_{\max } / N_{k}$ | $\alpha L=5$ | $\alpha L=6$ | $\alpha L=7$ |
| :---: | :---: | :---: | :---: |
| $2 / 32$ | $5.380 \cdot 10^{-2}$ | $6.760 \cdot 10^{-2}$ | $7.825 \cdot 10^{-2}$ |
| $3 / 122$ | $7.716 \cdot 10^{-2}$ | $1.179 \cdot 10^{-1}$ | $1.595 \cdot 10^{-1}$ |
| $4 / 256$ | $8.292 \cdot 10^{-2}$ | $1.414 \cdot 10^{-1}$ | $2.153 \cdot 10^{-1}$ |
| $5 / 514$ | $8.358 \cdot 10^{-2}$ | $1.477 \cdot 10^{-1}$ | $2.409 \cdot 10^{-1}$ |
| $6 / 924$ | $8.363 \cdot 10^{-2}$ | $1.491 \cdot 10^{-1}$ | $2.524 \cdot 10^{-1}$ |
| $7 / 1418$ | $8.363 \cdot 10^{-2}$ | $1.493 \cdot 10^{-1}$ | $2.555 \cdot 10^{-1}$ |
| $8 / 2108$ | $8.363 \cdot 10^{-2}$ | $1.493 \cdot 10^{-1}$ | $2.561 \cdot 10^{-1}$ |
| $9 / 3070$ | $8.363 \cdot 10^{-2}$ | $1.493 \cdot 10^{-1}$ | $2.561 \cdot 10^{-1}$ |
| $\exp \left(-\alpha^{2}(L / 2)^{2}\right)$ | $1.930 \cdot 10^{-3}$ | $1.234 \cdot 10^{-4}$ | $4.785 \cdot 10^{-6}$ |

is increased from $\sim 300 \mathrm{~K}$ to $\sim 1200 \mathrm{~K})$. Since the MD simulations should be carried out at $T \approx 300 \mathrm{~K}$, the velocities have to be rescaled. It is easy to remove kinetic energy from the system: By running a simulation of 10 ps and saving the positions, a new 10 ps run can be carried out with the saved positions and zero velocities as initial conditions. This procedure can be repeated until the averaged temperature is close to $T$. In order to fine tune the average temperature, the Nosé-Hoover thermostat is applied.[112-114] In essence, the thermostat makes use of a bath coordinate, such that energy can flow between the system and the bath.

### 2.2.8 Tests of Numerical Stability

The codes for classical MD simulations have been thoroughly tested for numerical stability. In Fig. 2.3 the fluctuations of the total energy $E-\langle E\rangle$ for a system of $216 \mathrm{H}_{2} \mathrm{O}$ molecules as a function of time are shown for two calculations with time steps $\delta t=1.0 \mathrm{fs}$ and $\delta t=0.1 \mathrm{fs}$ (the Nosé-Hoover thermostat is turned off). Clearly, the energy fluctuations decrease as the time step is lowered (with the chosen energy interval, the fluctuations are not visible for $\delta t=0.1 \mathrm{fs}$ ). Furthermore, we have calculated the standard deviation of the energy fluctuations $\sigma_{E}$ for four time steps ( $1.0 \mathrm{fs}, 0.1 \mathrm{fs}, 0.01 \mathrm{fs}$, and 0.001 fs ), and $\sigma_{E}$ as a function of $\delta t^{2}$ is well represented by a linear function as expected.

## RATTLE Algorithm

The implementation of the RATTLE algorithm is tested by several runs of 100 ps with different sets of iteration criteria and number of iterations and with different values of the time step $\delta t$. With a criteria of iteration equal to $10^{-12}\left(10^{-7}\right)$ in reduced units and $\delta t \leq 1.0 \mathrm{fs}$, a sufficient number of iterations is 100 (50). In Fig. 2.4 the maximum values of the discrepancy from the constraints

$$
\begin{equation*}
\max \left(C_{r}\right)=\max \left(\left.| | \mathbf{r}_{\alpha_{i}, \beta i}\right|^{2}-d_{\alpha_{i}, \beta_{i}} \mid\right) \quad \text { and } \quad \max \left(C_{v}\right)=\max \left(\left|\mathbf{r}_{\alpha_{i}, \beta_{i}} \cdot \mathbf{v}_{\alpha_{i}, \beta i}\right|\right) \tag{2.23}
\end{equation*}
$$

are shown as functions of time.


Figure 2.3: Fluctuations of the total energy $E-\langle E\rangle$ for two MD simulations with time steps $\delta t=1.0 \mathrm{fs}$ and $\delta t=0.1 \mathrm{fs}$ (the Nosé-Hoover thermostat is turned off).


Figure 2.4: Maximum values of the discrepancy from the constraints $\max \left(C_{r}\right)$ and $\max \left(C_{v}\right)$ as functions of time. The criteria of iteration is $10^{-12}$ in reduced units, and the number of iterations is 100 .

## Radial Distribution Functions

The radial distribution function $g(r)$ for a liquid is related to the total number $N$ of molecules by the following expression [106]

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} r 4 \pi \rho g(r) r^{2}=N-1 \approx N \tag{2.24}
\end{equation*}
$$

where $\rho$ is the number density of molecules. The relation can also be written in the following form

$$
\begin{equation*}
4 \pi \rho g(r) r^{2}=\frac{\mathrm{d} N}{\mathrm{~d} r} \approx \frac{\Delta N}{\Delta r}=\frac{N(r+\Delta r)-N(r)}{\Delta r} \tag{2.25}
\end{equation*}
$$

If $N\left(r_{i}\right)$ denotes the number of molecules positioned at a distance between $r_{i}$ and $r_{i}+\Delta r$, we get

$$
\begin{equation*}
g\left(r_{i}\right) \approx \frac{N\left(r_{i}\right)}{4 \pi \rho r_{i}^{2} \Delta r} \tag{2.26}
\end{equation*}
$$

which is the expression used by Rahman.[115] This formula can be used for CM-CM (Center of Mass) pairs and for O-O pairs in the case of $\mathrm{H}_{2} \mathrm{O}$ molecules. A similar expression can be used for $\mathrm{H}-\mathrm{H}$ and $\mathrm{O}-\mathrm{H}$ pairs with a normalization factor obtained by counting the $\mathrm{H}-\mathrm{H}$ and $\mathrm{O}-\mathrm{H}$ pairs for a given number of molecules and comparing with the $\mathrm{O}-\mathrm{O}$ pairs. In Fig. 2.5 the radial distribution function for $\mathrm{O}-\mathrm{O}, \mathrm{H}-\mathrm{H}$, and $\mathrm{O}-\mathrm{H}$ pairs as function of distance is shown. They are all obtained from a $1 \mathrm{~ns} N V T$-ensemble simulation with $1000 \mathrm{H}_{2} \mathrm{O}$ molecules at $T \approx 298 \mathrm{~K}$, and they reproduce the radial distribution functions reported by Mark and Nilsson.[116]


Figure 2.5: Radial distribution function for $\mathrm{O}-\mathrm{O}, \mathrm{H}-\mathrm{H}$ and $\mathrm{O}-\mathrm{H}$ pairs obtained from a $1 \mathrm{~ns} N V T$-ensemble simulation with $1000 \mathrm{H}_{2} \mathrm{O}$ molecules at an average temperature of $T \approx 298 \mathrm{~K}$.

## Diffusion Coefficient

The self-diffusion coefficient $D$ is related to the mean square displacement by the Einstein formula [31]

$$
\begin{equation*}
\left.\langle | \mathbf{r}(t)-\left.\mathbf{r}(0)\right|^{2}\right\rangle=6 D t \tag{2.27}
\end{equation*}
$$

The self-diffusion coefficient is calculated by linear regression of the mean square displacement of the center of mass as a function of time, and we get $D \approx 2.6 \cdot 10^{-9} \mathrm{~m}^{2} / \mathrm{s}$, which is in perfect agreement with the self-diffusion coefficient reported by Mark and Nilsson (the data is obtained from the $1 \mathrm{~ns} N V T$-ensemble simulation with $1000 \mathrm{H}_{2} \mathrm{O}$ molecules at $T \approx 298 \mathrm{~K})$.[116]

## Velocity Distributions

Molecular linear and angular velocity distributions are calculated from the 1 ns simulation with $1000 \mathrm{H}_{2} \mathrm{O}$ molecules at $T \approx 298 \mathrm{~K}$. The calculated distributions are compared with the expressions in Eq. 2.21 and Eq. 2.22, see Fig. 2.6, and the agreement is excellent. From this follows that the averaged kinetic energy associated with the translational and rotational degrees of freedom is correct, and thus, the principle of equipartition of energy is not violated.[106] After the numerical tests and comparison with various published data, we conclude that the codes are working correctly.

(a) Molecular linear velocity distributions for the $x$-, $y$-, and $z$-components.

(b) Molecular angular velocity distributions for the $x$-, $y$-, and $z$-components.

Figure 2.6: The molecular linear (a) and angular (b) velocity distributions obtained from a Molecular Dynamics (MD) simulation are compared with the Maxwell-Boltzmann (MB) expressions in Eq. 2.21 and Eq. 2.22, respectively.

## Chapter 3

## Validity of the Bersohn-Zewail Model beyond Justification

The absorption of probe pulses in ultrafast pump-probe experiments on photodissociation of gas-phase molecules can be determined from the classical Bersohn-Zewail (BZ) model.[37, 42] The model relies on classical mechanics to describe the time evolution of the position of the nuclei in the excited electronic state prepared by an ultrashort pump pulse, and the initial position of the trajectory is chosen as the resonance position. The BZ model provides good agreement between the classical trajectory and the expectation value of the position for the excited state wave packet (WP) calculated from a full quantum mechanical (QM) treatment.

We show that the usefulness of the BZ model goes far beyond the validity of the individual approximations connecting the nuclear dynamics described by the full QM treatment and the classical BZ model. The approximations involve 1st order perturbation theory, an approximate form of the promoted state WP, and the assumptions that the pump pulse is monochromatic and the nuclear dynamics is adequately governed by classical mechanics.[42]

### 3.1 Introduction

Due to the development of ultrafast pulsed laser techniques over the last four decades, the dynamics of elementary chemical processes can be followed in real time.[117] One of the earliest femtosecond experiments was the detection of the direct bond breakage of ICN into products of I and CN. $[118,119]$ Bersohn and Zewail proposed a simple model for determining the absorption of the probe pulse in pump-probe experiments on photodissociation of molecules, and hence for calculating the dissociation time for direct bond breakage.[37] The BZ model relies on classical mechanics to describe the time evolution of the position of the nuclei in the excited electronic state from which the absorption spectrum is calculated. The initial position of the classical trajectory is chosen as the resonance position, i.e. the position at which the energy of the pump photon equals the potential energy difference between the excited electronic state and the ground electronic state. In the following, we do not deal with the absorption of the probe pulse when referring to the BZ model, but focus entirely on the classical mechanics treatment of the nuclear dynamics induced by the ultrashort pump pulse.

The classical scheme of the BZ model for determining nuclear dynamics has been used successfully in a number of early studies of photodissociation reactions [38, 120-125], and the model is still in use today [39-41, 126-128] for determining the initial positions in classical trajectory calculations for photochemical reactions in gas-phase and solution. In similar treatments of the nuclear dynamics, in which a classical phase space ensemble is
propagated in the excited state, the choice of initial conditions of the ensemble is in the spirit of the BZ model.[129-132]

The well-known approximations that connect a full QM treatment of the photodissociation of a gas-phase molecule with the classical BZ model can be represented by three steps: 1) 1st order perturbation theory, 2) an approximate form of the promoted state WP, and 3) assuming that the pump pulse is monochromatic and approximate the nuclear dynamics by classical mechanics.[42] In this letter we address the validity of these approximations one by one for the photodissociation of a gas-phase $\mathrm{Br}_{2}$ molecule, which is described by a 1 -dimensional electronic two-state model, see Fig. 3.1.

We compare the time-evolution of the expectation value of the position of the excited state WP from a full QM treatment of the two-state system with the classical trajectory described by the BZ model. The apparent agreement between the two calculations is shown to be somewhat surprising in the light of the applicability of the three approximations to the system of interest. It turns out that a) the approximate form of the promoted state WP is a crude approximation to the full QM WP for durations of the pump pulse in the range $10-40 \mathrm{fs}$, and that b) the subsequent use of classical mechanics to describe the nuclear dynamics, given by the time evolution of the approximate form of the promoted state WP, is inadequate. This leads to the conclusion that two wrongs do make a right for the BZ model in the case of gas-phase photodissociation of $\mathrm{Br}_{2}$.

### 3.2 The BZ Model and Photodissociation of $\mathrm{Br}_{2}$

First, we recall how to justify the classical treatment of the nuclear dynamics in the BZ model from the full QM treatment.[42, 131, 132] In the 1-dimensional electronic two-state QM description of the $\mathrm{Br}_{2}$ molecule, the electronic states are coupled by an ultrashort laser pulse, see Eq. 2.2 and Eq. 2.3, to which certain approximations are introduced.

## 1) 1st Order Perturbation Theory

We apply perturbation theory to 1st order, where the electronic and vibrational ground state wave function $\Psi_{1}$ is unaffected by the laser pulse, and the excited state WP $\Psi_{2}(t)$ is approximated by $\Psi_{\mathrm{pt}}(t)$ [133]

$$
\begin{align*}
\Psi_{\mathrm{pt}}(t) & \propto \int_{-\infty}^{t} \mathrm{~d} t^{\prime} \mathrm{e}^{-i \hat{H}_{2}\left(t-t^{\prime}\right) / \hbar} \mu(r) \epsilon\left(t^{\prime}\right) \mathrm{e}^{-i \hat{H}_{1} t^{\prime} / \hbar} \Psi_{1} \\
& =\mathrm{e}^{-i \hat{H}_{2} t / \hbar} \int_{-\infty}^{t} \mathrm{~d} t^{\prime} \mathrm{e}^{i \hat{H}_{2} t^{\prime} / \hbar} \mu(r) \epsilon\left(t^{\prime}\right) \mathrm{e}^{-i \hat{H}_{1} t^{\prime} / \hbar} \Psi_{1}  \tag{3.1}\\
& \approx \hat{U}_{2}(t) \int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \mathrm{e}^{i \hat{H}_{2} t^{\prime} / \hbar} \mu(r) \epsilon\left(t^{\prime}\right) \mathrm{e}^{-i \hat{H}_{1} t^{\prime} / \hbar} \Psi_{1},
\end{align*}
$$

where $\hat{U}_{2}(t)=\mathrm{e}^{-i \hat{H}_{2} t / \hbar}$, and the Hamiltonian operators $\hat{H}_{1}=\hat{T}+V_{1}$ and $\hat{H}_{2}=\hat{T}+V_{2}$ refer to the ground electronic state and excited electronic state, respectively. The potential energy surfaces (PESs) $V_{1}$ and $V_{2}$ are shown in Fig. 3.1. We note that the last line in Eq. 3.1 is strictly valid for times, when the ultrashort laser pulse has vanished.

In the following we refer to

$$
\begin{equation*}
\Psi_{\mathrm{ps}}=\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \mathrm{e}^{i \hat{H}_{2} t^{\prime} / \hbar} \mu(r) \epsilon\left(t^{\prime}\right) \mathrm{e}^{-i \hat{H}_{1} t^{\prime} / \hbar} \Psi_{1} \tag{3.2}
\end{equation*}
$$

as the promoted state WP, where $\Psi_{\mathrm{ps}}(t)=\hat{U}_{2}(t) \Psi_{\mathrm{ps}}$ can be viewed as an artificial WP, which evolves freely on $V_{2}$ and coincides with $\Psi_{\mathrm{pt}}(t)$ for times, when the laser pulse has died out.[134] The promoted state WP is often used as the underlying basis in analytic work on photodissociation of gas-phase molecules.[42, 134]


Figure 3.1: The potential energy surfaces of the 1-dimensional electronic two-state system. The electronic and vibrational ground state wave function and the excited electronic state WP are shown, along with the electronic excitation and subsequent dissociation process (indicated by arrows).

## 2) Approximate Form of the Promoted State WP

To make use of the Condon approximation, [135] in which the dipole moment is assumed constant in the $r$ range spanned by $\Psi_{1}$, we substitute the expression for $\epsilon(t)$ in Eq. 2.5 into Eq. 3.2. More importantly, we neglect the commutator $\left[\hat{H}_{2}, \hat{H}_{1}\right]$ and the kinetic energy operators, $[132,136]$ and for times $t$ after the excitation process has finished, we get an approximate expression for $\Psi_{\mathrm{ps}}$, which is referred to as the approximate form of the promoted state WP

$$
\begin{equation*}
\bar{\Psi}_{\mathrm{ps}} \propto \mathrm{e}^{-\tau^{2}(\Delta V(r)-\hbar \omega)^{2} /\left(2 \hbar^{2}\right)} \Psi_{1}=g(r) \Psi_{1} \tag{3.3}
\end{equation*}
$$

where $\tau$ is the temporal duration of the laser pulse ( $\mathrm{FWHM}[\epsilon]=2 \pi \sqrt{2 \ln 2}$ ), $\Delta V(r)=$ $V_{2}(r)-V_{1}(r)$, and $\omega$ is the carrier frequency of the laser pulse, see Sec. 2.1.1. Hence, $\bar{\Psi}_{\mathrm{ps}}$ is given by a product of the Gaussian function $g(r)$, peaking at $r^{*}$ for which $\Delta V\left(r^{*}\right)=\hbar \omega$, and the electronic and vibrational ground state wave function $\Psi_{1}$, which is approximately bell-shaped and peaking at $r_{\text {eq }}$. Therefore, the product is Gaussian-like with a peak $r_{\mathrm{ps}}=\left\langle\bar{\Psi}_{\mathrm{ps}}\right| \hat{r}\left|\bar{\Psi}_{\mathrm{ps}}\right\rangle$ between $r^{*}$ and $r_{\mathrm{eq}}$. In classical phase space ensemble calculations, the initial conditions of the ensemble in the excited state is given by an expression similar to Eq. 3.3, where $\bar{\Psi}_{1}$ is substituted by a phase space distribution function.[131, 132]

## 3) Monochromatic Pump Pulse and Classical Mechanics

If we neglect the frequency spread of the laser pulse ( $\tau$ large), then $\bar{\Psi}_{\mathrm{ps}}$ becomes a $\delta$ function at the position $r^{*}$, at which the potential energy difference is at resonance with the photon energy $\hbar \omega .[137,138]$ In the BZ model, this $\delta$-function is evolved according to classical mechanics, i.e. the dynamics is described by a single classical trajectory, whose initial conditions are taken as the expectation values of position and momentum of $\bar{\Psi}_{\mathrm{ps}}$

$$
\begin{align*}
& r_{\mathrm{BZ}}(0)=r^{*} \\
& p_{\mathrm{BZ}}(0)=0, \tag{3.4}
\end{align*}
$$

where $\Delta V\left(r^{*}\right)=\hbar \omega$. Thus, the photodissociation is described without any form of QM treatment, when the PESs of the system are given.

At this point we note that even if the pulse is not assumed to be monochromatic, the dynamics of the center of $\bar{\Psi}_{\mathrm{ps}}(t)=\hat{U}_{2}(t) \bar{\Psi}_{\mathrm{ps}}$ will follow a classical trajectory, if at all times $\bar{\Psi}_{\mathrm{ps}}(t)$ can be contained in the $r$ range, in which the potential $V_{2}$ can be satisfactorily approximated by a local second order polynomial. This approximation is known as the local harmonic approximation.[139] However, the initial conditions are different as this classical trajectory will start out at $r_{\mathrm{ps}}$.

### 3.2.1 Potential Energy Surfaces and Numerical Methods

Here we give the expressions for each PES of the 1-dimensional electronic two-state system, and describe briefly the numerical setup for the WP calculations. The PES $V_{1}$ of the adiabatic ground state of $\mathrm{Br}_{2}$ is given by the Morse potential energy function

$$
\begin{equation*}
V_{1}(r)=D_{1}\left(1-\mathrm{e}^{-\alpha\left(r-r_{\mathrm{eq}}\right)}\right)^{2} \tag{3.5}
\end{equation*}
$$

where $D_{1}=15897 \mathrm{~cm}^{-1}, \alpha=1.973 \AA^{-1}$, and $r_{\text {eq }}=2.283 \AA$.[140] The PES $V_{2}$ of the adiabatic excited state is given by the expression

$$
\begin{equation*}
V_{2}(r)=D_{2} \mathrm{e}^{-\beta\left(r-r^{\prime}\right)-\gamma\left(r-r^{\prime}\right)^{2}}+D_{1}, \tag{3.6}
\end{equation*}
$$

where the parameters have the following values: $D_{2}=7654 \mathrm{~cm}^{-1}, \beta=4.637 \AA^{-1}, \gamma=$ $0.879 \AA^{-2}$, and $r^{\prime}=2.3 \AA$.[141] The numerical solution for the time-dependent Schödinger equation is found by using the Fourier transform method in connection with the split operator propagation scheme, see Sec. 2.1.[88, 92] The 1-dimensional coordinate space is represented by 16384 evenly spaced grid points in the domain $r \in[1 \AA, 30 \AA]$, and a time step of 0.005 fs proves to be small enough to reach convergence of the calculations (the huge number of grid points, the large $r$ range, and the small time step are necessary, since $\bar{\Psi}_{\mathrm{ps}}(t)$ is spreading and oscillating for 'large' values of $\tau$, i.e. $\tau \gtrsim 20 \mathrm{fs}$ ). The propagation is initiated at $t_{0}=-150$ fs such that $\epsilon\left(t_{0}\right) \approx 0$.

Initially, the $\mathrm{Br}_{2}$ molecule is in the electronic and vibrational ground state (furthermore, the angular momentum quantum number $l_{1}$ is zero), which is obtained by propagating a trial function in imaginary time, see Sec. 2.1.5.[96] The trial function is chosen as the vibrational ground state for the harmonic potential corresponding to the 2 nd order expansion of $V_{1}$ around $r_{\text {eq }}$. A probability density plot of the electronic and vibrational ground state wave function $\Psi_{1}$ is shown in Fig. 3.1.

The two electronic states are coupled by a laser pulse, as described above. The intensity of the laser is chosen to be $I_{0}=0.03 \mathrm{TW} / \mathrm{cm}^{2}$, and the expression for the transition dipole moment reads

$$
\begin{equation*}
\mu(r)=\mu_{0}+\mu_{1}(r-2.3 \AA) \tag{3.7}
\end{equation*}
$$

where $\mu_{0}=0.506 \mathrm{D}$ and $\mu_{1}=0.154 \mathrm{D} / \AA .[141]$ The electronic excitation and subsequent dissociation process are indicated by arrows in Fig. 3.1, along with a probability density plot of the excited electronic state WP. Within the electric dipole approximation, the selection rule for an electronic transition leads to $l_{2}=1$ for the excited state. Thus, the term $\hbar^{2} /\left(m r^{2}\right)$ is added to the PES in Eq. 3.6, where $m$ denotes the reduced mass of $\mathrm{Br}_{2}$.[142] In the computation of the classical trajectory, the propagation is carried out with the Velocity-Verlet algorithm, see Sec. 2.2.1.[100]

### 3.3 Results and Discussions

As mentioned in the previous section, the approximate form of the promoted state WP $\bar{\Psi}_{\mathrm{ps}}$ is Gaussian-like with a peak $r_{\mathrm{ps}}=\left\langle\bar{\Psi}_{\mathrm{ps}}\right| \hat{r}\left|\bar{\Psi}_{\mathrm{ps}}\right\rangle$ between $r^{*}$ and $r_{\text {eq }}$. The position of the
peak is dependent on the width of $g(r)=\exp \left[-\tau^{2}(\Delta V(r)-\hbar \omega) /\left(2 \hbar^{2}\right)\right]$, i.e., the temporal duration of the laser pulse $\tau$. For 'short' laser pulses, i.e. $\tau \lesssim 1 \mathrm{fs}, g(r)$ is broad and $\bar{\Psi}_{\mathrm{ps}}$ is peaking at $r_{\mathrm{ps}} \sim r_{\mathrm{eq}}$ (since $\Psi_{1}$ determines the peak position). For 'long' laser pulses, i.e. $\tau \gtrsim 40 \mathrm{fs}, g(r)$ is narrow and $\bar{\Psi}_{\mathrm{ps}}$ is peaking at $r_{\mathrm{ps}} \sim r^{*}$, which is a function of the carrier frequency given by $\Delta V\left(r^{*}\right)=\hbar \omega$. In order to study the usefulness of the BZ model for different values of $r_{\mathrm{ps}}$, we show results for calculations with three carrier frequencies: $\omega_{\text {eq }}=\Delta V\left(r_{\text {eq }}\right) / \hbar$ and $\omega_{ \pm}=\Delta V\left(r_{\text {eq }} \pm 0.1 \AA\right) / \hbar$

$$
\begin{array}{ll}
\omega_{+} \approx 3874 \mathrm{THz} & \left(\tilde{\nu}_{+} \approx 20570 \mathrm{~cm}^{-1}\right) \\
\omega_{\mathrm{eq}} \approx 4554 \mathrm{THz} & \left(\tilde{\nu}_{\mathrm{eq}} \approx 24180 \mathrm{~cm}^{-1}\right)  \tag{3.8}\\
\omega_{-} \approx 5303 \mathrm{THz} & \left(\tilde{\nu}_{-} \approx 28150 \mathrm{~cm}^{-1}\right),
\end{array}
$$

which are shown in Fig. 3.2(a). If we choose a photon energy smaller than the energy difference at $r_{\text {eq }}$, then $r^{*}$ is larger than $r_{\text {eq }}$, and vice versa (this can easily be realized by inspection of the potentials $V_{1}$ and $V_{2}$ for $r$ in the vicinity of $r_{\text {eq }}$ ). Thus, for durations of the laser pulse in the interval $1 \mathrm{fs} \leq \tau \leq 40 \mathrm{fs}$, the peak of $\bar{\Psi}_{\mathrm{ps}}$ is positioned in the interval $r_{\mathrm{eq}} \lesssim r_{\mathrm{ps}} \lesssim r^{*}$ for $\omega<\Delta V\left(r_{\mathrm{eq}}\right) / \hbar$, and $r^{*} \lesssim r_{\mathrm{ps}} \lesssim r_{\text {eq }}$ for $\omega>\Delta V\left(r_{\mathrm{eq}}\right) / \hbar$. In Fig. 3.2(b) probability density plots of $\bar{\Psi}_{\mathrm{ps}}$ for three temporal durations of the laser pulse with the carrier frequency $\omega_{+}$are shown. Clearly, the peak position of $\bar{\Psi}_{\mathrm{ps}}$ increases from $\sim r_{\mathrm{eq}}$ to $\sim r^{*}$, and $\bar{\Psi}_{\mathrm{ps}}$ becomes increasingly localized, when $\tau$ is increased from 1 fs to 10 fs. Hence, the use of $r^{*}$ as the initial position in the BZ model was fully justified in the early experiments, since the duration of the pump pulse was of the order of $100 \mathrm{fs} .[118]$

For calculations with the three carrier frequencies we compare $\Psi_{2}(t), \Psi_{\mathrm{pt}}(t)$, and $\bar{\Psi}_{\mathrm{ps}}(t)$ by computing the correlation functions

$$
\begin{align*}
& C_{\mathrm{pt}}(t)=\left|\left\langle\Psi_{2}(t) \mid \Psi_{\mathrm{pt}}(t)\right\rangle\right| \\
& C_{\mathrm{ps}}(t)=\left|\left\langle\Psi_{2}(t) \mid \bar{\Psi}_{\mathrm{ps}}(t)\right\rangle\right|, \tag{3.9}
\end{align*}
$$

at time $t=200 \mathrm{fs}$, such that the excitation process is finished and the laser pulse has died out (the WPs are normalized, i.e. a perfect correlation between two WPs corresponds to unity of the associated correlation function).

## 1) 1st Order Perturbation Theory

Employing 1st order perturbation theory as the only approximation we find that the correlation between $\Psi_{2}(t)$ and $\Psi_{\mathrm{pt}}(t)$ is perfect regardless of the values of $\omega$ and $\tau$ (in fact, the correlation is perfect at all times). Hence, the use of 1st order perturbation theory is fully justified, which is not surprising, since the population transfer in all calculations is less than $1 \%$ for the chosen laser intensity. We conclude that the 1st approximation in the BZ model is applicable to the system of interest.

## 2) Approximate Form of the Promoted State WP

We now turn to the 2nd approximation: The approximate form of the promoted state WP $\bar{\Psi}_{\mathrm{ps}}$, and its time evolution. The correlation function $C_{\mathrm{ps}}(t)$ is shown for $t=200 \mathrm{fs}(\gg \tau)$ in Tab. 3.1, see columns 2-4. Clearly, the correlation between $\Psi_{2}(t)$ and $\bar{\Psi}_{\mathrm{ps}}(t)$ is dependent on $\omega$ and $\tau$ : For 'short' laser pulses the correlation is perfect, but as the duration of the laser pulse is increased, the correlation decreases significantly. This is somewhat expected, since we neglect the commutator $\left[\hat{H}_{2}, \hat{H}_{1}\right]$ and kinetic energy operators in $\Psi_{\mathrm{ps}}$ during the laser excitation. Hence, the accuracy of the approximation is dependent on the duration of the laser pulse, i.e. the correlation decreases for all carrier frequencies, when $\tau$ is increased.

To visualize the crudeness of the 2nd approximation in the BZ model, in Fig. 3.3 we show probability density plots of $\Psi_{\mathrm{ps}}(t)$ and $\bar{\Psi}_{\mathrm{ps}}(t)$ at the two times $t=0$ and $t=200 \mathrm{fs}$


Figure 3.2: (a) Potential energy surfaces of the electronic two-state system shown in the vicinity of $r_{\text {eq }}=2.283 \AA$. Three carrier frequencies of the laser pulse are indicated by arrows: $\omega_{-}, \omega_{\text {eq }}$, and $\omega_{+}$. (b) Probability density plots of $\bar{\Psi}_{\mathrm{ps}}$ for three durations of the laser pulse: $\tau=1 \mathrm{fs}, \tau=5 \mathrm{fs}$, and $\tau=10 \mathrm{fs}$ (with carrier frequency $\omega_{+}$).
calculated with the carrier frequency $\omega_{\text {eq }}$. The probability densities of $\Psi_{\mathrm{ps}}(t)$ and $\bar{\Psi}_{\mathrm{ps}}(t)$ are shown for two durations of the laser pulse, $\tau=10$ fs and $\tau=20 \mathrm{fs}$, and in both cases $\bar{\Psi}_{\mathrm{ps}}(t)$ is clearly a crude approximation to $\Psi_{\mathrm{ps}}(t)$ at the two propagation times. We see that the 'interference' (the oscillatory pattern) and the broadness of $\Psi_{\mathrm{ps}}(0)$ and $\bar{\Psi}_{\mathrm{ps}}(200 \mathrm{fs})$ is increased, when the temporal duration of the laser pulse is increased. This behavior is repeated with increasing interference and broadness for longer durations of the

Table 3.1: Correlation functions (calculated at time $t=200 \mathrm{fs}$ ) as a function of pulse duration $\tau$ and carrier frequency $\omega$

|  | $C_{\mathrm{ps}}(t)$ |  |  |  | $C_{\mathrm{lha}}(t)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tau / \mathrm{fs}$ | $\omega_{+}$ | $\omega_{\mathrm{eq}}$ | $\omega_{-}$ | $\omega_{+}$ | $\omega_{\mathrm{eq}}$ | $\omega_{-}$ |  |
| 1 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |  |
| 5 | 0.96 | 0.98 | 0.92 | 0.98 | 0.98 | 0.98 |  |
| 10 | 0.65 | 0.76 | 0.53 | 0.86 | 0.89 | 0.83 |  |
| 15 | 0.42 | 0.56 | 0.33 | 0.69 | 0.72 | 0.67 |  |
| 20 | 0.30 | 0.43 | 0.24 | 0.56 | 0.57 | 0.56 |  |
| 25 | 0.24 | 0.35 | 0.19 | 0.47 | 0.47 | 0.47 |  |
| 30 | 0.19 | 0.29 | 0.15 | 0.40 | 0.39 | 0.41 |  |
| 35 | 0.16 | 0.25 | 0.13 | 0.34 | 0.34 | 0.36 |  |
| 40 | 0.14 | 0.22 | 0.11 | 0.30 | 0.29 | 0.31 |  |

pulse. The same pattern is found for calculations with the carrier frequencies $\omega_{-}$and $\omega_{+}$. We conclude that the approximate form of the promoted state WP, and hence the 2nd approximation leading to the BZ model, is only applicable to the system of interest, when the temporal duration of the laser pulse is very short, i.e. $\tau \lesssim 5 \mathrm{fs}$. The approximation becomes increasingly poor when the duration of the laser pulse is increased.

## 3) Monochromatic Pump Pulse and Classical Mechanics

We now turn to the 3rd approximation: Here we neglect the frequency spread of the laser pulse ( $\tau$ large) such that $\bar{\Psi}_{\mathrm{ps}}$ becomes a $\delta$-function at the position $r^{*}$. The nuclear dynamics given by the time evolution of $\bar{\Psi}_{\mathrm{ps}}$ is described by a single classical trajectory $r_{\mathrm{BZ}}(t)$ with initial conditions given in Eq. 3.4. We compare $r_{\mathrm{BZ}}(t)$ with the two expectation values of the position

$$
\begin{align*}
r_{\mathrm{QM}}(t) & =\left\langle\Psi_{2}(t)\right| \hat{r}\left|\Psi_{2}(t)\right\rangle  \tag{3.10}\\
r_{\mathrm{ps}}(t) & =\left\langle\bar{\Psi}_{\mathrm{ps}}(t)\right| \hat{r}\left|\bar{\Psi}_{\mathrm{ps}}(t)\right\rangle,
\end{align*}
$$

for the carrier frequencies $\omega_{+}$(see Fig. 3.4), $\omega_{\text {eq }}$ (see Fig. 3.5), $\omega_{-}$(see Fig. 3.6), and nine temporal durations of the laser pulse.

The following comments apply to calculations with any of the carrier frequencies. We observe that $r_{\mathrm{ps}}(t)$ is a poor approximation to $r_{\mathrm{QM}}(t)$ for $\tau \gtrsim 15 \mathrm{fs}$. This is not surprising in the light of the comparison of $\Psi_{2}(t)$ and $\bar{\Psi}_{\mathrm{ps}}(t)$ : If the correlation between the WPs is poor, then the expectation values of the position of the WPs are most likely different. We note that the approximation becomes worse, when the temporal duration of the laser pulse is increased, which is in good agreement with the previous comments. On the other hand, we see that for $t \gtrsim 50 \mathrm{fs} r_{\mathrm{BZ}}(t)$ is a fairly good approximation to $r_{\mathrm{QM}}(t)$ (and therefore, a poor approximation to $\left.r_{\mathrm{ps}}(t)\right)$ for all durations of the laser pulse. Thus, the 3rd approximation in the BZ model, in which $r_{\mathrm{ps}}(t)$ is assumed to be well represented by $r_{\mathrm{BZ}}(t)$ at times after the laser pulse has vanished, is not applicable to the system of interest. We can conclude that the BZ model leads to a very good description of the photodissociation


Figure 3.3: Probability density of $\Psi_{\mathrm{ps}}(t)$ and $\bar{\Psi}_{\mathrm{ps}}(t)$ at the two times $t=0$ and $t=200 \mathrm{fs}$ calculated with a laser pulse duration of $\tau=10 \mathrm{fs}$ (a) and $\tau=20$ fs (b) (with carrier frequency $\omega_{\text {eq }}$ ). The overlap $\left|\left\langle\Psi_{\mathrm{ps}}(t) \mid \bar{\Psi}_{\mathrm{ps}}(t)\right\rangle\right|$ is less than 0.8 in each case.
dynamics of a gas-phase $\mathrm{Br}_{2}$ molecule, which is quite surprising, since the investigation of the validity of the 2nd and 3rd approximations connecting the BZ model with a full QM treatment does not lead to this conclusion. In fact, the nonapplicability of the 2nd and 3rd approximations seem to cancel out.

As mentioned in Sec. 3.2 for the 3rd approximation, the dynamics of the center of $\bar{\Psi}_{\mathrm{ps}}(t)$ will follow a classical trajectory for any polychromatic pulse, if the local harmonic approximation to $V_{2}$ is valid. Here, we investigate the validity of this approximation and denote the


Figure 3.4: The classical trajectory $r_{\mathrm{BZ}}(t)$ (green) compared with the expectation values of the position $r_{\mathrm{QM}}(t)$ (blue) and $r_{\mathrm{ps}}(t)$ (red) for the carrier frequency $\omega_{+}$. For $t \gtrsim 50 \mathrm{fs}, r_{\mathrm{BZ}}(t)$ is a very good approximation to $r_{\mathrm{QM}}(t)$ for all durations of the laser pulse.

WP $\bar{\Psi}_{\text {lha }}(t)$. We have calculated the correlation function $C_{\text {lha }}(t)=\left|\left\langle\Psi_{2}(t) \mid \bar{\Psi}_{\text {lha }}(t)\right\rangle\right|$ (where $\left.\bar{\Psi}_{\text {lha }}(0)=\bar{\Psi}_{\mathrm{ps}}(0)\right)$ at time $t=200 \mathrm{fs}$, see column 5-7 in Tab. 3.1. Surprisingly, the correlation between $\Psi_{2}$ and $\bar{\Psi}_{\text {lha }}$ is better than the correlation between $\Psi_{2}$ and $\bar{\Psi}_{\mathrm{ps}}$, but still far from unity for all values of $\omega$ and for $\tau \gtrsim 10 \mathrm{fs}$. For durations of the laser pulse $\tau \gtrsim 10 \mathrm{fs}$, $\bar{\Psi}_{\mathrm{ps}}$ becomes quite narrow in coordinate space, see Fig. 3.2(b), and therefore, quite broad


Figure 3.5: The classical trajectory $r_{\mathrm{BZ}}(t)$ (green) compared with the expectation values of the position $r_{\mathrm{QM}}(t)$ (blue) and $r_{\mathrm{ps}}(t)$ (red) for the carrier frequency $\omega_{\text {eq }}$. For $t \gtrsim 50 \mathrm{fs}, r_{\mathrm{BZ}}(t)$ is a very good approximation to $r_{\mathrm{QM}}(t)$ for all durations of the laser pulse.
in momentum space, which leads to a delocalization of $\bar{\Psi}_{\mathrm{ps}}(t)$ shortly after the propagation is initiated. Thus, the local harmonic approximation breaks down, and $\bar{\Psi}_{\mathrm{ps}}(t)$ and $\bar{\Psi}_{\text {lha }}(t)$ evolve differently. Furthermore, we find that $r_{\text {lha }}(t)=\left\langle\bar{\Psi}_{\text {lha }}(t)\right| \hat{r}\left|\bar{\Psi}_{\text {lha }}(t)\right\rangle$ match $r_{\mathrm{BZ}}(t)$ almost perfectly, with the match becoming perfect for increasing values of $\tau$, since $r_{\mathrm{ps}}(0)$ approaches $r^{*}$, see Fig. 3.2(b). In fact, $r_{\text {lha }}(t)$ is a better approximation, than $r_{\mathrm{BZ}}(t)$, to


Figure 3.6: The classical trajectory $r_{\mathrm{BZ}}(t)$ (green) compared with the expectation values of the position $r_{\mathrm{QM}}(t)$ (blue) and $r_{\mathrm{ps}}(t)$ (red) for the carrier frequency $\omega_{-}$. For $t \gtrsim 50 \mathrm{fs}, r_{\mathrm{BZ}}(t)$ is a very good approximation to $r_{\mathrm{QM}}(t)$ for all durations of the laser pulse.
$r_{\mathrm{QM}}(t)$. Hence, the accuracy of the BZ model is increased, if the initial position for the classical trajectory is chosen as $r_{\mathrm{ps}}(0)$ and not $r^{*}$ (see Eq. 3.10). We can conclude that the description of the nuclear dynamics by $\bar{\Psi}_{\text {lha }}$ is very useful for approximating the center of $\Psi_{2}(t)$ for most durations of the laser pulse, but the shape of $\Psi_{2}(t)$ is poorly described for $\tau \gtrsim 10 \mathrm{fs}$.

### 3.4 Conclusions

We have investigated the applicability of the classical scheme from the Bersohn-Zewail model to describe the nuclear dynamics for the photodissociation of a gas-phase $\mathrm{Br}_{2}$ molecule. Clearly, the BZ model provides a good description of the dynamics, when the pump laser has vanished. This is in line with the applicability of other 'less restrictive' approaches, such as classical phase space ensemble calculations, see, e.g. Li et al. [131], and the use of concepts closely related to the BZ model (i.e. a resonance condition for excitation and classical mechanics to describe the dynamics) in current research on more complex systems, see e.g. Tao et al. [128].

The apparent usefulness of the BZ model is in contrast to the approximations involved in deriving the BZ model from a full QM treatment of the photodissociation process. The use of 1st order perturbation theory is completely justified, but the approximate form of the promoted state WP and the subsequent assumptions about a monochromatic pump pulse and the usefulness of classical mechanics to describe the nuclear dynamics are not applicable to the system of interest for durations of the pump pulse $\tau \gtrsim 5 \mathrm{fs}$. Nonetheless, we conclude that regardless of the crude approximations for durations of $\tau \gtrsim 5 \mathrm{fs}$, the BZ model provides a very good description of the nuclear dynamics in the case of gas-phase photodissociation of $\mathrm{Br}_{2}$.

## Chapter 4

## Photodissociation and Vibrational Energy Relaxation of $\mathbf{I}_{2}$ in $\mathrm{CCl}_{4}$


#### Abstract

The photodissociation, subsequent geminate recombination*, and vibrational energy relaxation of iodine in carbon tetrachloride are studied using classical nonequilibrium MD simulations. The time dependence of the vibrational energy relaxation associated with the cooling of molecular iodine in the ground electronic state is found to be in excellent agreement with time-resolved optical spectroscopy data. The time-dependent I-I pair distribution function is compared to experimental results obtained by a novel time-resolved x-ray diffraction scheme, and a qualitative agreement is established. Furthermore, we show that the time-dependent I-I pair distribution function can be extracted from the timedependent vibrational energy distribution, hence, experimental data from time-resolved x-ray diffraction and optical spectroscopy can be compared. Last, we show that the vibrational energy relaxation exhibits some degree of coherence even at 10 ps after the laser excitation.


### 4.1 Introduction

The microscopic dynamics of geminate recombination of iodine atoms to form molecular iodine subsequent to photodissociation in condensed phases has been studied by spectroscopy for more than seven decades, and the simple reaction has served as a prototypical model for bimolecular solution reactions.[14] The geminate recombination of the iodine atoms after the optical laser excitation is possible due to collisions with the surrounding solvent molecules, whereby the excess vibrational energy of the newly formed iodine molecule dissipates into the various degrees of freedom of the solvent, and hence, the iodine atoms can be trapped in a bound state. This so-called cage effect of the solvent was first proposed by Franck, Rabinowitch, and Wood in the 1930's.[34-36]

Spectroscopic studies, in which the photodissociation and recombination process of $\mathrm{I}_{2}$ in $\mathrm{CCl}_{4}$ and various alkane liquids were monitored in real time, has provided information about the probability of geminate recombination and the time dependence of the vibrational energy relaxation.[44-48, 143] The photodissociation and geminate recombination of $\mathrm{I}_{2}$ in various liquids and solids have also been studied by classical nonequilibrium MD simulations.[19, 52, 53, 56-60, 144] Recently, the vibrational energy relaxation of $\mathrm{I}_{2}$ dissolved in $\mathrm{CCl}_{4}$ has attracted renewed interest as a test-case for illustrating that timeresolved x-ray diffraction can be used to monitor transient molecular structures during a chemical reaction.[22, 48, 62] The temporally varying x-ray signal was expressed in terms of atom-atom pair distribution functions to visualize atomic motion, however, with lim-

[^0]ited time-resolution of the order of 100 ps . Optical spectroscopy studies suggest that the vibrational energy relaxation of $\mathrm{I}_{2}$ in $\mathrm{CCl}_{4}$ is completed within $\sim 200 \mathrm{ps}$ after the laser excitation. $[45,47]$ Therefore, the time-resolution of the x-ray diffraction experiments have to be enhanced to fully visualize the dynamics during the vibrational energy relaxation.

In this chapter we show classical nonequilibrium MD simulation results, where the time dependence of the vibrational energy relaxation associated with the cooling of molecular iodine in the ground electronic state is found to be in very good agreement with time-resolved optical spectroscopy data reported by Harris et al. [45, 47]. From the MD simulations we can calculate the time-dependent I-I pair distribution function, which we compare with data from new time-resolved x-ray diffraction experiments carried out by Michael Wulff (ESRF, France), Hyotcherl Ihee (KAIST, South Korea), and coworkers. From this comparison a qualitative agreement is established. A novel 'time-slicing' scheme is used to increase the time-resolution of the x-ray diffraction experiments to the order of $1-10$ ps (see paper 2 in Preface). Furthermore, we show that a good approximation to the time-dependent I-I pair distribution function can be constructed from a knowledge of the time-dependent vibrational energy distribution. Hence, experimental results from time-resolved x-ray diffraction and optical spectroscopy can be compared.

In the solid phase (inert gas matrices) geminate recombination and vibrational energy relaxation of $\mathrm{I}_{2}$ with vibrational coherence lasting several picoseconds has been observed in experiments and classical MD simulations, but in the liquid phase vibrational coherence has been absent, i.e. complete vibrational phase randomization of the $\mathrm{I}_{2}$ trajectories occurred in the soft solvent cages. $[52,54,55]$ In the present work, we have carried out simulations which show that the vibrational energy relaxation of $\mathrm{I}_{2}$ in $\mathrm{CCl}_{4}$ at standard temperature and pressure exhibits some degree of coherence, even 10 ps after the laser excitation. This partial coherent motion might be observed in the future using free electron lasers in time-resolved x-ray diffraction experiments.[23]

### 4.2 Computational Method

In chapter 3 we showed that the nuclear dynamics associated with gas-phase photodissociation of $\mathrm{Br}_{2}$ is well-described by the classical scheme of the Bersohn-Zewail model. This motivates us to use a classical description of the photodissociation of $\mathrm{I}_{2}$ in $\mathrm{CCl}_{4}$. The computational method is presented below.

All the results reported in this chapter were obtained from classical MD simulations performed with periodic boundary conditions for a cubic simulation box of length $L \approx 43.6 \AA$, and consisting of one $\mathrm{I}_{2}$ molecule embedded in a solution of $511 \mathrm{CCl}_{4}$ molecules. This setup corresponded to the density of $\mathrm{CCl}_{4}$ at $T \approx 300 \mathrm{~K}$ and standard pressure $\left(1.59 \mathrm{~g} / \mathrm{cm}^{3}\right)$.[145] The classical equations of motion were integrated using the Gear Predictor-Corrector algorithm with a time step of 1 fs , and the solvent molecules were kept rigid using the Quaternions method.[31, 103] Freezing the vibrational degrees of freedom of $\mathrm{CCl}_{4}$ was in agreement with previous experimental and computational studies, which indicated the importance of the V-T (vibrational-translational) energy transfer from solute to solvent compared to the V-V energy transfer, even for low vibrational energy states of the iodine molecule.[45, 47] (Here we note, that previous theoretical studies of the energy transfer during the vibrational energy relaxation of $\mathrm{I}_{2}$ in $\mathrm{CCl}_{4}$ suggest that the V-V energy transfer is more important than the V-T energy transfer. $[146,147]$ )

All interactions were assumed to be pairwise additive. For the intermolecular C-C, $\mathrm{Cl}-\mathrm{Cl}$, and $\mathrm{C}-\mathrm{Cl}$ interactions, the OPLS parameters for Lennard-Jones 12-6 potentials and Coulomb potentials were used.[148] The I-C and I-Cl interactions were modeled by Lennard-Jones 12-6 potentials with parameters constructed using the usual Lorentz-

Berthelot mixing rules, where $\epsilon_{\mathrm{I}}=240 \mathrm{~K}$ and $\sigma_{\mathrm{I}}=3.8 \AA$ were determined from a fit of parameters for I-Ne and I-Ar interactions.[58, 61] The cutoff distance for terminating the Van der Waals dispersion forces was half the box length.

In the spirit of the Bersohn-Zewail model, we described the intramolecular dynamics of the $\mathrm{I}_{2}$ molecule by two electronic states. The ground electronic state ( $X$-state) of $\mathrm{I}_{2}$ was represented by a Morse potential

$$
\begin{equation*}
V_{X}(r)=D\left(1-\mathrm{e}^{-\alpha\left(r-r_{\mathrm{eq}}\right)}\right)^{2}, \tag{4.1}
\end{equation*}
$$

with the parameters: $D=12547 \mathrm{~cm}^{-1}, \alpha=1.91 \AA^{-1}$, and $r_{\text {eq }}=2.67 \AA$.[149] The purely repulsive potential for the excited electronic state ( $\Pi$-state) was of the form

$$
\begin{equation*}
V_{\Pi}(r)=\beta(r / \AA)^{-9.5}+D, \tag{4.2}
\end{equation*}
$$

with $\beta=8.61 \cdot 10^{7} \mathrm{~cm}^{-1} \cdot[39,150]$ The potentials are shown in Fig. 4.1, along with the potentials for the $A$ - and $B$-state, although they were not included in the MD simulations.[149, 150] The instantaneous electronic excitation, the dissociation, and the geminate recombination of $\mathrm{I}_{2}$ are sketched by arrows. Initially, a vertical Franck-Condon excitation brings the $\mathrm{I}_{2}$ molecule from the $X$ - to the $\Pi$-state. The molecule starts to dissociate and at an internuclear distance of $r \gtrsim 5.4 \AA$, the iodine atoms bounce of the solvent shell. The iodine atoms can then recombine and relax on the $X$-state potential.


Figure 4.1: The potentials for the $X$ - and $\Pi$-state of $\mathrm{I}_{2}$. The potentials for the $A$ - and $B$-state are also shown, although they were not included in the MD simulations. The instantaneous electronic excitation $\left(\kappa_{1}\right)$, the dissociation $\left(\kappa_{2}\right)$, and the geminate recombination $\left(\kappa_{3}\right)$ are sketched by arrows.

In the classical treatment of the dynamics, an electronic transition from the $\Pi$ - to the $X$-state - after laser excitation - can not occur. This is, however, an important quantum effect especially in the asymptotic region of the two states, where the potentials are close enough to facilitate curve crossing (and a necessity for simulating the geminate recombination and vibrational energy relaxation).[54] A simple surface hopping model was chosen in which an instantaneous deexcitation from the $\Pi$ - to the $X$-state occurred once the energy difference between the two potentials equaled $k_{\mathrm{B}} T \approx 208 \mathrm{~cm}^{-1}$ (no further
electronic excitation was allowed to take place).[38, 58] In order to maintain energy conservation 'during' the transition, $k_{\mathrm{B}} T$ was added to the kinetic energy associated with the vibrational degree of freedom of $\mathrm{I}_{2}$, while the direction of the corresponding momentum vector was conserved.

As mentioned above, the $A$ - and $B$-state were not included in the MD simulations. Clearly, the iodine atoms can also recombine in the $A$-state subsequent to collisions with the solvent cage, but we are only interested in the vibrational energy relaxation in the $X$-state. In the new time-resolved x-ray diffraction data, the experimental signal from the two recombination channels can be separated, thus, the focus on the $X$-state dynamics is justified (see paper 2 in Preface). Since the $\Pi$ - and $B$-state cross close to $r_{\text {eq }}$, the $\mathrm{I}_{2}$ molecule can be trapped for some time in the $B$-state shortly after the laser excitation. This will give rise to a longer dissociation time, and in Sec. 4.3 we comment on this deficiency of the model.

Initial conditions for the photodissociation calculations were found by classical equilibrium MD simulations performed in the canonical ( $N V T$ ) ensemble at $T \approx 300 \mathrm{~K}$ using the Nosé-Hoover thermostat.[113, 114] Snapshots of phase space points were saved every 10 ps . The $\mathrm{I}_{2}$ molecule was kept rigid during the equilibration runs with a separation equal to the classical equilibrium distance $r_{\text {eq }}$. A contour plot of the $\mathrm{I}_{2}$ - C (center of mass of $\mathrm{I}_{2}$ to C ) pair distribution function based on the equilibrium MD simulations is shown in Fig. 4.2. This contour plot of the distribution function gives a more detailed picture of the average configuration of the solvent molecules with respect to the iodine molecule than the radial distribution function, and we see that the 1st solvent shell is approximately ellipsoidal in shape.


Figure 4.2: A contour plot of the $\mathrm{I}_{2}$ - C pair distribution function dependent on $r_{\|}$(the internuclear axis of $\mathrm{I}_{2}$ with origin at the center of mass) and $r_{\perp}$ (the radial distance perpendicular to the internuclear axis). The 1st solvent shell is approximately ellipsoidal in shape (the red 'belt'). Here we note that a $\mathrm{CCl}_{4}$ molecule can be located at a distance of $\sim 4 \AA$ from the center of mass of $\mathrm{I}_{2}$ (with a direction perpendicular to the internuclear axis).

The photodissociation trajectories were calculated in the microcanonical ( $N V E$ ) ensemble to avoid non-collisional velocity scaling from the Nosé-Hoover thermostat. 272 initial conditions were used to run 200 ps photodissociation trajectories, where an instantaneous replacement of the $X$ - by the $\Pi$-state potential mimicked an optical laser
excitation of $\mathrm{I}_{2}$ in the spirit of the Bersohn-Zewail model. Hence, at the first integration step the total energy of the system increased by $\sim 20000 \mathrm{~cm}^{-1}$ (the energy difference between the two electronic states at the distance $r_{\text {eq }}$, see Fig. 4.1).

### 4.3 Results and Discussions

For 32 trajectories out of 272 the iodine atoms escape the solvent cage and do not recombine within 200 ps. Hence, the probability of escaping the cage is approximately $12 \%$, which is in good agreement with experimental results.[151] The criterion for the electronic deexcitation from the $\Pi$ - to the $X$-state corresponds to a separation between the iodine atoms of $\sim 5.2 \AA$, which is nearly always reached before the iodine atoms reapproach (if they do not escape the solvent cage) on the $X$-state potential due to collisions with solvent molecules. For approximately $6 \%$ of the trajectories the iodine atoms oscillate twice or more before reaching a separation of $\sim 5.2 \AA$.

In Fig. 4.3(a) two examples of the time-dependent I-I distance in the first 3 ps after the laser excitation are shown. In both nonequilibrium runs the initial I-I distance corresponds to $r_{\text {eq }}$, since the iodine molecule is kept rigid during the MD simulations (in the $N V T$ ensemble) from which the initial conditions are found. In run 1 a solvent molecule slips 'in between' the iodine atoms during the initial separation after the laser excitation, and within $\sim 2 \mathrm{ps}$ the configuration of the solvent has changed such that the iodine atoms can recombine. In Fig. 4.2 we see that a $\mathrm{CCl}_{4}$ molecule can be located at a distance of $\sim 4 \AA$ from the center of mass of $\mathrm{I}_{2}$ (with a direction perpendicular to the internuclear axis) which is the case for run 1 . In run 2 the iodine atoms recombine immediately after the first collision with the solvent cage. The average I-I distance based on the truncated set of nonequilibrium MD simulations (240), for which the iodine atoms do recombine, is also shown in Fig. 4.3(a).

The $X$ - and $\Pi$-state potentials used in this study are calculated for gas-phase $\mathrm{I}_{2}$ molecules. Hence, the 'true' intramolecular potentials for $\mathrm{I}_{2}$ dissolved in $\mathrm{CCl}_{4}$ might be somewhat different due to the electron distribution of the solvent molecules. In Fig. 4.3(b) we have compared the magnitude of the forces acting on the iodine atoms during the recombination in run 2 . The magnitude of the force $F_{\mathrm{I}-\mathrm{I}}$ derived from the $X$-state potential is almost identical to the magnitude of the total force acting on each of the iodine atoms, $F_{\mathrm{I}_{\mathrm{a}}}$ and $F_{\mathrm{I}_{\mathrm{b}}}$, when the I-I distance is close to the classical equilibrium distance $r_{\mathrm{eq}}$. Therefore, we can assume that the gas-phase $X$-state potential of the $\mathrm{I}_{2}$ molecule is a fairly good approximation to the 'true' ground electronic state potential for $\mathrm{I}_{2}$ dissolved in $\mathrm{CCl}_{4}$ at least with the chosen force field parameters.

### 4.3.1 Vibrational Energy Distribution

In Fig. 4.4 the density $\bar{\gamma}(E, t)$ of the vibrational energy of $\mathrm{I}_{2}$ as a function of time is shown based on the truncated set of nonequilibrium MD simulations (240), where the density is constructed from instantaneous vibrational energy distributions $\gamma(E, t)$ averaged over an interval of 100 fs (a typical time duration of a pump pulse used in optical spectroscopy) for every 2 ps . The color bar on the right hand side of the plot shows the magnitude of $\bar{\gamma}(E, t)$. The vibrational energy consists of potential energy $E_{\mathrm{pot}}=V_{X}(r)$ and kinetic energy $E_{\text {kin }}=\mu v^{2} / 2$, where $\mu$ is the reduced mass of $\mathrm{I}_{2}$ and $v$ denotes the magnitude of the relative velocity vector projected on the bond vector.

Since the average vibrational energy based on the MD simulations clearly coincides with the time-resolved optical spectroscopy results reported by Harris et al. [45, 47], the force field parameters seem to be well suited for studying the photodissociation, geminate recombination, and vibrational energy relaxation of $\mathrm{I}_{2}$ dissolved in $\mathrm{CCl}_{4}$ at $T \approx 300 \mathrm{~K}$ and


Figure 4.3: (a) I-I distance as a function of time for two nonequilibrium MD simulations. The average I-I distance $\langle r\rangle$ based on the truncated set of nonequilibrium MD simulations is also shown. (b) Magnitude of the forces on the iodine atoms as a function of time for run 2: The I-I interaction (blue), the total force on $I_{a}$ (red), and the total force on $\mathrm{I}_{\mathrm{b}}$ (green).
standard pressure. Here we note that the time-resolution of the experiments performed by Harris et al. is $\sim 1 \mathrm{ps}$, thus, the time-resolution of the MD simulation results ( 100 fs ) is not biasing the comparison.

The nonequilibrium MD simulations show that approximately $40 \%$ of the initial vibrational energy is on average lost upon the first few collisions with the solvent cage (this energy loss corresponds to the initial potential energy in the $\Pi$-state relative to the asymp-


Figure 4.4: The density $\bar{\gamma}(E, t)$ of the vibrational energy as a function of time. Fit of a bi-exponential function (red) to the average vibrational energy (blue) gives the relaxation times $\tau_{1}^{E}=9 \mathrm{ps}$ and $\tau_{2}^{E}=71 \mathrm{ps}$. The equilibrium vibrational energy of $\mathrm{I}_{2}$ in the $X$-state at $T \approx 300 \mathrm{~K}$ is $\sim 222 \mathrm{~cm}^{-1}$ (black dotted line). Clearly, the MD simulation results coincide with the experimental data from Harris et al. [45, 47] (green x-marker). Note that the relaxation is not quite completed within 200 ps.
totic region). This dramatic loss of vibrational energy has been reported previously for photodissociation of iodine in inert gas matrices. [52, 53]

We also observe that the decrease in the vibrational energy is significantly larger during the first 50 ps of the MD simulations than during the last 150 ps . In fact, the loss of vibrational energy is approximately $90 \%$ for the first time window and $8 \%$ for the last (the relaxation is not quite completed at 200 ps after the laser excitation, hence, the missing $2 \%$ ). The equilibrium vibrational energy of $\mathrm{I}_{2}$ in the $X$-state at $T \approx 300 \mathrm{~K}$ is $\sim 222 \mathrm{~cm}^{-1}$, which is determined by an equilibrium MD simulation of a vibrating $\mathrm{I}_{2}$ molecule in the electronic $X$-state at $T \approx 300 \mathrm{~K}$. Hence, the average vibrational energy $\langle E\rangle$ based on the nonequilibrium MD simulations approaches $\sim 222 \mathrm{~cm}^{-1}$, for $t$ approaching infinity (here we have neglected the slight increase in the average temperature due to the energy added to the system by the laser excitation). A fit to $\langle E\rangle$ of a bi-exponential function of the type

$$
\begin{equation*}
f(t)=A_{E} \exp \left(-t / \tau_{1}^{E}\right)+B_{E} \exp \left(-t / \tau_{2}^{E}\right)+222 \mathrm{~cm}^{-1} \tag{4.3}
\end{equation*}
$$

gives the relaxation times $\tau_{1}^{E}=9 \mathrm{ps}$ and $\tau_{2}^{E}=71 \mathrm{ps}\left(A_{E}=6248 \mathrm{~cm}^{-1}\right.$ and $B_{E}=$ $3824 \mathrm{~cm}^{-1}$ ). We can conclude, that the vibrational energy cooling of iodine in carbon tetrachloride is very well described by two relaxation times, which is in agreement with time-resolved optical spectroscopy data.[45]

The density plot in Fig. 4.4 shows that the vibrational energy distribution has a significant spread in energy at all times, and that the characteristic shape of the distribution changes in time. In Fig. 4.5 the vibrational energy distribution at two times, $t=20 \mathrm{ps}$ and $t=200 \mathrm{ps}$, is plotted. We see that the distribution at $t=20 \mathrm{ps}$ is approximately Gaussian. The equilibrated vibrational energy distribution $(t=\infty)$, which has an exponential shape (approximately), is also shown. At $t=200 \mathrm{ps}$ the shape of the distribution is somewhere


Figure 4.5: Vibrational energy distributions at $t=20 \mathrm{ps}$ (blue) and $t=200 \mathrm{ps}$ (red) averaged over 100 fs . The equilibrium vibrational energy distribution $(t=\infty)$ based on an equilibrium MD simulation of a vibrating $\mathrm{I}_{2}$ molecule in the electronic $X$-state at $T \approx 300 \mathrm{~K}$ is also shown (green).
in between the Gaussian and the exponential distributions. Thus, the relaxation is not a thermally equilibrated cooling at any instant in the time interval [0 ps; 200 ps$]$.

Here we note that the simple surface hopping model used in the nonequilibrium MD simulations gives rise to a faster vibrational energy relaxation than would be the case with a more realistic surface hopping model, in which the interaction potential of the iodine atoms can switch back and forth between the $X$ - and the $\Pi$-state potential in the asymptotic region. Hence, the iodine atoms can recombine on the repulsive $\Pi$-state potential and subsequently dissociate again, which can occur several times before recombination on the $X$-state potential. Furthermore, the $B$-state potential is not included in the MD simulations as mentioned in Sec. 4.2. The $\mathrm{I}_{2}$ molecule can be trapped in the potential well of the $B$-state shortly after the laser excitation but only for a short time (a lifetime of $\sim 15 \mathrm{ps}$ is observed in experiments, see Ref. [143]). The molecule will dissociate eventually due to the curve crossing of the $B$ - and $\Pi$-state potentials. These deficiencies of the model are most likely of little importance on the 'long time' trend of the simulated vibrational energy relaxation, which is in very good agreement with experimental data.

### 4.3.2 I-I Pair Distribution Function

In Fig. 4.6 the time dependence of the I-I pair distribution function $\bar{\rho}(r, t)$ is shown, where $\bar{\rho}(r, t)$ is constructed from instantaneous I-I pair distribution functions $\rho(r, t)$ averaged over an interval of 100 fs for every 2 ps . The width of $\bar{\rho}(r, t)$ in $r$ depends on the vibrational energy distribution $\bar{\gamma}(E, t)$, since the vibrational energy and the $X$-state potential determines the accessible range of $r$. Thus, the width of $\bar{\rho}(r, t)$ decreases in time while the ensemble of $I_{2}$ molecules based on the truncated set of MD simulations relaxes in the potential well (the average vibrational energy and the spread of $\bar{\gamma}(E, t)$ in energy decrease, and so does the accessible range of $r$ ). A fit to the average I-I distance $\langle r\rangle$ of a bi-exponential function

$$
\begin{equation*}
g(t)=A_{r} \exp \left(-t / \tau_{1}^{r}\right)+B_{r} \exp \left(-t / \tau_{2}^{r}\right)+2.67 \AA \tag{4.4}
\end{equation*}
$$



Figure 4.6: Time dependence of the I-I pair distribution function $\bar{\rho}(r, t)$. Fitting of a bi-exponential function (red) to the average I-I distance $\langle r\rangle$ (blue) yields the relaxation times $\tau_{1}^{r}=3 \mathrm{ps}$ and $\tau_{2}^{r}=44 \mathrm{ps}$. The equilibrium I-I distance (green) and the classical turning points (black dotted lines) corresponding to the average vibrational energy are also shown.
gives the two relaxation times $\tau_{1}^{r}=3 \mathrm{ps}$ and $\tau_{2}^{r}=44 \mathrm{ps}\left(A_{r}=1.22 \AA\right.$ and $\left.B_{r}=0.22 \AA\right)$, which are clearly different from $\tau_{1}^{E}$ and $\tau_{2}^{E}$, respectively. The decrease in the average I-I distance relative to $r_{\mathrm{eq}}$ is $\sim 97 \%$ in the first 5 ps and $\sim 3 \%$ in the last 195 ps . Hence, a simple proportionality correspondence between $\langle E\rangle$ and $\langle r\rangle$ in terms of relaxation time or relative decrease in $E$ and $r$ does not exist. This can be understood by considering the change in the accessible range of $r$ for a given change in vibrational energy $E$ in the neighborhood of the dissociation limit $E \approx 12000 \mathrm{~cm}^{-1}$ and the 'bottom' of the potential well, e.g. $E \approx 3000 \mathrm{~cm}^{-1}$, respectively (see Fig. 4.1). Clearly, the change in $r$ is much larger near the dissociation limit, and therefore, the ratio $\tau_{1}^{E} / \tau_{1}^{r}=3$ is larger than $\tau_{2}^{E} / \tau_{2}^{r} \approx 1.6$.

We observe that the major change in $\bar{\rho}(r, t)$ during the slow part of the relaxation is in the shape of the distribution. $\bar{\rho}(r, t)$ is bimodal with the two maxima close to the classical turning points of the $X$-state potential. This is clearly observed in Fig. 4.7, where $\bar{\rho}_{\mathrm{MD}}(r, t)$ is shown for seven different times after the laser excitation with the base of the distributions at $\langle E\rangle(t)$ (each $\bar{\rho}_{\mathrm{MD}}(r, t)$ has the same normalization constant). In Fig. 4.7 the corresponding experimental I-I pair distribution functions $\bar{\rho}_{\text {EXP }}(r, t)$ are also shown, where $\bar{\rho}_{\text {EXP }}(r, t)$ is based on data from time-resolved x-ray diffraction experiments using the 'time-slicing' scheme. ${ }^{\dagger}$ Clearly, the experimental and simulated I-I pair distribution functions are not identical, but the intervals, in which the distributions are nonzero, are somewhat comparable. If a bi-exponential function is fitted to the experimental average I-I distance, the two relaxation times are $\tau_{1, \text { EXP }}^{r}=16 \mathrm{fs}$ and $\tau_{1, \text { EXP }}^{r}=76$. Again, the agreement between the experimental and simulated results is not quantitative (in fact, the experimental relaxation times for the average I-I distance are fairly close to the simulated relaxation times for the average vibrational energy). Although, we can only establish a 'qualitative' agreement between the experimental and simulated results, where the bi-exponential relaxation is observed in both cases, the comparison still indicates that
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Figure 4.7: Potential energy curve corresponding to the $X$-state (blue), along with plots of the I-I pair distribution functions based on MD simulations $\bar{\rho}_{\mathrm{MD}}(r, t)$ (red) and x-ray experiments $\bar{\rho}_{\mathrm{EXP}}(r, t)$ (green) at seven times.
the novel time-slicing scheme is capable of enhancing the time-resolution of the x-ray experiments. Furthermore, a perfect quantitative agreement is rather unexpected due to the approximations used in the simulations, i.e., classical dynamics, an 'arbitrary' force field, the simple surface hopping model etc., and in the complex numerical analysis of the experimental data (see paper 2 in Preface).

Here we pause to comment on the two peaks of the simulated I-I pair distribution function $\bar{\rho}_{\mathrm{MD}}(r, t)$ in the neighborhood of the classical turning points. Although $\bar{\rho}_{\mathrm{MD}}(r, t)$ spans an interval in $r$ larger than the classically allowed region, this is of course no quantum phenomenon: $\bar{\rho}_{\mathrm{MD}}(r, t)$ is averaged over 100 fs and plotted with the base at the average vibrational energy $\langle E\rangle(t)$, whereby the support of the distribution function can be larger than the classically allowed region corresponding to $\langle E\rangle(t)$.

Experimental results from time-resolved x-ray diffraction and optical spectroscopy can be compared, if we construct a good approximation to the I-I pair distribution function from the vibrational energy distribution. First we define the Hamiltonian function associated with the $\mathrm{I}_{2}$ vibrational degree of freedom, $H(r, p)=p^{2} /(2 \mu)+V_{X}(r)$, where $p$ is the momentum (we neglect the potential energy functions due to interactions with the solvent molecules, which is a fairly good approximation for vibrational energies somewhat smaller than the dissociation energy, see Fig. 4.3(b)). In the microcanonical ensemble with vibrational energy $E$ the I-I pair distribution function $\bar{\rho}_{\mathrm{MC}}(r, E)$ reads

$$
\begin{align*}
\bar{\rho}_{\mathrm{MC}}(r, E) & =\int \mathrm{d} p \delta[H(r, p)-E] / \Omega, \text { where } \Omega=\int \mathrm{d} r \int \mathrm{~d} p \delta[H(r, p)-E] \\
& \propto \int \mathrm{d} p \delta\left[p-p_{E}\right]\left|\frac{\mathrm{d} H}{\mathrm{~d} p}\right|^{-1} \propto \int \mathrm{~d} p \delta\left[p-p_{E}\right]|p|^{-1}  \tag{4.5}\\
& =\left|p_{E}\right|^{-1} \propto\left(E-V_{X}\left(r_{E}\right)\right)^{-1 / 2},
\end{align*}
$$

where the phase space points $\left(r_{E}, p_{E}\right)$ correspond to $H\left(r_{E}, p_{E}\right)=E$, and in the second line we have used the equality $\delta\left[p-p_{E}\right]=|\mathrm{d} H / \mathrm{d} p| \cdot \delta[H(r, p)-E] .[152]$ In Fig. 4.8 we compare $\bar{\rho}_{\mathrm{MD}}(r, t)$ based on the MD simulations with the microcanonical I-I pair distri-


Figure 4.8: I-I pair distribution functions determined from the microcanonical ensemble (MC) averaged over the vibrational energy distribution (EA) as well as directly from MD simulations (MD) at times $t=20 \mathrm{ps}$ and $t=200 \mathrm{ps}$.
bution function $\bar{\rho}_{\mathrm{MC}}(r, E)$ for $E=\langle E\rangle(t)$ at $t=20 \mathrm{ps}$ and $t=200 \mathrm{ps}$. Clearly, the microcanonical I-I pair distribution function resembles the simulated $\bar{\rho}_{\mathrm{MD}}(r, t)$ only moderately well especially at 200 ps . This is due to the relatively large spread of $\bar{\gamma}(E, t)$ in energy and taking this into account by constructing energy averaged I-I pair distribution functions according to

$$
\begin{equation*}
\bar{\rho}_{\mathrm{EA}}(r, t)=\int \mathrm{d} E \bar{\gamma}(E, t) \bar{\rho}_{\mathrm{MC}}(r, E) \tag{4.6}
\end{equation*}
$$

the simulated $\bar{\rho}_{\mathrm{MD}}(r, t)$ is very well represented by $\bar{\rho}_{\mathrm{EA}}(r, t)$, see Fig. 4.8. Hence, the timedependent I-I pair distribution function obtained from x-ray experiments can be compared to the time-dependent vibrational energy distribution determined in optical spectroscopy experiments using Eq. 4.6 with $\bar{\gamma}(E, t)$ replaced by the experimental vibrational energy distribution and substituting $\bar{\rho}_{\mathrm{MC}}$ by $\left(E-V_{X}\left(r_{E}\right)\right)^{-1 / 2}$.

Finally, we address the issue of coherent motion during the vibrational energy relaxation. As mentioned before, vibrational coherence following the photodissociation of $\mathrm{I}_{2}$ in liquids has been absent in classical MD simulations, but observed in experiments and MD simulations of the photodissociation of $\mathrm{I}_{2}$ in solids. $[52,54,55]$ To this end, we construct I-I pair distribution functions $\bar{\rho}_{\mathrm{MD}}(r, t)$, which are averaged over an interval of 20 fs. In Fig. 4.9 I-I pair distribution functions at six times around 10 ps are shown, and we see that the vibrational coherence is still detectable with a vibrational period of $\sim 250$ fs for $\sim 8 \%$ of the population oscillating between the classical turning points of the $X$-state potential. This partial coherent motion might be detectable with the use of free electron lasers, for which a femtosecond time resolution can be obtained. [23, 63, 64]

### 4.4 Conclusions

We have studied the photodissociation, subsequent recombination, and vibrational energy relaxation of iodine in carbon tetrachloride by means of classical nonequilibrium MD simulations. The chosen force field reproduces very well previous experimental results in

$$
-9.850 \mathrm{ps}-9.900 \mathrm{ps}-9.950 \mathrm{ps}-10.00 \mathrm{ps}-10.05 \mathrm{ps}-10.10 \mathrm{ps}
$$




Figure 4.9: I-I pair distribution functions $\bar{\rho}_{\mathrm{MD}}(r, t)$ averaged over an interval of 20 fs at six times after the laser excitation. Vibrational coherence is still detectable at 10 ps after with $\sim 8 \%$ of the population oscillating between the classical turning points of the $X$-state potential.
terms of the vibrational relaxation times, and hence, the force field appears suitable for studying this process. The vibrational energy relaxation of $\mathrm{I}_{2}$ in the $X$-state follows a bi-exponential decay for both the average vibrational energy and the average I-I distance, albeit with different time constants. This bi-exponential decay is also observed in new time-resolved x-ray diffraction experiments using a novel time-slicing scheme. The simulated distribution of iodine distances is bimodal during most of the relaxation, but only moderately well described by a microcanonical density due to the relatively large spread in the vibrational energy. A good approximation to the I-I pair distribution function can be constructed by a simple procedure, in which an energy averaged distribution function is calculated using Eq. 4.6. Finally, some degree of vibrational coherence is observed, which has been absent for the vibrational energy relaxation of $\mathrm{I}_{2}$ in other liquids. This partial coherent motion might be observed in future experiments.

## Chapter 5

## Ultrafast Librational Relaxation of $\mathrm{H}_{2} \mathrm{O}$ in Liquid Water

The ultrafast librational (hindered rotational) relaxation of a rotationally excited $\mathrm{H}_{2} \mathrm{O}$ molecule in pure liquid water is investigated by means of classical nonequilibrium MD simulations and a power and work analysis. This analysis allows the mechanism of the energy transfer from the excited $\mathrm{H}_{2} \mathrm{O}$ to its water neighbors to be followed in molecular detail for this sub-100 fs process. We can thus observe which water molecules receive the energy and in which degrees of freedom. It is found that the dominant energy flow is to the four hydrogen-bonded water partners in the first hydration shell dominated by those partners' rotational motion in a reasonably symmetric fashion over the hydration shell. The minority component of the energy transfer to these neighboring waters' translational motion exhibits an asymmetry in energy reception between hydrogen bond-donating and accepting water molecules. The variation of the energy flow characteristics with rotational axis, initial rotational energy excitation magnitude, method of excitation, and temperature is discussed. Finally, the relation of the nonequilibrium results to equilibrium time correlations is discussed.

### 5.1 Introduction

The dynamics of the librations (hindered rotations) of liquid water are not well understood despite their invocation as (a) important energy receptors in the pathways for energy relaxation of the water stretch and bend vibrational excitations [29, 67-75, 81-83, 153] and of some solute vibrations in aqueous solutions [65, 66], and (b) key participants in the rearrangements of the hydrogen bond networks of water and aqueous solutions.[7680] In the present work we investigate some key aspects of water librational dynamics. In particular, we examine the relaxation time scale and molecular level energy transfer pathway of a rotationally excited $\mathrm{H}_{2} \mathrm{O}$ molecule in liquid water via classical nonequilibrium MD simulations and a power and work formulation of energy transfer.

Much of the explicit scrutiny of pure liquid water libration dynamics is fairly recent and concerned with vibrational energy relaxation. Librational excitations in liquid water have been experimentally studied via femtosecond two-color infrared spectroscopy both directly and in connection with the energy transfer from excited water bend vibration.[8183] For direct librational excitation the relaxation time scale is extremely short: sub100 fs. Librations were also invoked as the major initial recipient of the excess water bend energy.[81-83] On the theoretical side, Hynes and coworkers have studied the bend relaxation mechanism. [72, 73, 75] This was shown via a power and work analysis [65, 154157] to primarily involve a centrifugal coupling 2:1 Fermi resonance intramolecular energy transfer route from the bend to water rotation, leading to subsequent flow, primarily to
water librations in the first and second hydration shells of the initially bend-excited water molecule.[73] A very recent reformulation of the power and work description allowed the explicit identification of which water molecules (e.g. first hydration shell water accepting a hydrogen bond from the excited water) and degrees of freedom (rotation, translation) are key in accepting the energy. [75]

In the present work we apply the power and work formulation to the energy flow mechanism for a directly rotationally excited (rigid) water molecule, a process which has not received much previous theoretical attention primarily due to the comparatively limited experimental scrutiny [81-83] noted above. Prior theoretical work on this aspect includes those of nonequilibrium excited water rotation by Ingrosso et al. [72] and to a more restricted degree (in connection with water bend relaxation) by Rey et al. [73], as well as by Saito and coworkers.[158-161] These last authors initially focused on 2d spectroscopy [158-160] and more recently [161] on a combination of nonequilibrium MD simulations and kinetic equation modeling in a way complementary to ours. The present study extends the initial study of this process by Ingrosso et al. [72] (which did not exploit a power-work approach) in a number of important ways. First and foremost the specific identity of energy-accepting water molecules and degrees of freedom is found. In addition, a wider range of rotational excitation energies, temperatures and rotational axes is examined, and excitation via an external electric field is considered in addition to instantaneous excitation via an initial assignment of excess rotational energy. Furthermore, a comparison of the nonequilibrium results with a linear response perspective is given.

### 5.2 Theoretical Background

The work on the rotationally excited $\mathrm{H}_{2} \mathrm{O}$ molecule done by the surrounding water molecules proves to be a useful quantity for examining the energy flow during the librational relaxation. This is often referred to as the work preformed by the 'solvent' on the central molecule. This work is the time-integrated power associated with the rotational kinetic energy of the central water molecule. A brief remark concerning nomenclature: Any rotation of a water molecule in the liquid is hindered, i.e. librational in character. Since we will be primarily concerned with rotational kinetic energy and a 'libration' actually refers to both kinetic and potential energy aspects, we will hereafter generally employ the terms 'rotation' or 'rotational'.

In the ensuing study, we apply the analysis of power and work contributions used previously by Whitnell, Wilson, and Hynes.[65, 66] A general discussion of the powerwork formalism for energy relaxation can be found in Ref. [75].

### 5.2.1 Power Formula

In an isolated system of $N$ rigid molecules the total energy $E$ can be partitioned in kinetic energy $K=T+R$ ( $T$ denotes translational kinetic energy and $R$ rotational kinetic energy) and potential energy $U$. As usual the kinetic energy of molecule $i$ is given by a sum of contributions from each atom $\alpha_{i}$

$$
\begin{equation*}
K_{i}=\sum_{\alpha_{i}} K_{\alpha_{i}}=\frac{1}{2} \sum_{\alpha_{i}} m_{\alpha_{i}} \mathbf{v}_{\alpha_{i}} \cdot \mathbf{v}_{\alpha_{i}} \tag{5.1}
\end{equation*}
$$

where $m_{\alpha_{i}}$ is the mass and $\mathbf{v}_{\alpha_{i}}$ is the velocity of atom $\alpha_{i}$. The power of the kinetic energy of molecule $i$, i.e. the time derivative of $K_{i}$, reads

$$
\begin{equation*}
P_{i} \equiv \frac{\mathrm{~d} K_{i}}{\mathrm{~d} t}=\frac{1}{2} \sum_{\alpha_{i}} m_{\alpha_{i}}\left(\frac{\mathrm{~d} \mathbf{v}_{\alpha_{i}}}{\mathrm{~d} t} \cdot \mathbf{v}_{\alpha_{i}}+\mathbf{v}_{\alpha_{i}} \cdot \frac{\mathrm{~d} \mathbf{v}_{\alpha_{i}}}{\mathrm{~d} t}\right)=\sum_{\alpha_{i}} \mathbf{F}_{\alpha_{i}} \cdot \mathbf{v}_{\alpha_{i}} \tag{5.2}
\end{equation*}
$$

where $\mathbf{F}_{\alpha_{i}}$ is the force on atom $\alpha_{i}$, which can be partitioned such that

$$
\begin{equation*}
P_{i}=\sum_{\alpha_{i}} \sum_{j} \sum_{\beta_{j}} \mathbf{F}_{\alpha_{i}, \beta_{j}} \cdot \mathbf{v}_{\alpha_{i}}, \tag{5.3}
\end{equation*}
$$

with $\mathbf{F}_{\alpha_{i}, \beta_{j}}$ denoting the force on atom $\alpha_{i}$ due to the interaction with atom $\beta_{j}$. The term $\mathbf{F}_{\alpha_{i}, \beta_{j}} \cdot \mathbf{v}_{\alpha_{i}}$ is the change in kinetic energy of atom $\alpha_{i}$ due to the interaction with atom $\beta_{j}$. Since the increase/decrease in kinetic energy is equal to the decrease/increase in potential energy of the isolated system, we can write

$$
\begin{equation*}
\mathbf{F}_{\alpha_{i}, \beta_{j}} \cdot \mathbf{v}_{\alpha_{i}}+\mathbf{F}_{\beta_{j}, \alpha_{i}} \cdot \mathbf{v}_{\beta_{j}}=-\frac{\mathrm{d} U_{\alpha_{i}, \beta_{j}}}{\mathrm{~d} t} \tag{5.4}
\end{equation*}
$$

where $U_{\alpha_{i}, \beta_{j}}$ denotes the potential energy of atom $\alpha_{i}$ and $\beta_{j}$ due to their interaction.[162] In the rigid rotor approximation the summation over $j$ does not include $i$, and we obtain

$$
\begin{align*}
P_{i} & =-\sum_{\alpha_{i}} \sum_{j \neq i} \sum_{\beta_{j}}\left(\frac{\mathrm{~d} U_{\alpha_{i}, \beta_{j}}}{\mathrm{~d} t}+\mathbf{F}_{\beta_{j}, \alpha_{i}} \cdot \mathbf{v}_{\beta_{j}}\right)  \tag{5.5}\\
& =-\sum_{j \neq i} \frac{\mathrm{~d} U_{i, j}}{\mathrm{~d} t}-\sum_{j \neq i} \sum_{\beta_{j}} \mathbf{F}_{\beta_{j}, i} \cdot \mathbf{v}_{\beta_{j}},
\end{align*}
$$

where $U_{i, j}$ is the potential energy of molecule $i$ and $j$ due to their interaction. Here $\mathbf{F}_{\beta_{j}, i}$ denotes the force on atom $\beta_{j}$ due to the interaction with molecule $i$. We write the velocity vector $\mathbf{v}_{\beta_{j}}$ as

$$
\begin{equation*}
\mathbf{v}_{\beta_{j}}=\mathbf{v}_{j}+\omega_{j} \times \mathbf{r}_{\beta_{j}} \tag{5.6}
\end{equation*}
$$

where $\mathbf{v}_{j}$ is the center of mass velocity of molecule $j, \boldsymbol{\omega}_{j}$ is the angular velocity of molecule $j$, and $\mathbf{r}_{\beta_{j}}$ is the position of atom $\beta_{j}$ with respect to the center of mass of molecule $j$. This leads to

$$
\begin{align*}
P_{i} & =-\sum_{j \neq i} \frac{\mathrm{~d} U_{i, j}}{\mathrm{~d} t}-\sum_{j \neq i} \sum_{\beta_{j}} \mathbf{F}_{\beta_{j}, i} \cdot \mathbf{v}_{j}-\sum_{j \neq i} \sum_{\beta_{j}} \mathbf{F}_{\beta_{j}, i} \cdot \boldsymbol{\omega}_{j} \times \mathbf{r}_{\beta_{j}} \\
& =-\sum_{j \neq i} \frac{\mathrm{~d} U_{i, j}}{\mathrm{~d} t}-\sum_{j \neq i} \mathbf{F}_{j, i} \cdot \mathbf{v}_{j}-\sum_{j \neq i} \sum_{\beta_{j}} \mathbf{r}_{\beta_{j}} \times \mathbf{F}_{\beta_{j}, i} \cdot \boldsymbol{\omega}_{j}  \tag{5.7}\\
& =-\sum_{j \neq i} \frac{\mathrm{~d} U_{i, j}}{\mathrm{~d} t}-\sum_{j \neq i} \mathbf{F}_{j, i} \cdot \mathbf{v}_{j}-\sum_{j \neq i} \sum_{\beta_{j}} \boldsymbol{\tau}_{\beta_{j}, i} \cdot \boldsymbol{\omega}_{j} \\
& =-\sum_{j \neq i} \frac{\mathrm{~d} U_{i, j}}{\mathrm{~d} t}-\sum_{j \neq i} \mathbf{F}_{j, i} \cdot \mathbf{v}_{j}-\sum_{j \neq i} \boldsymbol{\tau}_{j, i} \cdot \boldsymbol{\omega}_{j},
\end{align*}
$$

where $\mathbf{F}_{j, i}$ is the force and $\boldsymbol{\tau}_{j, i}$ is the torque on molecule $j$ (with respect to the center of mass) due to the interaction with molecule $i$. In the second line we use the equality

$$
\begin{equation*}
\mathbf{a} \cdot \mathbf{b} \times \mathbf{c}=\mathbf{c} \cdot \mathbf{a} \times \mathbf{b}=\mathbf{b} \cdot \mathbf{c} \times \mathbf{a} . \tag{5.8}
\end{equation*}
$$

The kinetic energy of molecule $i$ is partitioned in translational and rotational contributions

$$
\begin{align*}
P_{i} & =P_{i}^{T}+P_{i}^{R}=\frac{\mathrm{d} T_{i}}{\mathrm{~d} t}+P_{i}^{R}=\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} m_{i} \mathbf{v}_{i} \cdot \mathbf{v}_{i}\right)+P_{i}^{R} \\
& =\mathbf{F}_{i} \cdot \mathbf{v}_{i}+P_{i}^{R}=\sum_{j \neq i} \mathbf{F}_{i, j} \cdot \mathbf{v}_{i}+P_{i}^{R}, \tag{5.9}
\end{align*}
$$

and we obtain an expression for the power of the rotational kinetic energy of the $i$ th molecule

$$
\begin{align*}
P_{i}^{R} & =P_{i}-\sum_{j \neq i} \mathbf{F}_{i, j} \cdot \mathbf{v}_{i} \\
& =-\sum_{j \neq i} \frac{\mathrm{~d} U_{i, j}}{\mathrm{~d} t}-\sum_{j \neq i} \mathbf{F}_{i, j} \cdot \mathbf{v}_{i}-\sum_{j \neq i} \mathbf{F}_{j, i} \cdot \mathbf{v}_{j}-\sum_{j \neq i} \boldsymbol{\tau}_{j, i} \cdot \boldsymbol{\omega}_{j} \tag{5.10}
\end{align*}
$$

where the first term is the contribution to the power from the interaction potential energy between the $i$ th molecule and the surrounding solvent molecules, the second and third terms are the translational kinetic energy contributions from the $i$ th molecule and the surrounding solvent, respectively, and the fourth term is the rotational kinetic energy contribution from the solvent. A numerical check of the formula in Eq. 5.10 is to calculate the power of the rotational kinetic energy of the $i$ th molecule from the expression

$$
\begin{align*}
P_{i}^{R} & \equiv \frac{\mathrm{~d} R_{i}}{\mathrm{~d} t}=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\boldsymbol{\omega}_{i}^{\mathrm{T}} \mathbf{I}_{i} \boldsymbol{\omega}_{i}\right)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\boldsymbol{\omega}_{i}^{\mathrm{T}} \mathbf{S}_{i}^{-1} \mathbf{S}_{i} \mathbf{I}_{i} \mathbf{S}_{i}^{-1} \mathbf{S}_{i} \boldsymbol{\omega}_{i}\right)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\tilde{\boldsymbol{\omega}}_{i}^{\mathrm{T}} \tilde{\mathbf{I}}_{i} \tilde{\boldsymbol{\omega}}_{i}\right) \\
& =\frac{1}{2}\left(\frac{\mathrm{~d} \tilde{\boldsymbol{\omega}}_{i}^{\mathrm{T}}}{\mathrm{~d} t} \tilde{\mathbf{I}}_{i} \tilde{\boldsymbol{\omega}}_{i}+\tilde{\boldsymbol{\omega}}_{i}^{\mathrm{T}} \tilde{\mathbf{I}}_{i} \frac{\mathrm{~d} \tilde{\boldsymbol{\omega}}_{i}}{\mathrm{~d} t}\right)=\tilde{\boldsymbol{\omega}}_{i}^{\mathrm{T}} \tilde{\boldsymbol{\tau}}_{i}=\tilde{\boldsymbol{\omega}}_{i}^{\mathrm{T}} \mathbf{S}_{i} \mathbf{S}_{i}^{-1} \tilde{\boldsymbol{\tau}}_{i}=\boldsymbol{\omega}_{i}^{\mathrm{T}} \boldsymbol{\tau}_{i}=\boldsymbol{\omega}_{i} \cdot \boldsymbol{\tau}_{i}, \tag{5.11}
\end{align*}
$$

where $\mathbf{I}_{i}$ denotes the matrix representation of the moment of inertia tensor for the $i$ th molecule with respect to the center of mass, and $\tilde{\mathbf{I}}_{i}=\mathbf{S}_{i} \mathbf{I}_{i} \mathbf{S}_{i}^{-1}$ is the matrix representation of the principal moment of inertia tensor (which is independent of time).[163] Here, $\boldsymbol{\omega}_{i}^{T}$ denotes the transpose of $\boldsymbol{\omega}_{i}$, and we use that $\mathbf{S}_{i}$ is an orthogonal matrix $\left(\mathbf{S}_{i}^{-1}=\mathbf{S}_{i}^{\mathrm{T}}\right)$.[164]

### 5.2.2 Work Formula

The work corresponding to the power in Eq. 5.10 is defined by

$$
\begin{equation*}
W_{i}(t) \equiv \int_{t_{0}}^{t} \mathrm{~d} t^{\prime} P_{i}^{R}\left(t^{\prime}\right)=\Delta R_{i} \tag{5.12}
\end{equation*}
$$

where $W_{i}(t)$ denotes the difference in rotational energy of the $i$ th molecule between time $t_{0}$ and $t$, i.e. the transfer of excess rotational energy to the surrounding solvent molecules. The full expression for the work formula becomes

$$
\begin{equation*}
W_{i}=-\Delta U-\Delta T_{i}-W_{T}-W_{R} \tag{5.13}
\end{equation*}
$$

where the explicit expressions for the work terms are

$$
\begin{align*}
& W_{T}(t)=\int_{t_{0}}^{t} \mathrm{~d} t^{\prime} \sum_{j \neq i} \mathbf{F}_{j, i}\left(t^{\prime}\right) \cdot \mathbf{v}_{j}\left(t^{\prime}\right) \\
& W_{R}(t)=\int_{t_{0}}^{t} \mathrm{~d} t^{\prime} \sum_{j \neq i} \boldsymbol{\tau}_{j, i}\left(t^{\prime}\right) \cdot \boldsymbol{\omega}_{j}\left(t^{\prime}\right) . \tag{5.14}
\end{align*}
$$

The first term on the RHS in Eq. 5.13 is the difference in potential energy (due to interactions between the central water molecule and the surrounding solvent waters) between time $t_{0}$ and $t$, the second term is the change in translational kinetic energy of the central molecule, and the third and fourth terms are the energy transferred to the translational and rotational degrees of freedom of the surrounding water solvent, respectively. The key point is that we can hereby determine to which molecules and degrees of freedom of the solvent the excess rotational kinetic energy is transferred.

Finally, in order to obtain a detailed picture of the pathway of the energy flow, the solvent is divided into hydration shells around the central excited water molecule. The 1st

(a) First hydration shell molecules.

(b) Principal axes of a rigid $\mathrm{H}_{2} \mathrm{O}$ molecule.

Figure 5.1: (a) The central water molecule is hydrogen bonded to four water molecules in its first hydration shell. Molecules 1 and 2 are receiving H -bonds from the central $\mathrm{H}_{2} \mathrm{O}$ molecule, and molecules 3 and 4 are donating H -bonds to the central molecule. (b) The principal axes for a rigid $\mathrm{H}_{2} \mathrm{O}$ molecule. The corresponding moments of inertia are $I_{x x} \cong 0.6, I_{y y} \cong 1.3$, and $I_{z z} \cong 1.9$ (in $\left.a m u \cdot \AA^{2}\right)$.
shell corresponds to the four nearest water molecules, where two are receiving hydrogen (H)-bonds from the central water, and two are donating H-bonds, see Fig. 5.1(a). The 2nd shell consists of all water molecules except the four nearest within a radial distance of $\sim 5.7 \AA$ with respect to the central molecule. Under equilibrium conditions at $T \sim 300 \mathrm{~K}$ the 2nd shell includes 21.6 molecules on average.

We pause to remark that there are substantial differences between our approach and a recently reported alternate nonequilibrium approach.[158-161] In that work the entire
sample is excited and total excess energies are followed, with most information obtained from a fitting to a phenomenological model. Although providing neither the detailed molecule-to-molecule nor the mode-to-mode energy fluxes determined in the present work, this alternate perspective is a valuable approach which provides interesting information on the excitation frequency dependence of energy flow consistent with our results in Sec. 5.4.5.

### 5.3 Computational Methods

The classical MD simulations are carried out with an in-house code, which applies cubic periodic boundary conditions and the minimum image convention for a system of 216 $\mathrm{H}_{2} \mathrm{O}$ molecules. The atomic equations of motion are solved with the Velocity-Verlet algorithm [100] using a time step of 0.5 fs , and the intermolecular forces are described by the SPC/E model [165]. The length of the simulation box is $L \approx 18.6 \AA$ corresponding to the experimental value of the density $\left(\rho=0.998 \mathrm{~g} / \mathrm{cm}^{3}\right)$ at $T \approx 300 \mathrm{~K}$, and the cutoff distance is $L / 2$. [166] The Ewald summation correction for the Coulomb forces has been included with $\alpha=5 L$ and $n_{\max }^{2}=25 .[108]$ The water molecules are kept rigid during the simulations with the RATTLE algorithm [112] (with a relative accuracy of $10^{-7}$ ), and the Nosé-Hoover thermostat $[113,114]$ is used for the initial thermal equilibration.

### 5.3.1 Initial Conditions

In order to obtain a statistical picture of the librational relaxation process, a set of equilibrated initial conditions of the system is produced. The setup of the simulation box corresponds to a simple cubic lattice with a water molecule at each lattice point, and the orientations of the molecules are the same. The molecular linear and angular velocities are chosen from Maxwell-Boltzmann distributions at $T=300$ K.[31] This setup corresponds to a very repulsive state, and the temperature increases significantly within 2 ps of the propagation. The Nosé-Hoover thermostat is turned on to correct for the increase in the temperature, and after 500 ps the system is equilibrated at $T \approx 300 \mathrm{~K}$. The thermostat is then turned off, and the propagation is continued under $N V E$-conditions for 100 ps .

A total number of 20000 initial conditions is produced from a $100 \mathrm{~ns} N V E$-simulation run, where snapshots of phase space points are saved every 5 ps. After the atomic positions and velocities are saved, new random molecular linear and angular velocities at $T=300 \mathrm{~K}$ are chosen for each molecule. With this procedure, the initial conditions correspond to a canonical ensemble at $T \approx 300 \mathrm{~K}$ with a standard deviation of $\sim 9 \mathrm{~K}$. Similar procedures are followed for the other temperatures examined (the standard deviations of the temperature fluctuations are $\sim 10 \mathrm{~K}$ and $\sim 11 \mathrm{~K}$ for $T \approx 325 \mathrm{~K}$ and $T \approx 350 \mathrm{~K}$, respectively).

### 5.3.2 Nonequilibrium MD Simulations

Based on the initial conditions, nonequilibrium MD (NEMD) simulations are carried out with instantaneous rotational excitations of the central water molecule. We commence with the case where an energy of $E_{\text {rot }}=5 \mathrm{kcal} / \mathrm{mol}$ is added to the rotation with respect to the principal $x$-axis of the central molecule. This energy choice corresponds to approximately one $\mathrm{H}_{2} \mathrm{O}$ bend quantum. [72] It is of interest in connection with the bend relaxation problem and is also useful in highlighting aspects of the energy flow. To investigate if the librational relaxation is dependent on the chosen value of $5 \mathrm{kcal} / \mathrm{mol}$ for the rotational excitation energy, we carry out simulations where the excitation energy is varied from $1-15 \mathrm{kcal} / \mathrm{mol}$. Special attention is also given to the $1 \mathrm{kcal} / \mathrm{mol}$ case as an illustration of rotational excitation in the thermal range.

The angular velocity component corresponding to the excitation is found via $\omega_{x}=$ $\sqrt{2 E_{\mathrm{rot}} / I_{x x}}$, where $I_{x x}$ is the principal moment of inertia element associated with the $x$-axis. The value of $\omega_{x}$ is added to the existing value of the angular velocity component, which can be both negative and positive. Hence, the initial rotational energy of the central molecule is not equal to, for example, $5 \mathrm{kcal} / \mathrm{mol}$ (plus the equilibrium value) for each trajectory, but can be both less than or greater than $5 \mathrm{kcal} / \mathrm{mol}$ (plus the equilibrium value). But on average the excitation energy is $5 \mathrm{kcal} / \mathrm{mol}$. This prescription differs from that of Ingrosso et al. [72], where the central water molecule is given an excess rotational kinetic energy. Therefore, the initial rotational kinetic energy is the excitation energy plus the equilibrium value for each trajectory. The system is then propagated until the rotational relaxation of the excited water molecule is completed. The same calculations are carried out for separate excitations with respect to the principal $y$ - and $z$-axes, see Fig. 5.1(b).

The librational energy relaxation is found to proceed very rapidly, and it is possible that the width of an experimental optical excitation pulse might influence the decay time. In order to examine this issue, the rotational excitation is also carried out via an external time-dependent electric field. The details of these simulations are presented together with the results in Sec. 5.4.5. Finally, the NEMD simulations were checked for finite-size effects by comparing results for a system of $64 \mathrm{H}_{2} \mathrm{O}$ molecules with those for systems of 216 and $343 \mathrm{H}_{2} \mathrm{O}$ molecules. The librational energy decay shows no significant difference for the three systems, and we choose to base all presented MD simulation results on the $216 \mathrm{H}_{2} \mathrm{O}$ molecule system.

### 5.3.3 Test of the Implementation of the Power Formula

Here, we show a test result for the numerical implementation of the power formula in Eq. 5.10. In the code for classical MD simulations of liquid water the calculation of the time derivative of the interaction potential energy $U_{C, j}(t)$ is carried out using the 'five point' formula [167]

$$
\begin{equation*}
\frac{\mathrm{d} U_{C, j}}{\mathrm{~d} t} \approx \frac{-U_{C, j}(t+2 \delta t)+8 U_{C, j}(t+\delta t)-8 U_{C, j}(t-\delta t)+U_{C, j}(t-2 \delta t)}{12 \delta t}, \tag{5.15}
\end{equation*}
$$

where $\delta t$ denotes the time step of the propagation of the system. In Fig. 5.2 the power of the rotational kinetic energy of the central molecule $P_{C}^{R}$ as a function of time for an equilibrium simulation is shown, where the power is calculated using both Eq. 5.10 and Eq. 5.11, and the obtained results are clearly identical. Several other numerical test are successfully carried out, from which we conclude that the numerical implementation of the power formula in Eq. 5.10 is correct.

### 5.4 Simulation Results and Discussion

### 5.4.1 Rotational Kinetic Energy Relaxation

We begin with simulation results for the decay to equilibrium of the rotational kinetic energy for the initially rotationally excited central water molecule. Fig. 5.3(a) displays several examples of the time dependence of the rotational kinetic energy (of $5 \mathrm{kcal} / \mathrm{mol}$ ) of the central molecule for three of the NEMD trajectories in which the instantaneous rotational excitation is with respect to the principal $x$-axis. These different trajectory results give an impression of the differing initial rotational energies as explained in Sec. 5.3.2, and of an oscillatory character at least for the shortest times where there is a qualitative agreement for all three trajectories.


Figure 5.2: Power of the rotational kinetic energy of the central molecule $P_{C}^{R}$ as a function of time for an equilibrium simulation. The power is calculated using both Eq. 5.10 and Eq. 5.11, and the results are clearly identical.

The average rotational kinetic energy of the central water molecule based on 20000 NEMD trajectories is shown in Fig. 5.3(b). The first point of importance is that the main portion of the excitation energy is lost within $\sim 100 \mathrm{fs}$, which agrees with the decay behavior for librational excitation obtained by ultrafast IR experiments.[72, 83] Second, a single oscillation remains in this average decay. The local maximum in the rotational kinetic energy at $t \sim 25$ fs associated with this oscillation indicates clearly, that most if not all NEMD trajectories are qualitatively quite similar with respect to the time evolution of the rotational kinetic energy during the first $\sim 25$ fs after the excitation, and some degree of rotational coherence is maintained during that time interval. This initial oscillation in the average rotational kinetic energy decay is associated with rotational caging, in which the angular momentum is reversed due to the restraining torques of the surrounding water molecules. This is established in the Sec. 5.4.6, which extends and generalizes the similar identification made for the total angular momentum in Ingrosso et al. [72].

The behavior just discussed is not restricted to the rotational excitation with respect to the principal $x$-axis. Fig. 5.3(c) shows the excited water molecule's rotational kinetic energy as a function of time for excitation with respect to the principal $x$-, $y$-, and $z$ axes. The time evolutions are quite similar: The rotational kinetic energy drops from $\sim$ $6 \mathrm{kcal} / \mathrm{mol}$ to $\sim 1.5 \mathrm{kcal} / \mathrm{mol}$ within $\sim 15 \mathrm{fs}$. This energy then increases to $\sim 2.5 \mathrm{kcal} / \mathrm{mol}$ within the next $\sim 15 \mathrm{fs}$ in the course of the rotational caging oscillation and completes the remaining small decline to the equilibrium value within $\sim 200 \mathrm{fs}$. In view of this similarity, we will in the following focus on the results for the principal $x$-axis rotational excitation and refer to the other axes results for particular points of interest.

### 5.4.2 Work Analysis

The various terms in Eq. 5.13 for the work on the excited water molecule rotation, which are defined in detail below that equation, are plotted as functions of time in Fig. 5.4. After 2 ps (and importantly to a significant degree already within $\sim 250 \mathrm{fs}$ ) $\sim 90 \%$ $\left(\overline{W_{R}}\right)$ of the excitation energy has been transferred to the rotational degrees of freedom of


Figure 5.3: (a) Nonequilibrium rotational kinetic energy $R$ of the central water molecule as a function of time for instantaneous $5 \mathrm{kcal} / \mathrm{mol}$ rotational excitation with respect to the principal $x$-axis (for three of the NEMD trajectories), and (b) the corresponding nonequilibrium average rotational kinetic energy $\bar{R}$ based on 20000 NEMD trajectories. The equilibrium average rotational kinetic energy $\langle R\rangle \approx 0.894 \mathrm{kcal} / \mathrm{mol}\left(3 N_{\mathrm{A}} k_{\mathrm{B}} T / 2\right)$ is also shown. (c) Nonequilibrium average rotational kinetic energy $\bar{R}$ of the central water molecule as a function of time for $5 \mathrm{kcal} / \mathrm{mol}$ rotational excitation with respect to the principal $x$-, $y$-, and $z$-axes. A similar figure was reported by Ingrosso et al. [72].
the surrounding water molecules, and the remaining $\sim 10 \%\left(\overline{W_{T}}\right)$ is transferred to their translational degrees of freedom. The $y$ - and $z$-axis excitation results are similar with slightly more transfer to translation (see Tab. 5.1). This dominance of transfer of excess rotational kinetic energy to water solvent rotation is consistent with the central molecule's greater rotational frequency overlap with water's librational spectrum ( $\sim 400-800 \mathrm{~cm}^{-1}$ ) than with its translational spectrum $\left(\lesssim 200 \mathrm{~cm}^{-1}\right)$.[78, 168] It is also in good agreement with the results reported by Rey and Hynes [75] for the energy transfer from a water


Figure 5.4: Nonequilibrium average work and energy terms for $5 \mathrm{kcal} / \mathrm{mol}$ rotational excitation of the central water molecule with respect to the principal $x$-axis. Shown are the absolute value of the work on the rotational degrees of freedom $\left|\overline{W_{C}}\right|$ of the central rotationally excited water molecule (equal to the magnitude of the molecule's energy loss), the difference in potential energy $\overline{\Delta U}$ between time 0 and $t$, and the difference in translational kinetic energy $\overline{\Delta T_{C}}$ of the central water molecule, and the work on the translational $\overline{W_{T}}$, and the rotational degrees of freedom $\overline{W_{R}}$ of the surrounding waters.
molecule rotationally excited via the Fermi resonance-induced energy transfer from the bend excitation of that molecule. This core result concerning the dominance of transfer to rotation is also consistent with the conclusions of Saito and coworkers.[161]. Their phenomenological model using fitted lifetimes close to those of a similar model in Ref. [73] is consistent with a fast energy transfer between rotational modes. In addition, these authors observe, as in the present work, a slow increase of excess translational energy of the entire sample, a feature also found in Ref. [72].

The time interval in which the changes in the terms are most pronounced is from $0-0.1 \mathrm{ps}$. For $t \sim 2 \mathrm{ps}$ all the terms have reached asymptotically stable values, with the magnitude of the work on the excited water molecule rotation $\left|\overline{W_{C}}\right|$, which is the negative of the molecule's rotational kinetic energy loss, having plateau'd long before this. The first significant increase of $\left|\overline{W_{C}}\right|$ within the first $\sim 15$ fs is a decrease in the central water's rotational kinetic energy in agreement with the sharp decrease in the excited water's rotational kinetic energy for the three NEMD trajectories in Fig. 5.3(a) within the same interval. This decrease is clearly due to an increase in $\overline{\Delta U}$, the potential energy of its interaction with the remaining 'solvent' water molecules. This conversion is of course expected, since the network of intermolecular H-bonds is distorted when the central molecule starts to rotate more intensely.

In a feature related to the average rotational kinetic energy in Fig. 5.3(b), Fig. 5.4 shows that at time $t \sim 15 \mathrm{fs}$, both $\left|\overline{W_{C}}\right|$ and $\overline{\Delta U}$ exhibit an oscillatory character. The rotation with respect to the $x$-axis is on average reversed due to the repulsive torques from the distorted network of H -bonds (the rotational caging described above), and the molecule begins a 'backward' rotation with respect to the principal $x$-axis, reducing the repulsion (see also Sec. 5.4.6). Hence, the rotational kinetic energy of the central molecule
transiently increases and decreases in the time interval $15-30$ fs due to a decrease and increase in the interaction potential energy due to the completion of the cage oscillation. After this interval any coherence is largely lost, and the central water's rotational kinetic energy decreases as does the potential energy.

Turning our attention now to the surrounding water molecules, the work on their translational and rotational degrees of freedom starts to build up significantly after $\sim 10$ fs dominated by the work on rotation. This slight time delay with respect to the buildup of potential energy, is readily understood: The only path for energy transfer between the molecules is via the intermolecular interactions, i.e. the intermolecular forces and torques deriving from the potential energy. (One should also note the transfer to the translational kinetic energy of the excited central molecule, which subsequently decays). The only other marked feature is the slight pause in the steady increase in the solvent rotational kinetic energy in the midst of the rotational cage oscillation, after which there is an incoherent increase of this energy.

### 5.4.3 Energy and Temperature Dependence

We now investigate the dependence of the rotational energy relaxation on the excitation energy and the temperature. Fig. 5.5(a) displays the normalized excess rotational kinetic energy, $\bar{R}(t)-\langle R\rangle$, of the central water molecule for four different excitation energies (all the excitations are with respect to the $x$-axis). While the very initial decay to $\sim 0.1$ remains very nearly the same, the excitation energy affects both the position and amplitude of the first local maximum, the former being shifted to slightly longer times and the latter decreasing somewhat as the energy increases. A further effect is that the second local maximum vanishes for the largest excitation energies $10-15 \mathrm{kcal} / \mathrm{mol}$, i.e. the degree of rotational coherence is decreased. On the other hand, the long-time behaviour, i.e. post $\sim 50 \mathrm{fs}$, of the decay of the rotational kinetic energy is not significantly affected. Further, for all the excitation energies considered, we find that $\sim 85-90 \%$ of the excess rotational kinetic energy is transferred to the rotational degrees of freedom of the solvent waters indicating that the energy pathway is approximately independent of the excitation energy, a result confirmed by calculations analogous to the lower energy results in Fig. 5.4.

The normalized excess rotational kinetic energy of the central molecule for three different temperatures is shown in Fig. 5.5(b). The positions of the local extrema are not affected by the temperature, but their amplitudes and the degree of rotational coherence are decreased slightly. The very modest magnitudes of the temperature effects here are consistent with the much smaller magnitude of initial water rotational kinetic energy compared to the three higher excitation energy situations in Fig. 5.5(a).

Finally, these general features of the $x$-axis excitation results are largely axis-independent. A similar dependence on the excitation energy and the temperature for instantaneous excitation with respect to the water molecule's $y$ - and $z$-axes is found as shown in the Appendix.

### 5.4.4 Hydration Shell Analysis

In the preceding section, we have established that the energy flow for the librational relaxation is strongly dominated by the transfer to the rotational degrees of freedom of the water molecules surrounding the excited water molecule. We now examine in detail the energy transfer to the excited water molecule's hydration shells. The contributions from the 1st shell, the 2 nd shell, and the remainder of the solvent to the work on the rotational degrees of freedom $\left|\overline{W_{C}}\right|$ of the central excited molecule (magnitude of the rotational kinetic energy loss) are shown in Fig. 5.6(a) (see also Tab. 5.1, first column entries $\overline{W_{C}}$ st/2nd $)$.


Figure 5.5: (a) Normalized nonequilibrium average excess rotational kinetic energy of the central water molecule for four different excitation energies. The instantaneous excitation is with respect to the principal $x$-axis. (b) Normalized nonequilibrium average excess rotational kinetic energy for three different temperatures, where the $1 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation of the central water is with respect to the principal $x$-axis.

The 1st shell, 2nd shell, and remaining contributions are approximately $75 \%, 22 \%$, and $3 \%$, respectively, for $x$-axis excitation, with slightly higher 1st shell dominance for the remaining axis excitations (see Tab. 5.1 entries $\bar{W}_{C} 1$ st/2nd $)$. The main contributions come from transfer especially to the 1st shell and to a lesser degree to the 2nd shell, a conclusion also reached by Rey and Hynes for the different case of water bend vibrational relaxation.[75] Clearly, the librational relaxation is mainly a local process involving the first two hydration shells.

Since energy transfer to the 1st hydration shell was just shown to be dominant, it is interesting to determine how this work contribution is distributed among the hydrogenbonded molecules. To this end, Fig. 5.6(b) compares the work contributions from the water molecules accepting H -bonds from the rotationally excited water (molecules 1 and 2


Figure 5.6: (a) Magnitude of the nonequilibrium average work $\left|\overline{W_{C}}\right|$ on the central water molecule, the work contribution from the 1st hydration shell water molecules, the work contribution from the 2nd hydration shell water molecules, and the work contribution from the remaining water molecules (Rem.). (b) Work contribution from the molecules accepting H-bonds (AH), the work contribution from the molecules donating H-bonds ( DH ), and the work contribution from the remaining water molecules (Rem.). Note that AH and DH waters are by definition 1st shell waters, see Fig. 5.1(a).
in Fig. 5.1(a)), the work contribution from those molecules donating H -bonds (molecules 3 and 4 in Fig. 5.1(a)), and the work contribution from all other water molecules which are primarily in the 2nd hydration shell). Since the H-bond-accepting and -donating waters are by definition 1st shell waters, we see again that most of the excess rotational kinetic energy ( $\sim 75 \%$ for $x$-axis excitation) is transferred to the water molecules in the 1 st hydration shell. The new information is that the energy transfer to water molecules accepting H-bonds (AH, molecules 1,2) dominates over energy transfer to H -bond donating waters (DH, molecules 3,4 ). However, the magnitude of this dominance varies noticeably with the axis excitation, as indicated by the $\overline{W_{C}} 12 / 34$ entries of Tab. 5.1: 1.5, 1.9, and 1.2

Table 5.1: Work contributions in percentages at time $t=2 \mathrm{ps}^{a}$

|  | $x$-axis | $y$-axis | $z$-axis | $I_{0}{ }^{b}$ |
| ---: | :---: | :---: | :---: | :---: |
| $\bar{W}_{R}[\%]$ | 91 | 82 | 84 | 91 |
| $\overline{W_{T}}[\%]$ | 9 | 17 | 16 | 9 |
| $\overline{\Delta U}[\%]$ | 0 | 1 | 0 | 0 |
| $\bar{W}_{C 1 \text { st } / 2 \text { nd }}{ }^{c}[\%]$ | $75 / 22$ | $85 / 13$ | $85 / 13$ | $79 / 18$ |
| $\bar{W}_{R 1 \text { st } / 2 \mathrm{nd}}[\%]$ | $65 / 23$ | $67 / 15$ | $67 / 14$ | $68 / 20$ |
| $\bar{W}_{T 1 \text { st } / 2 \text { nd }}[\%]$ | $9 / 1$ | $15 / 2$ | $15 / 2$ | $10 / 1$ |
| $\overline{\Delta U}_{1 \text { st } / 2 \text { nd }}{ }^{d}[\%]$ | $1 /-2$ | $3 /-4$ | $3 /-3$ | $1 /-3$ |
| $\bar{W}_{C 12 / 34}{ }^{e}[\%]$ | $45 / 30$ | $56 / 29$ | $46 / 39$ | $45 / 35$ |
| $\bar{W}_{R 12 / 34}[\%]$ | $32 / 32$ | $33 / 32$ | $27 / 40$ | $32 / 37$ |
| $\bar{W}_{T 12 / 34}[\%]$ | $8 / 1$ | $15 / 1$ | $12 / 3$ | $8 / 2$ |
| $\overline{\Delta U}_{12 / 34}{ }^{d}[\%]$ | $5 /-3$ | $8 /-4$ | $7 /-4$ | $5 /-4$ |

${ }^{a}$ While the work $\overline{W_{C}}$ on the central excited molecule has plateau'd by 1 ps (see
Fig. 5.4), the values of its various contributions given by Eq. 5.13 are stabilized by 2 ps , which has determined this choice for the values in the Table.
${ }^{b}$ Time-dependent, spatially-independent electric field excitation with a carrier frequency of $700 \mathrm{~cm}^{-1}$.
${ }^{c}$ 1st and 2 nd hydration shells.
${ }^{d}$ The negative sign indicates that $\overline{\Delta U}$ is negative.
${ }^{e}$ Molecules 1 and 2 accept H -bonds and molecules 3 and 4 donate H -bonds to the central water (see Fig. 5.1(a)). Since these are 1st hydration shell waters, the percentages given, e.g. for $\bar{W}_{C 12 / 34}$ in the $x$-axis excitation case, sum (within error bars) to the 1st hydration shell value in $\bar{W}_{C 1 s t / 2 n d}$ in the $x$-axis column. The same relation applies to $\overline{W_{R 12 / 34}}$ and the 1st hydration shell value in $\overline{W_{R 1}} 1$ st/2nd etc.
for the $x$-, $y$-, and $z$-axis excitations, respectively.
We now need to connect these results to the previously established (Fig. 5.4 for $x$-axis excitation) dominance of transfer to the rotation over that to translation of the water molecules surrounding the excited water, a feature quantified by the $\overline{W_{R}}=91 \%$ and $\overline{W_{T}}=9 \%$ values in Tab. 5.1, i.e. a factor of $\sim 10$. This dominance drops to about a factor of $\sim 5$ for the $y$ - and $z$-excitation cases.

In any case, the results just cited do not identify which waters receive the energy. To answer this question, we turn to other results in Tab. 5.1. Before entering into the detailed results, it will prove useful to review several points. The first concerns the relationships of the work done on the central water and the work done by that water. We recall Eq. 5.13, here repeated for convenience,

$$
\begin{equation*}
W_{C}=-\Delta U-\Delta T_{C}-W_{T}-W_{R} \tag{5.16}
\end{equation*}
$$

When the potential energy change contribution here is small, it can be ignored. This is
the case for the total contributions in Eq. 5.16, as seen both in Fig. 5.4 at 2 ps and for the first three rows of Tab. 5.1. In addition, the reader is advised to note the summation constraints for Tab. 5.1 as indicated in the footnotes there.

The second cluster of these results, on the partitioning between the first and second shells, indicates first via $\overline{W_{C}} 1$ st/2nd that the $97 \%$ energy transferred to these shells is partitioned as $75 \%$ to the 1 st shell and $22 \%$ to the 2 nd shell. From the $\overline{W_{R}} 1$ st $/ 2$ nd and $\overline{W_{T}} 1$ st/2nd values we see that rotation dominates over translation in the contributing fractions $65 / 75$ vs $9 / 75$ in the 1st shell and $23 / 22$ vs $1 / 22$ (which are one and zero within error bars) in the 2nd shell. The $\bar{W}_{C 12 / 34}$ value indicates that the $75 \%$ energy transferred to the 1st hydration shell is partitioned as $45 / 75$ for the AH waters and $30 / 75$ for the DH waters, i.e. the AH waters 1,2 are more effective in accepting energy from the excited water. But how is this efficiency related to which motions are involved? From the $\overline{W_{R 12 / 34}}$ and $\overline{W_{T}}{ }^{2 / 34}$ values, we see by a vertical comparison that both the H -bond acceptors and donors are preferentially rotationally, rather than translationally, excited by energy transfer from the excited water molecule: For the AH waters in the ratio $32 / 8$ and for the DH waters in the ratio $32 / 1$. This comparison also indicates that the AH waters 1,2 are noticeably more effective than the DH waters in the minority component translational excitation.

The results just discussed can be compared with those for the transfer of the excited water's rotational kinetic energy to the translational degrees of freedom of the 1st hydration shell waters. This transfer is partitioned with $\sim 90 \%$ for the water molecules accepting H-bonds, and the remaining $\sim 10 \%$ for the molecules donating H -bonds (see first column of Tab. 5.1). This huge difference can be explained very simply, since any hindered rotation around the center of mass of a water molecule does not change the position of the oxygen atom significantly, whereas the positions of the hydrogen atoms are changing more dramatically. Hence, the H -bonds are distorted to a large extend for the molecules accepting H-bonds, and they have to 'translate' accordingly.

### 5.4.5 Rotational Excitation via an External Electric Field

Since the librational relaxation occurs on the timescale of tens of femtoseconds, an ultrashort experimental optical excitation pulse duration could certainly influence aspects of the relaxation. In order to explore this issue, we compare some of our instantaneous excitation results with a rotational excitation carried out by coupling the point charges of the central water molecule to a linear polarized time-dependent electric field with no spatial dependence. This coupling is introduced by adding the term $-\boldsymbol{\mu} \cdot \mathbf{E}(t)$ to the Hamiltonian, where $\boldsymbol{\mu}$ is the dipole moment of the central water, and $\mathbf{E}(t)$ is the time-dependent electric field. The electric field is taken to have a Gaussian shape with $\mathrm{FWHM}=50 \mathrm{fs}$ and is centered at $t=100 \mathrm{fs}$. The carrier frequency of the pulse is $\nu=700 \mathrm{~cm}^{-1}$, and the intensity is $I_{0}=1.0 \cdot 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. Since the intensity is proportional to the maximum electric field amplitude squared $E_{0}^{2}$, the strength of the coupling term, and thereby the excitation energy, is dependent on the intensity. By a trial and error approach, we have established that for the chosen laser intensity, the excitation energy is on average $\sim 4.5 \mathrm{kcal} / \mathrm{mol}$ for our selected example. The $700 \mathrm{~cm}^{-1}$ carrier frequency of the pulse approximately corresponds to the peak in the liquid water librational frequency spectrum [83], which is shown in Fig. 5.7(b).

The work terms for this time-dependent field excitation are plotted in Fig. 5.8 and should be compared with the instantaneous excitation results in Fig. 5.4. Clearly, the time dependence of these terms during the first few hundred femtoseconds is different for the instantaneous and time-dependent excitations. This is to be expected given the different mechanisms and time scales of the short time angular momentum alteration. But their long-time behaviour is very much alike, e.g. in each case $\sim 90 \%$ of the excited


Figure 5.7: (a) Normalized equilibrium time correlation function for the torque on the central molecule. (b) Fourier transform of the normalized equilibrium time correlation function for the torque on the central water molecule. This 'librational band' has a peak at $\nu \approx 600 \mathrm{~cm}^{-1}$.
water's excess rotational kinetic energy is transferred to the rotational degrees of freedom of the surrounding solvent waters. Hence, the method of excitation does not affect the relative contributions of energy flow to translational and rotational degrees of freedom of the solvent. Indeed, the $I_{0}$ column of Tab. 5.1 shows the very close correspondence for all quantities calculated for the different excitation methods.

We have also investigated how the characteristics of the librational energy transfer depend on the frequency of the electric field by carrying out simulations with frequencies of $100 \mathrm{~cm}^{-1}, 400 \mathrm{~cm}^{-1}, 700 \mathrm{~cm}^{-1}, 1000 \mathrm{~cm}^{-1}$, and $1300 \mathrm{~cm}^{-1}$, while keeping the same electric field intensity. We find that the amount of energy transferred from the electric field to the central water molecule depends strongly on the frequency: $E_{100 \mathrm{~cm}^{-1}} \approx 0.4 \mathrm{kcal} / \mathrm{mol}$, $E_{400 \mathrm{~cm}^{-1}} \approx 3.4 \mathrm{kcal} / \mathrm{mol}, E_{700 \mathrm{~cm}^{-1}} \approx 4.5 \mathrm{kcal} / \mathrm{mol}, E_{1000 \mathrm{~cm}^{-1}} \approx 1.9 \mathrm{kcal} / \mathrm{mol}$, and $E_{1300 \mathrm{~cm}^{-1}} \approx 0.3 \mathrm{kcal} / \mathrm{mol}$. The peaking of the absorption near $700 \mathrm{~cm}^{-1}$ is in agreement with the study of Yagasaki and Saito [161], who examined the IR absorption by coupling


Figure 5.8: Absolute value of the average nonequilibrium work on the rotational degrees of freedom $\left|\overline{W_{C}}\right|$ of the central molecule, the difference in potential energy $\overline{\Delta U}$ between time 0 and $t$, the difference in translational kinetic energy $\overline{\Delta T_{C}}$ of the central water, the work on the translational $\overline{W_{T}}$ and the rotational degrees of freedom $\overline{W_{R}}$ of the water solvent for rotational excitation of the central water with a time-dependent electric field $\left(\nu=700 \mathrm{~cm}^{-1}\right)$.
the entire system to an electric field (of frequencies $500 \mathrm{~cm}^{-1}, 700 \mathrm{~cm}^{-1}$, and $900 \mathrm{~cm}^{-1}$ ) as opposed to the single water molecule coupling in the present study. The present peaking of the nonequilibrium response is understandable in terms of the frequency spectrum of the equilibrium time correlation function (TCF) of the torque on the water molecule shown in Fig. $5.7(\mathrm{~b})$, which is approximately bell-shaped, peaks at $\nu \approx 600 \mathrm{~cm}^{-1}$ and spans the interval $\sim 200-1100 \mathrm{~cm}^{-1}$.

For all frequencies $\sim 85-91 \%$ of the excess rotational kinetic energy is transferred to the rotational degrees of freedom of the solvent waters. This result is in good agreement with the Sec. 5.4.3 results for the energy dependence for the librational relation with instantaneous excitation. The result indicates that the dependence of the energy flow route on the electric field carrier frequency and thereby on the excitation energy is quite weak.

### 5.4.6 Rotational Caging and Linear Response

In our discussion in Sec. 5.4.2 of the work on the excited water molecule rotation, the average rotational kinetic energy of that molecule, and the potential energy of interaction with the remaining waters, we indicated that the pronounced short time oscillation was associated with rotational caging of the water molecule. Here, we present the origin of this statement, extending via a linear response perspective the discussion in Ingrosso et al. [72] to a single water molecule axis rotational excitation and in addition shedding some light on the exchange of energy between the excited and nonexcited axis rotations.

For rotational excitation about the $x$-axis of the water molecule, the natural linear response comparison between the nonequilibrium decay and the decay of the equilibrium fluctuations is between the normalized nonequilibrium decay

$$
\begin{equation*}
\overline{\delta R}(t) / \overline{\delta R}(0)=(\bar{R}(t)-\langle R\rangle) /(\bar{R}(0)-\langle R\rangle) \tag{5.17}
\end{equation*}
$$

and the normalized equilibrium TCF involving the fluctuations of the $x$-axis and the full rotational kinetic energies [72]

$$
\begin{equation*}
\left\langle\delta R_{x}(0) \delta R(t)\right\rangle /\left\langle\delta R_{x}(0) \delta R(0)\right\rangle . \tag{5.18}
\end{equation*}
$$

Fig. 5.9 shows that the agreement between these two functions is excellent for $1 \mathrm{kcal} / \mathrm{mol}$ excitation (i.e. in the thermal range) and is only slightly less satisfactory, mainly beyond the first oscillation peak, for the $5 \mathrm{kcal} / \mathrm{mol}$ excitation. Fig. 5.9 also includes a comparison with the exclusively $x$-axis normalized TCF

$$
\begin{equation*}
\left\langle\delta R_{x}(0) \delta R_{x}(t)\right\rangle /\left\langle\delta R_{x}(0) \delta R_{x}(0)\right\rangle . \tag{5.19}
\end{equation*}
$$

The first use of this last comparison is to gain an impression of the exchange of rotational kinetic energy between rotation about the $x$-axis and the remaining $y$ - and $z$-axis. The difference between Eq. 5.18 and Eq. 5.19 in Fig. 5.9 indicates that in the equilibrium ensemble, the exchange sets in primarily just past the oscillation peak and is not negligible providing up to about a factor of two in the correlations at these longer times.

Given the good agreement between the nonequilibrium function and both of the presented equilibrium functions up to and including the neighborhood of the first oscillation peak, the second use of the comparison is that we can use the $x$-axis TCF in Eq. 5.19 to demonstrate the peak's origin in the rotational caging. If the statistical behaviour of the $x$-axis angular momentum $J_{x}$ dynamics is Gaussian, then it is straightforward to show that the behaviour of the $x$-axis TCF in Eq. 5.19 is related to the square of the normalized TCF of $J_{x}$ by [72]

$$
\begin{equation*}
\left\langle\delta R_{x}(0) \delta R_{x}(t)\right\rangle /\left\langle\left[\delta R_{x}\right]^{2}\right\rangle=\left\langle\delta J_{x}^{2}(0) \delta J_{x}^{2}(t)\right\rangle /\left\langle\left[\delta J_{x}(0)\right]^{2}\right\rangle=\left[\left\langle J_{x}(0) J_{x}(t)\right\rangle /\left\langle J_{x}^{2}\right\rangle\right]^{2} . \tag{5.20}
\end{equation*}
$$

Fig. 5.10 shows the first minimum in the normalized $J_{x}$ TCF signaling the rotational caging reversal of the sign of the initial angular momentum. The figure also shows that this reversal produces an oscillation peak in the square of the $J_{x}$ TCF, which is in quite good agreement with the peak in the $\delta R_{x}$ TCF and - most importantly - in the nonequilibrium relaxation of the rotational kinetic energy for both the 1 and $5 \mathrm{kcal} / \mathrm{mol}$ excitations. The demonstration of the same conclusion for the $y$ - and $z$-axis excitations is provided in the Appendix. While the agreement clearly deteriorates subsequently due to exchange of different axes' rotational kinetic energy, there, nonetheless, remains a reasonable identification of the second, muted peak in the nonequilibrium decay with a subsequent reversal of angular momentum.

### 5.5 Conclusions

We have investigated the ultrafast librational relaxation of $\mathrm{H}_{2} \mathrm{O}$ in liquid water via classical NEMD simulations and elucidated the energy flow pattern. The rotational degrees of freedom of the solvent are the primary acceptors of energy. In fact $\sim 85 \%$ of the excess rotational kinetic energy is transferred to the rotational modes, and the remaining $\sim 15 \%$ is transferred to the translational modes. These results are not affected by the chosen rotational excitation energy of $5 \mathrm{kcal} / \mathrm{mol}$ and the temperature of 300 K . Our simulations show that the same behaviour of the librational relaxation is maintained for excitation energies up to $15 \mathrm{kcal} / \mathrm{mol}$ and temperatures up to 350 K . Since the time-scale for the first period of the oscillation in the rotational energy decay corresponds to the time-scale of the reversal of the angular momentum under equilibrium conditions, the reported results also elucidate on the generic librational motion in equilibrated water.

We find that the closest solvent molecules receive most of the energy. The 1st solvent shell is the primary energy acceptor with $\sim 80 \%$ of the energy, and the 2nd solvent shell


Figure 5.9: Comparison of the nonequilibrium rotational kinetic energy dissipation $\bar{R}(t)-\langle R\rangle$ for the central molecule and the equilibrium TCFs $\left\langle\delta R_{x}(0) \delta R(t)\right\rangle$ and $\left\langle\delta R_{x}(0) \delta R_{x}(t)\right\rangle$. The nonequilibrium function and each TCF are normalized by their respective initial values. (a) $1 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $x$-axis. (b) $5 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $x$-axis.
receives approximately the rest. These results are in good agreement with the recent bend vibrational relaxation study by Rey and Hynes.[75]

To test the validity of the simulations with an instantaneous rotational excitation, we have also carried out simulations in which the rotational excitation comes about by coupling the dipole moment of the central molecule to a time-dependent electric field. The results do not change significantly, and we conclude that the approximation of an instantaneous excitation is justified.

Yagasaki and Saito [161] suggest a cascading of energy with translation receiving energy at the end of the ladder, which is in general accord with our results. However, this description, based on a coarse-grained kinetic model, is only approximately correct. We have shown here unambiguously that indeed there is direct transfer from the excited mode


Figure 5.10: Comparison of the nonequilibrium rotational kinetic energy dissipation $\bar{R}(t)-\langle R\rangle$ for the central molecule and the equilibrium TCFs $\left\langle\delta R_{x}(0) \delta R_{x}(t)\right\rangle,\left\langle J_{x}(0) J_{x}(t)\right\rangle$, and $\left\langle J_{x}(0) J_{x}(t)\right\rangle^{2}$. The nonequilibrium function and each TCF are normalized by their respective initial values. (a) $1 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $x$-axis. (b) $5 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $x$-axis.
to translation with no need to detour through lower frequency rotations.

## Chapter 6

## Concluding Remarks

In this thesis work, the general topic is vibrational and rotational energy relaxation in liquids, where the time-evolution of the relaxation processes is followed via classical MD simulations. First we investigate the applicability of the classical BZ model to describe the nuclear dynamics for the photodissociation of a gas-phase $\mathrm{Br}_{2}$ molecule. We find that the nuclear dynamics described by the BZ model is in very good agreement with quantum mechanics wave packet calculations in terms of the time-evolution of the expectation value of the nuclear position in the antibonding state, although the apparent usefulness of the BZ model is in contrast to the validity of the individual approximations involved in deriving the BZ model from a quantum mechanics treatment of gas-phase photodissociation.

In the spirit of the BZ model, the photodissociation, subsequent geminate recombination, and vibrational energy relaxation of $\mathrm{I}_{2}$ in $\mathrm{CCl}_{4}$ are studied by means of classical nonequilibrium MD simulations. The time-dependent vibrational energy distribution is in perfect agreement with previous experimental results obtained via ultrafast optical pump-probe spectroscopy. We compare the relaxation times and the time-dependent I-I pair distribution function to new time-resolved x-ray diffraction results, and we find a qualitative agreement in both cases. Also, we show that a good approximation to the time-dependent I-I pair distribution function can be obtained from the time-dependent vibrational energy distribution such that experimental results from time-resolved x-ray diffraction and optical spectroscopy can be compared. Furthermore, we observe some degree of vibrational coherence, which has been absent in previous simulations of vibrational energy relaxation of $\mathrm{I}_{2}$ in liquids.

The rotational energy relaxation of a rotationally excited $\mathrm{H}_{2} \mathrm{O}$ molecule is also studied by means of classical nonequilibrium MD simulations. We use a recent reformulation of a power and work analysis, in which a detailed molecular description of the energy flow between various degrees of freedom is possible. The water molecules are treated as rigid rotors, and we find that the rotational degrees of freedom for the surrounding solvent are the primary energy acceptors during the relaxation of the excited $\mathrm{H}_{2} \mathrm{O}$ molecule, with a minor transfer to the translational degrees of freedom. Furthermore, we find that the relaxation process is quite local, since the $\sim 25$ molecules in the 1 st and 2 nd solvent shells primarily accept the excess energy from the rotationally excited central molecule.

### 6.1 Future Research

An interesting future study is classical nonequilibrium MD simulations of the vibrational energy relaxation of $\mathrm{I}_{2}$ in $\mathrm{CCl}_{4}$ using a power and work analysis, such that the energy pathway can be elucidated, and the locality of the relaxation process can be determined. Furthermore, the relaxation process' dependence on freezing the vibrational modes of $\mathrm{CCl}_{4}$ in the present study can be investigated by using a flexible force field model for $\mathrm{CCl}_{4}$ and a
power and work analysis. Also, a QM/MM description of the photodissociation, geminate recombination, and vibrational energy relaxation of $\mathrm{I}_{2}$ in $\mathrm{CCl}_{4}$ can provide new insights, since the electronic transitions of the iodine molecule can be described by quantum mechanics. A QM/MM treatment of the rotational energy relaxation of $\mathrm{H}_{2} \mathrm{O}$ in liquid water is also of interest.

We have initiated a study of the rotational energy relaxation in a nonpolar liquid to establish whether there is any difference compared to that of liquid water. In Fig. 6.1 the work terms for the rotational energy relaxation of a rotationally excited $\mathrm{CCl}_{4}$ in liquid carbon tetrachloride are plotted. Clearly, the relaxation time is much longer for $\mathrm{CCl}_{4}$ than $\mathrm{H}_{2} \mathrm{O}$, in fact the rotational relaxation is not completed at 2 ps after the instantaneous excitation. Furthermore, the transfer of excess rotational kinetic energy is almost equally divided between the translational and rotational degrees of freedom of the surrounding solvent molecule. These discrepancies from the water case are somewhat expected due to the lack of strong hydrogen bonds in the $\mathrm{CCl}_{4}$ liquid.


Figure 6.1: Nonequilibrium average work and energy terms for instantaneous rotational excitation of the central $\mathrm{CCl}_{4}$ molecule. Shown are the absolute value of the work on the rotational degrees of freedom $\left|\overline{W_{C}}\right|$ of the central molecule, the difference in potential energy $\overline{\Delta U}$ between time 0 and $t$, and the difference in translational kinetic energy $\overline{\Delta T_{C}}$ of the central molecule, and the work on the translational $\overline{W_{T}}$, and the rotational degrees of freedom $\overline{W_{R}}$ of the surrounding $\mathrm{CCl}_{4}$ solvent.

## Appendix



Figure A-1: (a) Normalized nonequilibrium average excess rotational kinetic energy of the central water molecule for four different excitation energies. The instantaneous excitation is with respect to the principal $y$-axis. (b) Normalized nonequilibrium average excess rotational kinetic energy for three different temperatures, where the $1 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation of the central water is with respect to the principal $y$-axis.


Figure A-2: (a) Normalized nonequilibrium average excess rotational kinetic energy of the central water molecule for four different excitation energies. The instantaneous excitation is with respect to the principal $z$-axis. (b) Normalized nonequilibrium average excess rotational kinetic energy for three different temperatures, where the $1 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation of the central water is with respect to the principal $z$-axis.


Figure A-3: Comparison of the nonequilibrium rotational kinetic energy dissipation $\bar{R}(t)-\langle R\rangle$ for the central molecule and the equilibrium TCFs $\left\langle\delta R_{y}(0) \delta R(t)\right\rangle$ and $\left\langle\delta R_{y}(0) \delta R_{y}(t)\right\rangle$. The nonequilibrium function and each TCF are normalized by their respective initial values. (a) $1 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $y$-axis. (b) $5 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $y$-axis.


Figure A-4: Comparison of the nonequilibrium rotational kinetic energy dissipation $\bar{R}(t)-\langle R\rangle$ for the central molecule and the equilibrium TCFs $\left\langle\delta R_{y}(0) \delta R_{y}(t)\right\rangle,\left\langle J_{y}(0) J_{y}(t)\right\rangle$, and $\left\langle J_{y}(0) J_{y}(t)\right\rangle^{2}$. The nonequilibrium function and each TCF are normalized by their respective initial values. (a) $1 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $y$-axis. (b) $5 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $y$-axis.


Figure A-5: Comparison of the nonequilibrium rotational kinetic energy dissipation $\bar{R}(t)-\langle R\rangle$ for the central molecule and the equilibrium TCFs $\left\langle\delta R_{z}(0) \delta R(t)\right\rangle$ and $\left\langle\delta R_{z}(0) \delta R_{z}(t)\right\rangle$. The nonequilibrium function and each TCf are normalized by their respective initial values. (a) $1 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $z$-axis. (b) $5 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $z$-axis.


Figure A-6: Comparison of the nonequilibrium rotational kinetic energy dissipation $\bar{R}(t)-\langle R\rangle$ for the central molecule and the equilibrium TCFs $\left\langle\delta R_{z}(0) \delta R_{z}(t)\right\rangle,\left\langle J_{z}(0) J_{z}(t)\right\rangle$, and $\left\langle J_{z}(0) J_{z}(t)\right\rangle^{2}$. The nonequilibrium function and each TCF are normalized by their respective initial values. (a) $1 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $z$-axis. (b) $5 \mathrm{kcal} / \mathrm{mol}$ instantaneous excitation with respect to the principal $z$-axis.
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[^0]:    *'Geminate recombination' refers to the recombination of iodine atoms with their original partners.

[^1]:    ${ }^{\dagger}$ The author of this thesis has taken no part in carrying out the experiments.

