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## Chapter 1

## Introduction

The aggressive maneuvers are movements of a system which require or produce operation in the nonlinear part of the model or near the limits of the actuators or the states [1]. These maneuvers are characterized by fast changes in the values of the state variables as well as the use of their whole dynamic range.

The execution of aggressive maneuvers can be divided in two parts: the first part consists on the planning of the trajectory and the second part is the execution. The trajectory planning usually is stated as an optimal control problem which includes in the cost function the characteristics of the desired trajectory: geometric form of the path, obstacle avoidance, the dynamics and constraints of the system. In the literature, it is possible to find many trajectory planning algorithms such as Potential Fields [2], Dynamic Programming [3] and Model Predictive Control [4].

Once the trajectory has been planned is necessary to execute it. Classical methods of control that depend on linear approximations do not work (PID, State-Feedback). This is because given the nature of the trajectory the system operates in highly nonlinear regions and as a consequence the linear approximations are not valid, consequently a linear model-based controller will fail. Taking that into account there are two ways to execute the maneuver.

1. The first one is the Iterative Learning Control [1] [5]. It starts with a trajectory and a control signal which is the result of an optimal control problem that uses a simplified model based on basic principles. Then, it executes the maneuver. After the execution of the maneuver, the result is analyzed and the control signal improved. The process is repeated and in each iteration the control signal is adjusted according to the result of the execution, until the performance is satisfactory. This approach deals with the nonlinearities of the system and the non-modeled aerodynamic effects using the learning algorithm to modify the control signals in order to produce the desired outcome.
2. The second alternative is to consider a complete model of the quadrotor [6]. Then, it is possible to use this model with the desired trajectory and the system constraints to find the control signals as a solution of an optimal control problem. These signals in principle could produce the desired maneuver. In order to increase the robustness of the control, it is implemented in closed loop. By closing the loop the Optimal Control becomes a Model Predictive Control. Given that the system operates in the nonlinear regime, this technique is known as a Nonlinear Model Predictive Control (NMPC).

Besides the NMPC, there are other ways to execute aggressive maneuvers such as Sliding Mode Control [7], Transverse Linearization [8], Quaternions [9] and Neural Networks [10]. However, NMPC has three main advantages over these methods. First, it handles multiple input multiple output (MIMO) systems easily, second it can explicitly take into account the nonlinearities of the model [11] which is highly desirable for this application, and third the restrictions can be added to the controller design.

The advantages of the NMPC come associated with a speed implementation cost. Since it is a control based on a nonlinear real time optimization, the applications are limited by the speed of the optimization algorithm [12]. This implies that in order to use NMPC in a fast dynamic system it is necessary to employ a very efficient nonlinear optimization algorithm [13].

There are many NMPC implementations that differ mainly in the nonlinear optimization algorithm: Recursive Neural Networks [12] Differential Evolution [14], Sequential Quadratic Programming [11], Particle Swarm Optimization [11], Dynamic Particle Swarm Optimization [15], Optimistic Optimization [16], Neighboring External Updates [17], Extended Modal Series Method [18], among others.

Each one of these methods has its own characteristics which make them suitable for certain types of problems. In this particular case, the most relevant method is the Extended Modal Series Method (EMSM) because it is designed for input affine systems and does not require iterations to give a solution. The EMSM is based on a explicit suboptimal control law that depends only on the initial state of the system, which diminishes greatly the computation time of the control signal. This is important because the execution of an aggressive maneuver requires short sample periods for fast responses.

The system that will be used to test this controller is a modification of the classical fixed pitch quadrotor. A quadrotor is an Unmanned Aerial Vehicle (UAV) formed by a cross structure that in the center has the electronics and the battery and four motors with the corresponding propellers at the end of each arm. The movements of the quadrotor are completely determined by the differences of the thrust and torque produced by each motor [19], which in turn are related to the form of the blade and the angular velocity of rotation.

Usually, in order to control a quadrotor, the thrust and torque produced by each of the motors is assumed to be directly proportional to the square of the angular velocity of the motor and the proportionality constants are estimated or measured experimentally. This constant depends on the shape of the blade, in particular the angle of attack.

As a result, the produced thrust can be changed not only through the angular velocity of the motors but also changing the angle of attack of the blades. This last option is available for a special kind of quadrotors and has the advantage of affecting the thrust directly while the change of angular velocity has to pass first through the dynamics of the motor to change the real angular velocity of the propellers and then the thrust, hence it is limited to the bandwidth of the motors [20].

The quadrotors that can change the angle of attack of the blades are called the Variable Pitch Quadrotors and despite being relatively recent, the evident advantage of not being limited to the motor bandwidth has already being used to develop quadrotors that perform aggressive maneuvers with good results [21]. Another advantage of these quadrotors is the
possibility to produce negative thrust, which enables them to perform maneuvers impossible for fixed pitch quadrotors such as flips with constant altitude or inverted hover [20].

Because their characteristics, the Variable Pitch Quadrotors are an excelent alternative to perform aggressive maneuvers. However, given that until recently their study has started there is still much to explote related to the execution of aggressive maneuvers, for instance the use of advanced control techniques such as NMPC for this application.

The goal of this work is to implement a NMPC to a Variable Pitch Quadrotor using the EMSM. More precisely the general objective is:

- Design a Nonlinear Model Predictive Control law based on the Extended Modal Series Method for the execution of Aggressive Maneuvers in a Variable Pitch Quadrotor.

In order to achieve this result the following specific objectives were stated:

1. Model Mathematically a Variable Pitch Quadrotor including aerodynamic effects such as Blade Flapping, Induced Drag, Translational Drag, Profile Drag, and Parasitic Drag.
2. Compute the trajectories corresponding to the aggressive maneuvers using Pontryagin's Maximum Principle to solve the associated Optimal Control Problem.
3. Implement in simulation a Nonlinear Model Predictive Control for the execution of the aggressive maneuvers using the Extended Modal Series Method.
4. Compare the performance of the Nonlinear Model Predictive Controller with a Quaternionbased one used in previous works.

The first, and main contribution is the implementation of a EMSM-based NMPC [18], which to the best of the author's knowledge has not been done before. This provide insights on the EMSM-based controller design that could produce in improvements on the method and become reference for future works on related topics.

The second contribution of this work is the application of NMPC to the execution of aggressive maneuvers in this system, since it includes the construction of a complete model (not only of the augmented model of the Variable Pitch Quadrotor but also the inclusion of relevant aerodynamic effects) the resulting model can be used for future research in this area.

The partial results of this master work will be presented in the 2018 European Control Conference in Limassol, Cyprus, under the conference article C. Devia, M. Roa, D. Patino, and J. Colorado. 2018. Towards a Nonlinear Model Predictive Control using the Extended Modal Series Method. European Control Conference -ECC 2018, June 12-15, Limassol, Cyprus.

This work is divided as follows: In chapter 2 the complete dynamic system is explained and detailed. In chapter 3 the Extended Modal Series Method is presented, initially the preliminary results are shown and from there the main theoretical contribution of this work is developed. After that, in chapter 4 the control architecture is addressed and each controller described and explained. Finally, chapter 5 presents the simulation results and corresponding analysis ending with overall conclusions and future work. Additional details or theoretical background are located in the appendix .

## Chapter 2

## Complete Dynamic System Model

This chapter presents the variable pitch quadrotor model. Section 2.1 describes the complete model. An alternate model for the attitude dynamics based on quaternions is presented in section 2.2 . Finally drag effects are addressed in section 2.3.

### 2.1 Variable Pitch Quadrotor

Quadrotors have become a widely studied topic in the recent years. This is due to the fact that they offer many desired characteristics for a wide range of applications. They can achieve vertical landing and take-off [22], perform aggressive maneuvers [23], and can be changed accordingly to the application requirements, varying size, the number of propellers or adding additional sensors.

## Basic Quadrotor Model

In order to model the system two different coordinate frames must be defined. The first one, usually denoted by $E=\{\hat{x}, \hat{y}, \hat{z}\}$ corresponding to the inertial frame of reference fixed on the ground and $B=\left\{\hat{x}_{b}, \hat{y_{b}}, \hat{z_{b}}\right\}$ located in the center of mass of the quadrotor, where $\hat{z}_{b}$ point upwards and $\hat{x_{b}}$ points to the front of the robot, see figure 2.1.


Figure 2.1: $E$ and $B$ frames of reference, taken from [19]
The two frames of reference are related by two vectors: the translational position $\vec{P}=$ $[x, y, z]$ which is the vector from the origin of $E$ to the origin of $B$ and the angular position $\vec{\Theta}=[\phi, \theta, \psi]$ which corresponds to the Euler angles relating $E$ and $B$. Figure 2.2 shows the relations between the Euler Angles and the axis of the $B$ frame of reference.


Figure 2.2: $B$ frame of reference, taken from [19]

The equations of motion of the quadrotor can be derived using several methods, including newton's equations and energy principles. The used model that includes the basic dynamics is a combination of the results of previous works [19] [24] [25] [26] [27].

## Basic Movements

The inputs of the system are the angular velocity of the four motors, denoted by $w_{1}, w_{2}, w_{3}, w_{4}$ respectively. Only through these inputs is possible to move the quadrotor, and since it has six degrees of freedom (three translational and three angular) it is characterized as an underactuated system. The angular velocity generates thrust $F_{i}$ and torque $\tau_{i}$ in each motor ( $i=1,2,3,4$ ). The direction of rotation of each motor is opposite to the adjacent ones, this is done to produce torque both upwards and downwards and to control the yaw angle. It is through the thrust and torque of each motor that the quadrotor moves in space. This is achieved with four basic movements [19], each associated with a corresponding equation:

- Climb: this is the movement in the $\hat{z}_{b}$ direction. This movement is achieved by applying equal thrust to each of the four motors. The climb is represented by the equation of Total Thrust:

$$
\begin{equation*}
F_{t}=F_{1}+F_{2}+F_{3}+F_{4} \tag{2.1}
\end{equation*}
$$

- Roll Rotation: In order to rotate the roll angle a torque must be applied in the direction of $\hat{x_{b}}$, this is carried out by increasing the thrust of the motors M1 and M4 and reducing the thrust of M2 and M3. By doing so, a net torque is applied in the $\hat{x_{b}}$ direction which results in a roll rotation. The thrust of M1 and M4 must be the same, as well as the thrust of M2 and M3, if not, the torque will point in a direction different from $\hat{x_{b}}$. If $L$ is the distance from the motors to the center of mass, the Roll Torque is given by:

$$
\begin{equation*}
\tau_{\phi}=\frac{L}{\sqrt{2}}\left(F_{1}-F_{2}-F_{3}+F_{4}\right) \tag{2.2}
\end{equation*}
$$

- Pitch Rotation: Similar to the roll rotation, a pitch rotation is achieved by applying a torque in the body of the quadrotor, now in the $\hat{y_{b}}$ axis. This is achieved by increasing the thrust of motors M4 and M3 and decreasing the thrust of motors M1 and M2. Also in order to guarantee that the torque points in the $\hat{y_{b}}$ direction, the thrust in M1 and

M2 must be the same, as with M3 and M4. If $L$ is the distance from the motors to the center of mass, the Pitch Torque is given by:

$$
\begin{equation*}
\tau_{\theta}=\frac{L}{\sqrt{2}}\left(-F_{1}-F_{2}+F_{3}+F_{4}\right) \tag{2.3}
\end{equation*}
$$

- Yaw Rotation: The yaw rotation is achieved by a torque in the direction of the $\hat{z}_{b}$ axis. This torque is the sum of the contributions of each motor. Then if they all produce the same torque the sum cancels. Hence, in order for a net torque to exist, two opposite motors must increase the angular velocity while the other two need to decrease it, resulting in a net torque in the $\hat{z_{b}}$ which in turn produces a yaw rotation. The Yaw Torque is given by:

$$
\begin{equation*}
\tau_{\psi}=\tau_{1}-\tau_{2}+\tau_{3}-\tau_{4} \tag{2.4}
\end{equation*}
$$

Each of the four movements can be achieved independently with the adequate increase and decrease of angular velocity in the corresponding motors. Also, complex trajectories can be decomposed in each of these four movements in which case the total changes in the angular velocity of the motors will be the composition of the changes required by each of the independent movements.

## Complete System of the Quadrotor

With each of the four basic movements defined and associated with an equation, the system dynamics can be addressed. In total 12 variables are needed to describe the system behavior (without taking into account the motor dynamics). The torques over the center of mass $\tau_{\phi}$, $\tau_{\theta}$ and $\tau_{\psi}$ (roll, pitch and yaw torques respectively) produce angular accelerations $\dot{p}, \dot{q}$ and $\dot{r}$ in the $B$ coordinate frame given by:

$$
\begin{align*}
& \dot{p}=\left(\frac{I_{y}-I_{z}}{I_{x}}\right) q r+\frac{\tau_{\phi}}{I_{x}}  \tag{2.5}\\
& \dot{q}=\left(\frac{I_{z}-I_{x}}{I_{y}}\right) p r+\frac{\tau_{\theta}}{I_{y}}  \tag{2.6}\\
& \dot{r}=\left(\frac{I_{x}-I_{y}}{I_{z}}\right) q p+\frac{\tau_{\psi}}{I_{z}} \tag{2.7}
\end{align*}
$$

Where $I_{x}, I_{y}$ and $I_{z}$ are the moments of inertia around the $\hat{x_{b}}, \hat{y_{b}}$ and $\hat{z_{b}}$ axis respectively. These accelerations can be integrated and transformed into angular velocities in the $E$ coordinate frame:

$$
\begin{gather*}
\dot{\phi}=p+q \sin \phi \tan \theta+r \cos \phi \tan \theta  \tag{2.8}\\
\dot{\theta}=q \cos \phi-r \sin \phi  \tag{2.9}\\
\dot{\psi}=\frac{\sin \phi}{\cos \theta} q+\frac{\cos \phi}{\cos \theta} r \tag{2.10}
\end{gather*}
$$

An integration of these angular velocities gives the angular position of the quadrotor $\vec{\Theta}$, which together with the total trust $F_{t}$ generates translational accelerations in the $E$ frame of reference. These accelerations can be expressed in terms of the translational position by:

$$
\begin{gather*}
\ddot{x}=\frac{F_{t}}{m}[\cos \phi \sin \theta \cos \psi+\sin \phi \sin \psi]  \tag{2.11}\\
\ddot{y}=\frac{F_{t}}{m}[\cos \phi \sin \theta \sin \psi-\sin \phi \cos \psi]  \tag{2.12}\\
\ddot{z}=\frac{F_{t}}{m} \cos \phi \cos \theta-g \tag{2.13}
\end{gather*}
$$

Where $m$ is the mass of the quadrotor and $g$ is the gravity.

## Motor and Propeller Model

Besides the dynamics of the quadrotor in flight, the model of the motor, the propellers and its coupling needs to be taken into account. There are two main ways to analyze the dynamics of the rotors: the energy method and the blade element method [28].

The detailed model of the propellers during flight is very complicated because when the propellers move their shape changes due to the air that flows around them, as a result the total torque and thrust needs to be calculated using an integral. This is a level of detail that is unnecessary and unfeasible for any application mainly because it introduces many new parameters and variables that need to be estimated because even in test conditions are difficult to measure and second because its effects are negligible. As a result a close form equation can be obtained after doing some approximations of the average shape of the propeller [29].

Finally the thrust and torque produced by each propeller is given by ( $i$ denotes each motor):

$$
\begin{align*}
F_{i}=\rho c R^{3} \omega^{2} C_{L \alpha}\left(\frac{\alpha_{t}}{3}-\frac{L}{2 R \omega}\left(E_{1} q-E_{2} p\right)\right) & i=1,2,3,4  \tag{2.14}\\
\tau_{i}=\rho c R^{4} \omega^{2}\left(\frac{C_{D 0}+C_{D i} \alpha_{t}^{2}}{4}-\frac{C_{L \alpha} \alpha_{t} \bar{w}}{3 R w}\right) & i=1,2,3,4 \tag{2.15}
\end{align*}
$$

where $\rho$ is the air density, $c$ is the chord of the blade, $\omega$ is the angular velocity of rotation of the propeller, $C_{L \alpha}$ is the lift coefficient, $D_{D 0}$ and $C_{D i}$ are the parasitic and lift-induced drag coefficient respectively. $R$ is the blade radius, $\alpha_{t}$ is the angle of attack, $L$ is the distance from the center of the quadrotor to the propeller, $\bar{w}$ is the velocity in the $\hat{z_{b}}$ direction. $E_{1}$ is 0 for motors 2 and 4,1 for motor 1 and -1 for motor 3 . And $E_{2}$ is 0 for motors 1 and 3,1 for motor 2 and -1 for motor 4 .

It is important to note that equations (2.14) and (2.15) are only the absolute value of the thrust and torque of each motor. The direction of the thrust is in the $\operatorname{sgn}\left(\alpha_{t}\right) \hat{z_{b}}$ direction and for the torque the directions alternate between adjacent propellers from $\hat{z_{b}}$ to $-\hat{z_{b}}$. Because of that, $\omega$ in the equations above is independent of the direction of rotation and always a positive number. It is important to note that although the equations seem very complex, at the end they have the following form ( $i$ denotes each motor):

$$
\begin{equation*}
F_{i}=K_{1_{i}} \omega^{2} \alpha_{t}+K_{2_{i}} \omega \quad i=1,2,3,4 \tag{2.16}
\end{equation*}
$$

$$
\begin{equation*}
\tau_{i}=B_{1_{i}} \omega^{2}+B_{2_{i}} \omega^{2} \alpha_{t}^{2}+B_{3_{i}} \omega \alpha_{t} \quad i=1,2,3,4 \tag{2.17}
\end{equation*}
$$

where the constants $K_{1_{i}}, K_{2_{i}}, B_{1_{i}}, B_{2_{i}}$ and $B_{3_{i}}$ can be calculated from measurements.
The motor dynamics can be modeled as a series RCL circuit [23]:

$$
\begin{equation*}
v=R_{i}+L \frac{\partial i}{\partial t}+\frac{w}{K_{v}} \tag{2.18}
\end{equation*}
$$

where $v$ is the voltage, $R_{i}$ is the internal resistance, $i$ is the current, $w$ is the rotational velocity of the rotor, $K_{v}$ is the voltage constant of the motor. On the other hand the torque produced by the motor is:

$$
\begin{equation*}
\tau_{M}=\frac{i-i_{o}}{K_{Q}} \tag{2.19}
\end{equation*}
$$

where $i_{o}$ is the no-load current and $K_{Q}$ is the torque constant. The previous considerations can be simplified into a first order equation, thus the dynamics of the motor are modeled by [25] with:

$$
\begin{equation*}
\dot{\omega}_{i}=K_{m_{i}}\left(\omega_{i}{ }^{d e s}-\omega_{i}\right) \quad i=1,2,3,4 \tag{2.20}
\end{equation*}
$$

where $K_{m_{i}}$ is a constant that enclosures the parameters of the motor and $\omega_{i}^{\text {des }}$ is the desired angular velocity.

### 2.2 Quaternion Model

This section focuses on the quaternion-based attitude dynamic model. Appendix A. 3 contains a brief explanation of quaternions and their use as rotation operators in space. If the reader is not familiar with this mathematica tool is highly advised to read first appendix A. 3 .

Recall that when modeling the quadrotor, two reference frames are needed, the inertial frame of reference $E$ and the body frame of reference $B$. The torques acted on the body frame of reference and together with the thrust were translated into forces in the inertial frame of reference. The relation between these two frames was given by the angular position of the quadrotor represented by Euler's angles $\phi, \theta$ and $\psi$.

This is the conventional approach and is used in many applications. However, it has two main disadvantages: first, it is computationally expensive since it requires constant calculation of trigonometric functions and secondly it suffers from singularities for some angular positions. The solution is to employ quaternions to represent these rotations in space as explained in the previous subsections.

Using quaternions to represent these rotations implies replacing the angle-based position towards a quaternion-based one. Meaning that the attitude of the quadrotor will be represented by a quaternion $q(t)=q_{0}(t)+q_{1}(t) \hat{i}+q_{2}(t) \hat{j}+q_{3}(t) \hat{k}$, where $q_{0}, q_{1}, q_{2}$ and $q_{3}$ are the quaternion components.

This change is reflected in the dynamic model equations. Since only the $\phi, \theta$ and $\psi$ angles are replaced only the equations containing these state variables are affected, it means that the angular rate dynamics remain the same while the attitude and translational velocities
dynamics change to

$$
\begin{array}{cc}
\dot{q}_{0}=\frac{1}{2}\left(-q_{1} p-q_{2} q-q_{3} r\right) & \dot{q}_{2}=\frac{1}{2}\left(q_{0} q-q_{1} r+q_{3} p\right) \\
\dot{q}_{1}=\frac{1}{2}\left(q_{0} p+q_{2} r-q_{3} q\right) & \dot{q}_{3}=\frac{1}{2}\left(q_{0} r+q_{1} q-q_{2} p\right) \\
\ddot{x}=2 \frac{F_{t}}{m}\left(q_{1} q_{3}+q_{0} q_{2}\right) \ddot{y}=2 \frac{F_{t}}{m}\left(q_{2} q_{3}-q_{0} q_{1}\right) & \ddot{z}=\frac{F_{t}}{m}\left(q_{0}^{2}-q_{1}^{2}-q_{2}^{2}-q_{3}^{2}\right)-g \tag{2.22}
\end{array}
$$

For details about this result see [30]. Note that although the equations in (2.21) are still non linear the two main disadvantages of the angle attitude dynamics are overcome: no trigonometric functions need to be computed and the equations have no singularities.

### 2.3 Drag Effects

This section briefly presents the main drag forces presented in the complete model:

- Blade Flapping This effect is caused by the translational motion of the propeller. As the propeller rotates the tip velocity of the blade is affected by the translational motion of the quadrotor: while the blade moves in the direction of displacement of the quadrotor the velocity of the tip is greater than while it moves in the opposite direction. This difference in tip velocities generates a flapping movement on the tip of the rotor that can be modeled by:

$$
\beta(\varphi)=\beta_{0}+\beta_{c} \cos (\varphi)+\beta_{s} \sin (\varphi)
$$

where $\varphi$ is the azimuth angle of the rotor and $\beta$ is the flapping angle. This changes the angle of attack of the blade, thus affecting the produced torque. The flapping force on the motor $i$ is given by:

$$
\begin{equation*}
\Delta_{i}=T_{i}\left(A_{\text {flap }} \frac{V_{i}}{\omega_{i}}+B_{\text {flap }} \frac{\Omega}{\omega_{i}}\right) \tag{2.23}
\end{equation*}
$$

where $V_{i}=\left(v_{x}, v_{y}, 0\right)^{T}, \Omega=(\phi, \theta, \psi)^{T}$ and

$$
A_{\text {flap }}=\frac{1}{r}\left[\begin{array}{ccc}
-A_{1 c} & A_{1 s} & 0  \tag{2.24}\\
-A_{1 s} & A_{1 c} & 0 \\
0 & 0 & 0
\end{array}\right] \quad B_{\text {flap }}=\left[\begin{array}{ccc}
-B_{2} & B_{1} & 0 \\
B_{1} & -B_{2} & 0 \\
0 & 0 & 0
\end{array}\right]
$$

The constants $A_{1 c}$ and $A_{1 s}$ depend on the geometry of the blade. While $B_{1}$ and $B_{2}$ can be approximated numerically (see [6]).

- Induced Drag The motor experiences a net instantaneous induced drag that directly opposes the direction of apparent wind $\left(V_{P}\right)$ as seen by the rotor and that is proportional to the velocity of $V_{P}$ :

$$
\begin{equation*}
D_{I}=K_{I} V_{P} \quad V_{P}=\left(V_{x}, V_{y}, 0\right)^{T} \tag{2.25}
\end{equation*}
$$

The proportionality constant $K_{I}$ depends on the geometry of the propeller.

- Translational Drag Also known as the momentum drag, it is a drag caused by the induced velocity of the airflow as it goes through the rotor:

$$
D_{T}=\left\{\begin{array}{ll}
K_{T_{1}} V_{P} & \text { low speeds }  \tag{2.26}\\
K_{T_{2}} V_{z}^{4} V_{P} & \text { high speeds }
\end{array} \quad V_{P}=\left(V_{x}, V_{y}, 0\right)^{T}\right.
$$

The constants $K_{T_{1}}$ and $K_{T_{2}}$ can be calculated using Blade Element Theory.

- Profile Drag It is due to the transverse velocity of the rotor blades. It is zero at hover and can be modeled as:

$$
\begin{equation*}
D_{P}=\rho c\left(\left(c_{d 0}+c_{d \alpha}\right) \Omega r^{2}+V_{z} r\right) V_{p} \quad V_{P}=\left(V_{x}, V_{y}, 0\right)^{T} \tag{2.27}
\end{equation*}
$$

Equation (2.27) can be approximated by a directly proportional relation $D_{P} \approx K_{P} V_{P}$ for ease in the implementation.

- Parasitic Drag It is a drag caused by the non-lifting surfaces of the quadrotor. It includes drag arising from the airframe, motors and que guidance and control systems:

$$
\begin{equation*}
D_{p a r}=K_{p a r}|V| V \quad V=\left(V_{x}, V_{y}, V_{z}\right)^{T} \tag{2.28}
\end{equation*}
$$

Unlike the previous effects, this drag is present in the complete body of the quadrotor rather than each propeller, as such it is modeled in the overall system and not each motor model. Finally, the drag effects can be summarized by:

$$
\left\{\begin{array}{l}
\tau_{\phi}=\frac{L}{\sqrt{2}}\left(F_{z_{1}}-F_{z_{2}}-F_{z_{3}}+F_{z_{4}}\right)  \tag{2.29}\\
\tau_{\theta}=\frac{L}{\sqrt{2}}\left(-F_{z_{1}}-F_{z_{2}}+F_{z_{3}}+F_{z_{4}}\right) \\
\tau_{\psi}=\tau_{1}-\tau_{2}+\tau_{3}-\tau_{4}-\frac{L}{\sqrt{2}}\left(F_{y_{1}}+F_{x_{1}}+F_{y_{2}}-F_{x_{2}}-F_{y_{3}}-F_{x_{3}}-F_{y_{4}}+F_{x_{4}}\right)
\end{array}\right.
$$

Where

$$
\begin{aligned}
& F_{x_{i}}=\frac{1}{\omega_{i}}\left(\rho c R_{p}^{3} \omega_{i}^{2} C_{L \alpha}\right) \frac{\alpha}{3}\left(\frac{1}{r}\left(A_{1 c} v_{x}+A_{1 s} v_{y}\right)-B_{2} p+B_{1} q\right)-\left(K_{I}+K_{T}+K_{P}\right) v_{x} \\
& F_{y_{i}}=\frac{1}{\omega_{i}}\left(\rho c R_{p}^{3} \omega_{i}^{2} C_{L \alpha}\right) \frac{\alpha}{3}\left(\frac{1}{r}\left(A_{1 s} v_{x}-A_{1 c} v_{y}\right)+B_{2} p-B_{1} q\right)-\left(K_{I}+K_{T}+K_{P}\right) v_{y} \\
& F_{z_{i}}=\rho c R_{p}^{3} \omega_{i}^{2} C_{L \alpha} \frac{\alpha}{3}
\end{aligned}
$$

The model presented in this chapter is the one that will be used throughout the remainder of the work. In particular in chapter 4 where the control is designed. As expected, the way in which the model is divided into the motor-propeller system and the quadrotor system will be reflected in the control design. Furthermore, the attitude and translational dynamics subdivision of the quadrotor model will be present in the control architecture.

## Chapter 3

## Extended Modal Series Method

This chapter elaborates on the Extended Modal Series Method (EMSM) applied to the solution of an Optimal Control Problem (OCP). Section 3.1 states the OCP to be solved and briefly explains the procedure to solve the problem. Then section 3.2 presents the preliminary results based on [18].

Next, in section 3.3 the main theoretical result of this work is presented, namely an explicit formulation for the systems of ordinary differential equations, which were defined implicitly in the previous section. First the desired system of ordinary differential equations is presented, then the main result follows in theorem 1 with the corresponding proof.

Thanks to the closed form of the system of ordinary differential equations it is possible to approximate a solution. Section 3.4 addresses this problem. Finally in section 3.5 the complete procedure is summarized and the final result shown.

### 3.1 Problem Statement

Consider the following input-affine dynamic system:

$$
\begin{equation*}
\dot{x}=F(x)+G(x) u \tag{3.1}
\end{equation*}
$$

Where $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $G: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times m}$ are analytic vector functions of the states $x \in$ $\mathbb{R}^{n}$ and $u \in \mathbb{R}^{m}$ is the system input. Satisfying $F(0)=0, G(0)=0$. The OCP is stated as follows:

$$
\min _{u \in U}\left\{J(x, u)=\frac{1}{2} \int_{t_{o}}^{t_{f}}\left(x^{T} Q x+u^{T} R u\right) d t\right\}
$$

Where $U$ is the set of admissible inputs $u(t), Q$ is a positive definite matrix, $R$ is a positive semi definite matrix, $t_{o}$ is the initial time and $t_{f}$ is the final time. Subject to the system dynamics of equation 3.1 and with fixed initial and final states, $x\left(t_{o}\right)=x_{o}$ and $x\left(t_{f}\right)=x_{f}$ respectively. In order to solve this OCP Pontryagin's Maximum Principle is used [31]. First compute the Hamiltonian corresponding to the system 3.1:

$$
\begin{equation*}
H(x, \lambda, u)=\frac{1}{2}\left(x^{T} Q x+u^{T} R u\right)+\lambda^{T}(F(x)+G(x) u) \tag{3.2}
\end{equation*}
$$

Where $\lambda=\lambda(t) \in \mathbb{R}^{n}$ are known as the costates. Now minimize the hamiltonian 3.2 with respect to the input $u$ to find the optimal input $u^{*}$

$$
u^{*}=\min _{u \in U}\{H(x, \lambda, u)\}
$$

Replace $u^{*}$ in the hamiltonian 3.2 to obtain the optimal hamiltonian $H^{*}$. Finally solve the set of $2 n$ differential equations:

$$
\begin{equation*}
\dot{x}=\frac{\partial H^{*}}{\partial \lambda} \quad \dot{\lambda}=-\frac{\partial H^{*}}{\partial \lambda} \tag{3.3}
\end{equation*}
$$

Subject to the boundary conditions $x\left(t_{o}\right)=x_{o}$ and $x\left(t_{f}\right)=x_{f}$. Replacing the dynamic system 3.1 in the hamiltonian 3.2 yields the following optimal control input:

$$
\begin{equation*}
u^{*}=-R^{-1} G^{T}(x) \lambda \tag{3.4}
\end{equation*}
$$

Finally computing the system of differential equations 3.3 gives:

$$
\begin{gather*}
\dot{x}=F(x)-G(x) R^{-1} G(x)^{T} \lambda  \tag{3.5}\\
\dot{\lambda}=-Q x-\partial_{x} F(x)^{T} \lambda+\left[\begin{array}{c}
\lambda^{T} \partial_{x_{1}} G(x) R^{-1} G(x)^{T} \lambda \\
\vdots \\
\lambda^{T} \partial_{x_{n}} G(x) R^{-1} G(x)^{T} \lambda
\end{array}\right] \tag{3.6}
\end{gather*}
$$

The solution to this system of nonlinear differential equations gives the optimal control as well as the optimal state trajectory. However, it often can not be found analytically and approximations are required.

The reminder of this chapter details the use of the Extended Modal Series Method to approximate the solution of this system of partial differential equations. In section 3.2 the solutions of equations (3.5) and (3.6) are approximated by an infinite sum of vector functions $g_{i}$ and $h_{i}$ which are themselves solutions of infinite systems of ordinary differential equations. The systems that give rise to the functions $g_{i}$ and $h_{i}$ are expressed in closed form in section 3.3. Next, in section 3.4 the closed form is further developed and an approximate solution found. Finally in section 3.5 the complete procedure is summarized and the final result shown.

### 3.2 Preliminary Results

The Extended Modal Series Method can be used to transform equations 3.5 and 3.6 into a series of ordinary differential equations that have analytic solutions [18]. Let us define the functions

$$
\begin{gather*}
\psi(x, \lambda) \triangleq F(x)-G(x) R^{-1} G(x)^{T} \lambda  \tag{3.7}\\
\phi(x, \lambda) \triangleq-Q x-\partial_{x} F(x)^{T} \lambda+\left[\begin{array}{c}
\lambda^{T} \partial_{x_{1}} G(x) R^{-1} G^{T}(x) \lambda \\
\vdots \\
\lambda^{T} \partial_{x_{n}} G(x) R^{-1} G^{T}(x) \lambda
\end{array}\right] \tag{3.8}
\end{gather*}
$$

where $\psi: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $\phi: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ are nonlinear analytic vector functions (since $F$ and $G$ are assumed to be analytic). With these definitions the system of nonlinear differential equations can be written as:

$$
\begin{equation*}
\dot{x}=\psi(x, \lambda) \quad \dot{\lambda}=\phi(x, \lambda) \tag{3.9}
\end{equation*}
$$

Expanding $\psi$ and $\phi$ in a Taylor Series around the point $(x, \lambda)=(0,0)$. It is obtained:

$$
\begin{align*}
& \dot{x}=\left(\left.\frac{\partial \psi}{\partial x}\right|_{\substack{x=0 \\
\lambda=0}}\right) x+\left(\left.\frac{\partial \psi}{\partial \lambda}\right|_{\substack{x=0 \\
\lambda=0}}\right) \lambda+\frac{1}{2}\left[\begin{array}{c}
x^{T}\left(\left.\frac{\partial^{2} \psi_{1}}{\partial x^{2}}\right|_{\substack{x=0 \\
\lambda=0}} ^{\vdots}\right. \\
x^{T}\left(\left.\frac{\partial^{2} \psi_{n}}{\partial x^{2}}\right|_{\substack{x=0 \\
\lambda=0}}\right) x
\end{array}\right] \\
& +\left[\begin{array}{c}
x^{T}\left(\left.\frac{\partial^{2} \psi_{1}}{\partial x \partial \lambda}\right|_{\substack{x=0 \\
\lambda=0}}\right) \lambda \\
\vdots \\
x^{T}\left(\left.\frac{\partial^{2} \psi_{n}}{\partial x \partial \lambda}\right|_{\substack{x=0 \\
\lambda=0}}\right) \lambda
\end{array}\right]+\frac{1}{2}\left[\begin{array}{c}
\lambda^{T}\left(\left.\frac{\partial^{2} \psi_{1}}{\partial \lambda^{2}}\right|_{\substack{x=0 \\
\lambda=0}}\right) \lambda \\
\vdots \\
\lambda^{T}\left(\left.\frac{\partial^{2} \psi_{n}}{\partial \lambda^{2}}\right|_{\substack{x=0 \\
\lambda=0}}\right) \lambda
\end{array}\right]+\ldots \tag{3.10}
\end{align*}
$$

$$
\begin{align*}
& +\left[\begin{array}{c}
x^{T}\left(\left.\frac{\partial^{2} \phi_{1}}{\partial x \partial \lambda}\right|_{\substack{x=0 \\
\lambda=0}}\right) \lambda \\
\vdots \\
x^{T}\left(\left.\frac{\partial^{2} \phi_{n}}{\partial x \partial \lambda}\right|_{\substack{x=0 \\
\lambda=0}}\right) \lambda
\end{array}\right]+\frac{1}{2}\left[\begin{array}{c}
\lambda^{T}\left(\left.\frac{\partial^{2} \phi_{1}}{\partial \lambda^{2}}\right|_{\substack{x=0 \\
\lambda=0}}\right) \lambda \\
\vdots \\
\lambda^{T}\left(\left.\frac{\partial^{2} \phi_{n}}{\partial \lambda^{2}}\right|_{\substack{x=0 \\
\lambda=0}}\right) \lambda
\end{array}\right]+\ldots \tag{3.11}
\end{align*}
$$

Assuming that the solution has the form:

$$
\begin{equation*}
x(t)=\sum_{i=1}^{\infty} g_{i}(t) \quad \lambda(t)=\sum_{i=1}^{\infty} h_{i}(t) \tag{3.12}
\end{equation*}
$$

Since the trajectory of the states and the costates depends on the time and the initial conditions, it is possible to define the functions $\Lambda$ and $\Gamma$ as:

$$
\begin{equation*}
x(t)=\Lambda\left(x_{o}, t\right) \quad \lambda(t)=\Gamma\left(x_{o}, t\right) \tag{3.13}
\end{equation*}
$$

Now multiplying by a factor $\epsilon$ the initial condition $x_{o}$ and replacing in $x(t)=\Lambda\left(x_{o}, t\right)$ and $\lambda(t)=\Gamma\left(x_{o}, t\right)$ it is obtained:

$$
\begin{align*}
& x_{\epsilon}(t)=\Lambda\left(\epsilon x_{o}, t\right)=\epsilon g_{1}(t)+\epsilon^{2} g_{2}(t)+\cdots=\sum_{i=1}^{\infty} \epsilon^{i} g_{i}(t)  \tag{3.14}\\
& \lambda_{\epsilon}(t)=\Gamma\left(\epsilon \lambda_{o}, t\right)=\epsilon h_{1}(t)+\epsilon^{2} h_{2}(t)+\cdots=\sum_{i=1}^{\infty} \epsilon^{i} h_{i}(t) \tag{3.15}
\end{align*}
$$

Derivating $x_{\epsilon}(t)$ and $\lambda_{\epsilon}(t)$ with respect to time in (3.14) and (3.15) to obtain $\dot{x}_{\epsilon}(t)=$ $\psi\left(x_{\epsilon}(t), \lambda_{\epsilon}(t)\right)$ and $\dot{\lambda}_{\epsilon}(t)=\phi\left(x_{\epsilon}(t), \lambda_{\epsilon}(t)\right)$. This gives the following system (using (3.10)
and (3.11)):

$$
\begin{align*}
& \epsilon \dot{g_{1}}(t)+\epsilon^{2} \dot{g}_{2}(t)+\cdots= \epsilon\left[\left(\frac{\partial \psi}{\partial x}\right) g_{1}(t)+\left(\frac{\partial \psi}{\partial \lambda}\right) h_{1}(t)\right] \\
&+\epsilon^{2}\left[\left(\frac{\partial \psi}{\partial x}\right) g_{2}(t)+\left(\frac{\partial \psi}{\partial \lambda}\right) h_{2}(t)+\frac{1}{2}\left[\begin{array}{c}
g_{1}^{T}(t)\left(\frac{\partial^{2} \psi_{1}}{\partial x^{2}}\right) g_{1}(t) \\
\vdots \\
g_{1}^{T}(t)\left(\frac{\partial^{2} \psi_{n}}{\partial x^{2}}\right) g_{1}(t)
\end{array}\right]\right. \\
&\left.+\left[\begin{array}{c}
g_{1}^{T}(t)\left(\frac{\partial^{2} \psi_{1}}{\partial x \partial \lambda}\right) h_{1}(t) \\
\vdots \\
g_{1}^{T}(t)\left(\frac{\partial^{2} \psi_{n}}{\partial x \partial \lambda}\right) h_{1}(t)
\end{array}\right]+\frac{1}{2}\left[\begin{array}{c}
h_{1}^{T}(t)\left(\frac{\partial^{2} \psi_{1}}{\partial \lambda^{2}}\right) h_{1}(t) \\
\vdots \\
h_{1}^{T}(t)\left(\frac{\partial^{2} \psi_{n}}{\partial \lambda^{2}}\right) h_{1}(t)
\end{array}\right]\right]+\ldots  \tag{3.16}\\
& \epsilon \dot{h_{1}}(t)+\epsilon^{2} \dot{h_{2}}(t)+\cdots=\epsilon\left[\left(\frac{\partial \phi}{\partial x}\right) g_{1}(t)+\left(\frac{\partial \phi}{\partial \lambda}\right) h_{1}(t)\right] \\
&+\epsilon^{2}\left[\left(\frac{\partial \phi}{\partial x}\right) g_{2}(t)+\left(\frac{\partial \phi}{\partial \lambda}\right) h_{2}(t)+\frac{1}{2}\left[\begin{array}{c}
g_{1}^{T}(t)\left(\frac{\partial^{2} \phi_{1}}{\partial x^{2}}\right) \\
\vdots \\
g_{1}^{T}(t)\left(\frac{\partial^{2} \phi_{n}}{\partial x^{2}}\right) g_{1}(t)
\end{array}\right]\right. \\
&\left.\left.+\left[\begin{array}{c}
g_{1}^{T}(t)\left(\frac{\partial^{2} \phi_{1}}{\partial x \partial \lambda}\right) h_{1}(t) \\
\vdots \\
g_{1}^{T}(t)\left(\frac{\partial^{2} \phi_{n}}{\partial x \partial \lambda}\right) h_{1}(t)
\end{array}\right] \begin{array}{c}
h_{1}^{T}(t)\left(\frac{\partial^{2} \phi_{1}}{\partial \lambda^{2}}\right) h_{1}(t) \\
\vdots \\
h_{1}^{T}(t)\left(\frac{\partial^{2} \phi_{n}}{\partial \lambda^{2}}\right) h_{1}(t)
\end{array}\right]\right]+\ldots \tag{3.17}
\end{align*}
$$

Equations 3.16 and 3.17 hold for arbitrary $\epsilon$. Thus, the coefficients that correspond to each power of $\epsilon$ must be equal. This fact generates infinite systems of differential equations, each associated with a power of $\epsilon$ and of $2 n$ equations ( $n$ states and $n$ costates):

$$
\epsilon:=\left\{\begin{array}{c}
\dot{g_{1}}=\left(\frac{\partial \psi}{\partial x}\right) g_{1}+\left(\frac{\partial \psi}{\partial \lambda}\right) h_{1} \\
\dot{h_{1}}=\left(\frac{\partial \phi}{\partial x}\right) g_{1}+\left(\frac{\partial \phi}{\partial \lambda}\right) h_{1}
\end{array} \quad \epsilon^{2}:=\left\{\begin{array}{c}
\dot{g}_{2}=\left(\frac{\partial \psi}{\partial x}\right) g_{2}+\left(\frac{\partial \psi}{\partial \lambda}\right) h_{2}+\frac{1}{2} \\
{\left[\begin{array}{c}
g_{1}^{T}\left(\frac{\partial^{2} \psi_{1}}{\partial x^{2}}\right) g_{1} \\
\vdots \\
g_{1}^{T}\left(\frac{\partial^{2} \psi_{n}}{\partial x^{2}}\right) g_{1}
\end{array}\right]} \\
\cdots+\left[\begin{array}{c}
g_{1}^{T}\left(\frac{\partial^{2} \psi_{1}}{\partial x \partial \lambda}\right) h_{1} \\
\vdots \\
g_{1}^{T}\left(\frac{\partial^{2} \psi_{n}}{\partial x \partial \lambda}\right) h_{1}
\end{array}\right]+\frac{1}{2}\left[\begin{array}{c}
h_{1}^{T}\left(\frac{\partial^{2} \psi_{1}}{\partial \lambda^{2}}\right) h_{1} \\
\vdots \\
h_{1}^{T}\left(\frac{\partial^{2} \psi_{n}}{\partial \lambda^{2}}\right) h_{1}
\end{array}\right] \\
\dot{h_{2}}=\left(\frac{\partial \phi}{\partial x}\right) g_{2}+\left(\frac{\partial \phi}{\partial \lambda}\right) h_{2}+\frac{1}{2}\left[\begin{array}{c}
g_{1}^{T}\left(\frac{\partial^{2} \phi_{1}}{\partial x^{2}}\right) g_{1} \\
\vdots \\
\vdots \\
g_{1}^{T}\left(\frac{\partial^{2} \phi_{n}}{\partial x^{2}}\right) g_{1}
\end{array}\right] \\
\cdots+\left[\begin{array}{c}
g_{1}^{T}\left(\frac{\partial^{2} \phi_{1}}{\partial x \partial \lambda}\right) h_{1} \\
\vdots \\
g_{1}^{T}\left(\frac{\partial^{2} \phi_{n}}{\partial x \partial \lambda}\right) h_{1}
\end{array}\right]+\frac{1}{2}\left[\begin{array}{c}
h_{1}^{T}\left(\frac{\partial^{2} \phi_{1}}{\partial \lambda^{2}}\right) h_{1} \\
\vdots \\
h_{1}^{T}\left(\frac{\partial^{2} \phi_{n}}{\partial \lambda^{2}}\right) h_{1}
\end{array}\right]
\end{array}\right.\right.
$$

Solving the system due to $\epsilon$ gives the functions $g_{1}(t)$ and $h_{1}(t)$, then substituting in the system generated by $\epsilon^{2}$ it becomes a system of linear time-invariant non-homogeneous differential equations whose solution is $g_{2}(t)$ and $h_{2}(t)$. This process can be repeated recursively in order to obtain the functions $g_{i}(t)$ and $h_{i}(t)$ [18].

### 3.3 Explicit Formulation

Equations (3.16) and (3.17) give a constructive method to form the systems of differential equations. For the $\omega$-th iteration there are $2 n$ unknown functions:

$$
g_{\omega}(t)=\left(g_{\omega, 1}(t) \ldots g_{\omega, n}(t)\right)^{T} \quad h_{\omega}(t)=\left(h_{\omega, 1}(t) \ldots h_{\omega, n}(t)\right)^{T}
$$

Let $\xi_{\omega, l}^{\psi}$ be the function corresponding to $\dot{g}_{\omega, l}$, that is, the component $l$ of the function that multiplies $\epsilon^{\omega}$ expanded from $\psi$. Likewise let $\xi_{\omega, l}^{\phi}$ be the function corresponding to $\dot{h}_{\omega, l}$. With this notation the system of ordinary differential equations that corresponds to the iteration $\omega$ is:

$$
\begin{equation*}
\dot{g}_{\omega, l}(t)=\xi_{\omega, l}^{\psi}(t) \quad \dot{h}_{\omega, l}(t)=\xi_{\omega, l}^{\phi}(t) \tag{3.18}
\end{equation*}
$$

Where $1 \leq l \leq n$ and the unknowns are the vector functions $g_{\omega}(t)$ and $h_{\omega}(t)$.
The main result is a closed form formula for the functions $\xi_{\omega, l}^{\psi}(t)$ and $\xi_{\omega, l}^{\phi}(t)$. This result is stated in the following theorem:

Theorem 1. Using the previously introduced notation, let $\xi_{\omega, l}^{\psi}$ be the function corresponding to $\epsilon^{\omega}$ for $g_{l}$. Likewise let $\xi_{\omega, l}^{\phi}$ be the function corresponding to $\epsilon^{\omega}$ for $h_{l}$. Then they can be calculated as follows:

$$
\begin{align*}
& \xi_{\omega, l}^{\psi}=\sum_{|\alpha|+|\beta|=1}^{\omega}\left\{\frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \psi_{l}(0) \Omega(\alpha, \beta, \omega)\right\}  \tag{3.19}\\
& \xi_{\omega, l}^{\phi}=\sum_{|\alpha|+|\beta|=1}^{\omega}\left\{\frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \phi_{l}(0) \Omega(\alpha, \beta, \omega)\right\} \tag{3.20}
\end{align*}
$$

Where

$$
\begin{gather*}
\Omega(\alpha, \beta, \omega)=\sum_{|\theta|=\omega-|\alpha|-|\beta|}\left\{\prod_{\substack{q=1}}^{n}\left(\sum_{\substack{u+v=\alpha_{q}+\beta_{q}+\theta_{q} \\
\alpha_{q} \leq u \leq \omega \alpha_{q} \\
\beta_{q} \leq v \leq \omega \beta_{q}}} G H\right)\right\}  \tag{3.21}\\
G=G\left(\alpha_{q}, u\right)=\sum_{\substack{\sigma(a)=u \\
|a|=\alpha_{q}}}\left(\frac{\alpha_{q}!}{a_{1}!a_{2}!\ldots a_{\omega}!}\right)\left(\prod_{t=1}^{\omega} g_{t, q}^{a_{t}}\right)  \tag{3.22}\\
H=H\left(\beta_{q}, v\right)=\sum_{\substack{\sigma(b)=v \\
|b|=\beta_{q}}}\left(\frac{\beta_{q}!}{b_{1}!b_{2}!\ldots b_{\omega}!}\right)\left(\prod_{t=1}^{\omega} h_{t, q}^{b_{t}}\right)  \tag{3.23}\\
\sigma(x)=\sum_{t=1}^{\omega} t x_{t} \tag{3.24}
\end{gather*}
$$

Proof. First rewrite (3.10) and (3.11) using the compact form of Taylor's Formula [32] it is an expansion in $2 n$ variables:

$$
\begin{align*}
\dot{x}=\psi(x, \lambda)=\psi(\Lambda, \Gamma) & =\sum_{|\alpha|+|\beta|=1}^{\infty} \frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \psi(0) \Lambda^{\alpha} \Gamma^{\beta} \\
& =\sum_{|\alpha|+|\beta|=1}^{\infty} \frac{\partial_{x_{1}}^{\alpha_{1}} \ldots \partial_{x_{n}}^{\alpha_{n}} \partial_{\lambda_{1}}^{\beta_{1}} \ldots \partial_{\lambda_{n}}^{\beta_{n}}}{\alpha_{1}!\ldots \alpha_{n}!\beta_{1}!\ldots \beta_{n}!} \psi(0) \Lambda_{1}^{\alpha_{1}} \ldots \Lambda_{n}^{\alpha_{n}} \Gamma_{1}^{\beta_{1}} \ldots \Gamma_{n}^{\beta_{n}} \tag{3.25}
\end{align*}
$$

$$
\begin{align*}
\dot{\lambda}=\phi(x, \lambda)=\phi(\Lambda, \Gamma) & =\sum_{|\alpha|+|\beta|=1}^{\infty} \frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \phi(0) \Lambda^{\alpha} \Gamma^{\beta} \\
& =\sum_{|\alpha|+|\beta|=1}^{\infty} \frac{\partial_{x_{1}}^{\alpha_{1}} \ldots \partial_{x_{n}}^{\alpha_{n}} \partial_{\lambda_{1}}^{\beta_{1}} \ldots \partial_{\lambda_{n}}^{\beta_{n}}}{\alpha_{1}!\ldots \alpha_{n}!\beta_{1}!\ldots \beta_{n}!} \phi(0) \Lambda_{1}^{\alpha_{1}} \ldots \Lambda_{n}^{\alpha_{n}} \Gamma_{1}^{\beta_{1}} \ldots \Gamma_{n}^{\beta_{n}} \tag{3.26}
\end{align*}
$$

Where $\alpha$ and $\beta$ are indices with $n$ positions each: $\alpha=\left(\alpha_{i}\right)_{i=1}^{n}, \beta=\left(\beta_{i}\right)_{i=1}^{n}$ and $|\alpha|=\sum_{i=1}^{n} \alpha_{i}$. Also

$$
\begin{equation*}
\Lambda_{k}=\Lambda_{k}\left(x_{o}, t\right)=\sum_{j=1}^{\infty} g_{j, k}(t) \quad \Gamma_{k}=\Gamma_{k}\left(x_{o}, t\right)=\sum_{j=1}^{\infty} h_{j, k}(t) \tag{3.27}
\end{equation*}
$$

Now, changing the initial conditions $x\left(t_{o}\right)=\epsilon x_{o}$, we have:

$$
\begin{align*}
& \psi\left(x_{\epsilon}, \lambda_{\epsilon}\right)=\psi\left(\Lambda\left(\epsilon x_{o}, t\right), \Gamma\left(\epsilon x_{o}, t\right)\right)=\sum_{|\alpha|+|\beta|=1}^{\infty} \frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \psi(0) \Lambda^{\alpha}\left(\epsilon x_{o}, t\right) \Gamma^{\beta}\left(\epsilon x_{o}, t\right)=\sum_{j=1}^{\infty} \epsilon^{j} \dot{g}_{j}(t)  \tag{3.28}\\
& \phi\left(x_{\epsilon}, \lambda_{\epsilon}\right)=\phi\left(\Lambda\left(\epsilon x_{o}, t\right), \Gamma\left(\epsilon x_{o}, t\right)\right)=\sum_{|\alpha|+|\beta|=1}^{\infty} \frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \phi(0) \Lambda^{\alpha}\left(\epsilon x_{o}, t\right) \Gamma^{\beta}\left(\epsilon x_{o}, t\right)=\sum_{j=1}^{\infty} \epsilon^{j} \dot{h}_{j}(t) \tag{3.29}
\end{align*}
$$

and

$$
\Lambda_{k}\left(\epsilon x_{o}, t\right)=\sum_{j=1}^{\infty} \epsilon^{j} g_{j, k}(t) \quad \Gamma_{k}\left(x_{o}, t\right)=\sum_{j=1}^{\infty} \epsilon^{j} h_{j, k}(t)
$$

Then, the expansion becomes:

$$
\begin{align*}
& \psi\left(x_{\epsilon}, \lambda_{\epsilon}\right)=\sum_{|\alpha|+|\beta|=1}^{\infty} \frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \psi(0) \bar{\Omega}(\alpha, \beta)=\sum_{k=1}^{\infty} \epsilon^{k} \xi_{k}^{\psi}  \tag{3.30}\\
& \phi\left(x_{\epsilon}, \lambda_{\epsilon}\right)=\sum_{|\alpha|+|\beta|=1}^{\infty} \frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \phi(0) \bar{\Omega}(\alpha, \beta)=\sum_{k=1}^{\infty} \epsilon^{k} \xi_{k}^{\phi} \tag{3.31}
\end{align*}
$$

Where

$$
\begin{equation*}
\bar{\Omega}(\alpha, \beta)=\prod_{q=1}^{n}\left(\sum_{k=1}^{\infty} \epsilon^{k} g_{k, q}(t)\right)^{\alpha_{q}} \prod_{q=1}^{n}\left(\sum_{k=1}^{\infty} \epsilon^{k} h_{k, q}(t)\right)^{\beta_{q}} \tag{3.32}
\end{equation*}
$$

The purpose is to calculate the coefficient of $\epsilon^{\omega}$ for any $\omega$. First consider $\bar{\Omega}(\alpha, \beta)$, for now truncate the expansion of $x_{\epsilon}$ and $\lambda_{\epsilon}$ up to the term $m$. Recalling the multinomial expansion:

$$
\begin{equation*}
\left(\sum_{k=1}^{m} \epsilon^{k} g_{k, l}(t)\right)^{\alpha_{l}}=\sum_{|k|=\alpha_{l}} \frac{\alpha_{l}!}{k_{1}!\ldots k_{m}!}\left(\prod_{t=1}^{m} g_{t, l}^{k_{t}}\right) \epsilon^{\sigma(k)} \tag{3.33}
\end{equation*}
$$

Where $\sigma(x)=\sum_{t=1}^{m} t x_{t}$. Since $k=\left(k_{1}, \ldots k_{m}\right)$, and $|k|=\alpha_{l}$, then:

$$
\min |\sigma(k)|=\alpha_{l} \quad \max |\sigma(k)|=m \alpha_{l}
$$

Thus we can rewrite (3.33) as:

$$
\begin{equation*}
\left(\sum_{k=1}^{m} \epsilon^{k} g_{k, l}(t)\right)^{\alpha_{l}}=\sum_{\rho=\alpha_{l}}^{m \alpha_{l}} F_{l}(\rho) \epsilon^{\rho} \tag{3.34}
\end{equation*}
$$

The same can be done for the $h$ 's, yielding:

$$
\begin{equation*}
\bar{\Omega}(\alpha, \beta)=\prod_{q=1}^{n}\left(\sum_{\rho=\alpha_{q}}^{m \alpha_{q}} F_{q}(\rho) \epsilon^{\rho}\right) \prod_{q=1}^{n}\left(\sum_{\rho=\beta_{q}}^{m \beta_{q}} G_{q}(\rho) \epsilon^{\rho}\right) \tag{3.35}
\end{equation*}
$$

Now, note that the minimum power of $\epsilon$ in this expansion is the sum of the minimum powers of each term of the product, i.e. $\sum_{q=1}^{n}\left(\alpha_{q}+\beta_{q}\right)$, while the maximum power is the sum of each maximum, i.e. $\sum_{q=1}^{n} m\left(\alpha_{q}+\beta_{q}\right)$.

Then, given $\alpha$ and $\beta$, the product $\Lambda^{\alpha} \Gamma^{\beta}$ only contributes to $\epsilon^{\omega}$, where $|\alpha|+|\beta| \leq \omega \leq$ $m(|\alpha|+|\beta|)$. Recalling that $m$ is the limit of the truncated series if $m \rightarrow \infty$ it is clear that for a given order $\omega$ it is unnecessary to consider vectors $\alpha$ and $\beta$ that satisfy $\omega<|\alpha|+|\beta|$.

This allows to truncate the 'external Taylor series' (equations (3.25) and (3.26)) as well as the 'internal Taylor series' (equation (3.27)) up to $\omega$ instead of $\infty$.

Furthermore we have an expression for $\bar{\Omega}$ :

$$
\begin{equation*}
\prod_{q=1}^{n}\left(\sum_{\rho=\alpha_{q}}^{\omega \alpha_{q}} F_{q}(\rho) \epsilon^{\rho}\right)\left(\sum_{\rho=\beta_{q}}^{\omega \beta_{q}} G_{q}(\rho) \epsilon^{\rho}\right)=\prod_{q=1}^{n}\left(\sum_{\mu=\alpha_{q}+\beta_{q}}^{\omega\left(\alpha_{q}+\beta_{q}\right)} \chi(\mu) \epsilon^{\mu}\right) \tag{3.36}
\end{equation*}
$$

Where

$$
\begin{equation*}
\chi(\mu)=\sum_{\substack{u+v=\mu \\ \alpha_{q} \leq u \leq \omega \alpha_{q} \\ \beta_{q} \leq v \leq \omega \beta_{q}}} F_{q}(u) G_{q}(v) \tag{3.37}
\end{equation*}
$$

Once more, the minimum power of (3.36) is the sum of the minimum powers of each term, and the maximum is the sum of all the maximum powers:

$$
\begin{equation*}
\prod_{q=1}^{n}\left(\sum_{\mu=\alpha_{q}+\beta_{q}}^{\omega\left(\alpha_{q}+\beta_{q}\right)} \chi(\mu) \epsilon^{\mu}\right)=\sum_{W=|\alpha|+|\beta|}^{\omega(|\alpha|+|\beta|)} \Theta(W) \epsilon^{W} \tag{3.38}
\end{equation*}
$$

Where

$$
\begin{equation*}
\Theta(W)=\sum_{|\theta|=W-(|\alpha|+|\beta|)}\left(\prod_{q=1}^{n} \chi\left(\alpha_{q}+\beta_{q}+\theta_{q}\right)\right) \tag{3.39}
\end{equation*}
$$

Going back to (3.30) and (3.31) (which now go to $\omega$ ) we have:

$$
\begin{align*}
\sum_{|\alpha|+|\beta|=1}^{\omega}\left(\frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \psi(0) \sum_{W=|\alpha|+|\beta|}^{\omega(|\alpha|+|\beta|)} \Theta(W) \epsilon^{W}\right) & =\sum_{k=1}^{\omega^{2}} \epsilon^{k} \xi_{k}^{\psi}  \tag{3.40}\\
\sum_{|\alpha|+|\beta|=1}^{\omega}\left(\frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \phi(0) \sum_{W=|\alpha|+|\beta|}^{\omega(|\alpha|+|\beta|)} \Theta(W) \epsilon^{W}\right) & =\sum_{k=1}^{\omega^{2}} \epsilon^{k} \xi_{k}^{\phi} \tag{3.41}
\end{align*}
$$

Thus it follows directly that

$$
\begin{equation*}
\xi_{\omega}^{\psi}=\sum_{|\alpha|+|\beta|=1}^{\omega}\left(\frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \psi(0) \Theta(\omega)\right) \quad \xi_{\omega}^{\phi}=\sum_{|\alpha|+|\beta|=1}^{\omega}\left(\frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \phi(0) \Theta(\omega)\right) \tag{3.42}
\end{equation*}
$$

In order to write explicitly $\Theta(W)$, first consider $F_{q}(\rho)$ and $G_{q}(\rho)$, which first appear in (3.34). Evaluating at $\epsilon=1$ and using the multinomial theorem it follows that:

$$
\begin{align*}
& F_{q}(u)=\sum_{\substack{\sigma(a)=u \\
|a|=\alpha_{q}}}\left(\frac{\alpha_{q}!}{a_{1}!a_{2}!\ldots a_{\omega}!}\right)\left(\prod_{t=1}^{\omega} g_{t, q}^{a_{t}}\right)  \tag{3.43}\\
& G_{q}(v)=\sum_{\substack{\sigma(b)=v \\
|b|=\beta_{q}}}\left(\frac{\beta_{q}!}{b_{1}!b_{2}!\ldots b_{\omega}!}\right)\left(\prod_{t=1}^{\omega} h_{t, q}^{b_{t}}\right) \tag{3.44}
\end{align*}
$$

Which together with (3.37) and (3.39) give the desired result.

### 3.4 Solution

Once a closed form for the system of ordinary differential equations is known, it is possible to elaborate on the solution of the system. In particular it can be transformed into a more suitable form and also an approximate solution proposed, which is exactly what is done in this section.

### 3.4.1 Non-homogeneous System of Differential Equations

We have the following equations:

$$
\begin{align*}
& \dot{g}_{\omega, l}=\sum_{|(\alpha, \beta)|=1}^{\omega}[\frac{D^{\alpha, \beta}}{(\alpha \beta)!} \psi_{l}(0) \overbrace{\sum_{\substack{|\theta|=\omega-|(\alpha, \beta)|}}[\prod_{q=1}^{n}[\sum_{\substack{u+=\alpha_{q}+\beta_{q}+\theta_{q} \\
\alpha_{q} \leq \leq \leq \alpha_{q} \\
\beta_{q} \leq v \leq \omega \beta_{q}}}(\underbrace{\left(\sum_{\sigma(a)=\alpha_{2}} \frac{\alpha_{q}!}{a!} \prod_{k=1}^{\omega} g_{k, q}^{a_{k}}\right)}_{G\left(\alpha_{q}, u\right)} \underbrace{\left.\left(\sum_{\substack{\sigma(b)=v \\
|b|=\beta_{q}}} \frac{\beta_{q}!}{b!} \prod_{k=1}^{\omega} h_{k, q}^{b_{k}}\right)\right]}_{H\left(\beta_{q}, v\right)}]}^{\Omega(\alpha, \beta, \omega)}] \tag{3.45}
\end{align*}
$$

With $1 \leq l \leq n$ equations (3.45) and (3.46) form the $2 n$ system of first order differential equations for the iteration $\omega$ with unknowns $g_{\omega, l}$ and $h_{\omega, l}$.

Take (3.45), we want to 'extract' the unknown coefficient $g_{\omega, l}$ as follows:

1. To obtain $g_{\omega, l}$ we require in $G\left(\alpha_{l}, u\right) a_{\omega}=1$, this implies that $\sigma(a)=u \geq \omega$.
2. From the third sum we have that (for $q=l) u+v=\theta_{l}+\beta_{l}+\alpha_{l} \geq \omega$, since $v$ must be positive.
3. From the second sum we have that:

$$
|\theta|+|\alpha|+|\beta|=\theta_{1}+\cdots+\theta_{n}+\alpha_{1}+\cdots+\alpha_{n}+\beta_{1}+\cdots+\beta_{n}=\omega
$$

Since the vectors $\theta, \beta$ and $\alpha$ correspond to indices the coefficients must be positive and integers, hence we conclude that:

- For $q=l$, the third sum has only one term given by $u=\omega, v=0$, since $\theta_{l}+\beta_{l}+\alpha_{l}=\omega$.
- For $q \neq l$, the third sum has only one term given by $u=0, v=0$, since $\theta_{q}+\beta_{q}+$ $\alpha_{q}=0$

4. Since $u=\omega$ we have in $G\left(\alpha_{l}, u\right)$ that $\sigma(a)=\omega$, and since $a_{\omega}=1$ we conclude that $a=(0,0, \ldots, 1)$, hence $|a|=\alpha_{l}=1$.
5. Since $v=0$ we have in $H\left(\beta_{l}, v\right)$ that the only option is $b=(0, \ldots, 0)$.
6. For $q \neq l$ since $u=v=0$, the same applies for $G\left(\alpha_{q}, u\right)$ and $H\left(\beta_{q}, v\right)$. In sumary:

$$
\left\{\begin{array}{c}
G\left(\alpha_{l}, u\right)=g_{\omega, l} \\
H\left(\beta_{l}, v\right)=1
\end{array} \quad \text { for } \quad q=l \quad\left\{\begin{array}{l}
G\left(\alpha_{q}, u\right)=1 \\
H\left(\beta_{q}, v\right)=1
\end{array} \text { for } q \neq l\right.\right.
$$

7. So, we have that:

$$
\prod_{q=1}^{n}\left(\sum_{\substack{u+v=\alpha_{q}+\beta_{q}+\theta_{q} \\ \alpha_{q} u \leq \omega \alpha_{q} \\ \beta_{q} \leq v \leq \omega \beta_{q}}} G\left(\alpha_{q}, u\right) H\left(\beta_{q}, v\right)\right)=g_{\omega, l}
$$

8. Now, in the second sum we have that $|\theta|+|\alpha|+|\beta|=\omega$ and we already know that:

$$
\left\{\begin{aligned}
\alpha_{l} & =q \\
\theta_{l}+\beta_{l} & =\omega-1
\end{aligned} \quad \text { for } \quad q=l \quad\left\{\begin{array}{l}
\theta_{q}=0 \\
\alpha_{q}=0 \\
\beta_{q}=0
\end{array} \text { for } q \neq l\right.\right.
$$

However, if $\beta_{l} \neq 0$ then the sum $H\left(\beta_{l}, v\right)$ would be empty because there exist no $b$ such that $|b|=\beta_{l} \neq 0$ and $\sigma(b)=0$. And the emptiness of $H\left(\beta_{l}, v\right)$ would imply that $H\left(\beta_{l}, v\right)=0$ and the product $\prod_{q=1}^{n}$ would be zero. Thus we conclude that the only choice is $\theta_{l}=\omega-1$ and $\beta_{l}=0$.
9. As a result the second sum has only one term, given by the index vectors:

$$
\begin{gathered}
\alpha=(0,0, \ldots, \overbrace{1}^{l \text {-th place }}, \ldots, 0) \\
\beta=(0,0, \ldots, 0, \ldots, 0) \\
\theta=(0,0, \ldots, \omega-1, \ldots, 0)
\end{gathered}
$$

10. These vectors also define the first sum, hence we conclude that $g_{\omega, l}$ appears only once in 3.45 and is multiplied by $\frac{\partial}{\partial x_{l}} \psi(0)$

The same analysis applies for $h_{\omega, l}$, in this case the index vectors become:

$$
\alpha=(0,0, \ldots, 0, \ldots, 0) \quad \beta=(0,0, \ldots, \overbrace{1}^{l \text {-th place }}, \ldots, 0) \quad \theta=(0,0, \ldots, \omega-1, \ldots, 0)
$$

And the coefficient is $\frac{\partial}{\partial \lambda_{l}} \psi(0)$. This can be extended to (3.46). Note that these vectors are the only ones that satisfy $|\alpha|+|\beta|=1$. Hence equations (3.45) and (3.46) can be written as:

$$
\begin{aligned}
& \dot{g}_{\omega, l}=\frac{\partial}{\partial x_{1}} \psi_{1}(0) g_{\omega, 1}+\cdots+\frac{\partial}{\partial x_{n}} \psi_{n}(0) g_{\omega, n}+\frac{\partial}{\partial \lambda_{1}} \psi_{1}(0) h_{\omega, 1}+\cdots+\frac{\partial}{\partial \lambda_{n}} \psi_{n}(0) h_{\omega, n}+\sum_{|\alpha|+|\beta|=2}^{\omega}\left\{\frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \psi_{l}(0) \Omega(\alpha, \beta, \omega)\right\} \\
& \dot{h}_{\omega, l}=\frac{\partial}{\partial x_{1}} \phi_{1}(0) g_{\omega, 1}+\cdots+\frac{\partial}{\partial x_{n}} \phi_{n}(0) g_{\omega, n}+\frac{\partial}{\partial \lambda_{1}} \phi_{1}(0) h_{\omega, 1}+\cdots+\frac{\partial}{\partial \lambda_{n}} \phi_{n}(0) h_{\omega, n}+\sum_{|\alpha|+|\beta|=2}^{\omega}\left\{\frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \phi_{l}(0) \Omega(\alpha, \beta, \omega)\right\}
\end{aligned}
$$

Or in vector form:

$$
\left[\begin{array}{c}
\dot{g}_{\omega}  \tag{3.47}\\
\dot{h}_{\omega}
\end{array}\right]=\left.\left[\begin{array}{cc}
\frac{\partial}{\partial x} \psi & \frac{\partial}{\partial \lambda} \psi \\
\frac{\partial}{\partial x} \phi & \frac{\partial}{\partial \lambda} \phi
\end{array}\right]\right|_{\substack{x=0 \\
\lambda=0}}\left[\begin{array}{l}
g_{\omega} \\
h_{\omega}
\end{array}\right]+\left[\begin{array}{l}
\chi_{\omega}^{\psi} \\
\chi_{\omega}^{\phi}
\end{array}\right]
$$

Where

$$
\begin{align*}
& \left.\chi_{\omega, l}^{\phi}=\sum_{|(\alpha, \beta)|=2}^{\omega}\left[\frac{D^{\alpha, \beta}}{(\alpha \beta)!} \phi_{l}(0) \sum_{\substack{|\theta|=\omega-|(\alpha, \beta)|}}\left[\prod_{\substack{q=1 \\
q=1}}^{n} \sum_{\substack{\left.u+v=\alpha_{q}+\beta_{q}+\theta_{q} \\
\alpha_{q} \leq u \leq(\omega)=1\right) \\
\beta_{q} \leq v \leq(\omega-1) \beta_{q}}}\left(\sum_{\substack{\sigma(a)=u \\
|a|=\alpha_{q}}} \frac{\alpha_{q}!}{a!} \prod_{k=1}^{\omega-1} g_{k, q}^{a_{k}}\right)\left(\sum_{\substack{\sigma(b)=v \\
|b|=\beta_{q}}} \frac{\beta_{q}!}{b!} \prod_{k=1}^{\omega-1} h_{k, q}^{b_{k}}\right)\right]\right]\right]^{(3.48)} \tag{3.49}
\end{align*}
$$

And

$$
\begin{array}{ll}
g_{\omega}=\left(g_{\omega, 1}, \ldots, g_{\omega, n}\right)^{T} & h_{\omega}=\left(h_{\omega, 1}, \ldots, h_{\omega, n}\right)^{T} \\
\chi_{\omega}^{\psi}=\left(\chi_{\omega, 1}^{\psi}, \ldots, \chi_{\omega, n}^{\psi}\right)^{T} & \chi_{\omega}^{\phi}=\left(\chi_{\omega, 1}^{\phi}, \ldots, \chi_{\omega, n}^{\phi}\right)^{T}
\end{array}
$$

It is clear that $\chi_{1}^{\psi}=0$ and $\chi_{1}^{\phi}=0$. Note that in equations (3.48) and (3.49) the products go to $\omega-1$ instead of $\omega$ this is because the case $k=\omega$ would require $|(\alpha, \beta)|=1$ which cannot happen due to the lower limit of the outer sum. Similarly the upper interval for $u$ and $v$ in the third sum go up to $(\omega-1) \alpha_{q}$ and $(\omega-1) \beta_{q}$ respectively since the limits $u=\omega \alpha_{q}$ and $v=\omega \beta_{q}$ are reached only for $a_{\omega}=1$ and $b_{\omega}=1$ which would imply $|(\alpha, \beta)|=1$.

### 3.4.2 Approximations

In the previous section we found that in each iteration the system that has to be solved is given by equation (3.47), whose solution is:

$$
\left[\begin{array}{l}
g_{\omega}(t)  \tag{3.50}\\
h_{\omega}(t)
\end{array}\right]=e^{\left(t-t_{o}\right) A}\left[\begin{array}{l}
g_{\omega}\left(t_{o}\right) \\
h_{\omega}\left(t_{o}\right)
\end{array}\right]+\int_{t_{o}}^{t} e^{(t-s) A}\left[\begin{array}{l}
\chi_{\omega}^{\psi}(s) \\
\chi_{\omega}^{\phi}(s)
\end{array}\right] d s
$$

Where

$$
A=\left.\left[\begin{array}{cc}
\frac{\partial}{\partial x} \psi & \frac{\partial}{\partial \lambda} \psi  \tag{3.51}\\
\frac{\partial}{\partial x} \phi & \frac{\partial}{\partial \lambda} \phi
\end{array}\right]\right|_{\substack{x=0 \\
\lambda=0}}
$$

Now, we can expand:

$$
\begin{equation*}
e^{(t-s) A}=\sum_{k=0}^{\infty} \frac{1}{k!}(t-s)^{k} A^{k} \approx I+(t-s) A+\frac{1}{2}(t-s)^{2} A^{2}+\frac{1}{6}(t-s)^{3} A^{3}+\ldots \tag{3.52}
\end{equation*}
$$

Taking the expansion to the $N$-th term, define:

$$
\begin{equation*}
\Phi_{N}(t, s)=\sum_{k=0}^{N} \frac{1}{k!}(t-s)^{k} A^{k} \approx I+(t-s) A+\frac{1}{2}(t-s)^{2} A^{2}+\cdots+\frac{1}{N!}(t-s)^{N} A^{N} \tag{3.53}
\end{equation*}
$$

For convenience $\Phi_{N}(t, s)$ can also be expressed as a $2 \times 2$ matrix of $n \times n$ matrices:

$$
\Phi_{N}(t, s)=\left[\begin{array}{ll}
\Omega_{N}^{1,1}(t, s) & \Omega_{N}^{1,2}(t, s)  \tag{3.54}\\
\Omega_{N}^{2,1}(t, s) & \Omega_{N}^{2,2}(t, s)
\end{array}\right]
$$

Thus, the general solution can me approximated by:

$$
\left[\begin{array}{l}
g_{\omega}(t)  \tag{3.55}\\
h_{\omega}(t)
\end{array}\right]=\Phi_{N}\left(t, t_{o}\right)\left[\begin{array}{l}
g_{\omega}\left(t_{o}\right) \\
h_{\omega}\left(t_{o}\right)
\end{array}\right]+\int_{t_{o}}^{t} \Phi_{N}(t, s)\left[\begin{array}{l}
\chi_{\omega}^{\psi}(s) \\
\chi_{\omega}^{\phi}(s)
\end{array}\right] d s
$$

Now, recalling the boundary conditions:

- For $\omega=1$

$$
\begin{equation*}
g_{\omega}\left(t_{o}\right)=x_{o} \quad g_{\omega}\left(t_{f}\right)=x_{f} \tag{3.56}
\end{equation*}
$$

- For $\omega>1$

$$
\begin{equation*}
g_{\omega}\left(t_{o}\right)=0 \quad g_{\omega}\left(t_{f}\right)=0 \tag{3.57}
\end{equation*}
$$

The functions $g_{\omega}$ and $h_{\omega}$ can be explicitly calculated using these boundary conditions:

- For $\omega=1$ The explicit solution is:

$$
\begin{align*}
& g_{1}(t)=\Omega_{N}^{1,1}(t) g_{1}\left(t_{o}\right)+\Omega_{N}^{1,2}(t) h_{1}\left(t_{o}\right)  \tag{3.58}\\
& h_{1}(t)=\Omega_{N}^{2,1}(t) g_{1}\left(t_{o}\right)+\Omega_{N}^{2,2}(t) h_{1}\left(t_{o}\right)
\end{align*}
$$

Evaluating the first equation in $t=t_{f}$

$$
\begin{equation*}
g_{1}\left(t_{f}\right)=\Omega_{N}^{1,1}\left(t_{f}\right) g_{1}\left(t_{o}\right)+\Omega_{N}^{1,2}\left(t_{f}\right) h_{1}\left(t_{o}\right) \tag{3.59}
\end{equation*}
$$

Hence

$$
\begin{equation*}
h_{1}(t o)=\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1}\left(g_{1}\left(t_{f}\right)-\Omega_{N}^{1,1}\left(t_{f}\right) g\left(t_{o}\right)\right) \tag{3.60}
\end{equation*}
$$

Replacing $g_{1}\left(t_{o}\right)=x_{o}$ gives:

$$
\begin{align*}
& g_{1}(t)=\Omega_{N}^{1,1}(t) x_{o}+\Omega_{N}^{1,2}(t)\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1}\left(x_{f}-\Omega_{N}^{1,1}\left(t_{f}\right) x_{o}\right) \\
& h_{1}(t)=\Omega_{N}^{2,1}(t) x_{o}+\Omega_{N}^{2,2}(t)\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1}\left(x_{f}-\Omega_{N}^{1,1}\left(t_{f}\right) x_{o}\right) \tag{3.61}
\end{align*}
$$

- For $\omega>1$ The explicit solution is:

$$
\begin{align*}
& \left.g_{\omega}(t)=\Omega_{N}^{1,1}(t) g_{\omega}\left(t_{o}\right)+\Omega_{N}^{1,2}(t) h_{\omega}\left(t_{o}\right)+\int_{t_{o}}^{t}\left(\Omega_{N}^{1,1}(t, s) \chi_{\omega}^{\psi}(s)+\Omega_{N}^{1,2}(t, s) \chi^{\phi}\right)_{\omega}(s)\right) d s \\
& \left.h_{\omega}(t)=\Omega_{N}^{2,1}(t) g_{\omega}\left(t_{o}\right)+\Omega_{N}^{2,2}(t) h_{\omega}\left(t_{o}\right)+\int_{t_{o}}^{t}\left(\Omega_{N}^{2,1}(t, s) \chi_{\omega}^{\psi}(s)+\Omega_{N}^{2,2}(t, s) \chi^{\phi}\right)_{\omega}(s)\right) d s \tag{3.62}
\end{align*}
$$

For convenience define:

$$
\begin{align*}
& \Theta_{N, \omega}^{g}\left(t, t_{o}\right)=\int_{t_{o}}^{t}\left[\Omega_{N}^{1,1}(t, s) \chi_{\omega}^{\psi}(s)+\Omega_{N}^{1,2}(t, s) \chi_{\omega}^{\phi}(s)\right] d s  \tag{3.63}\\
& \Theta_{N, \omega}^{h}\left(t, t_{o}\right)=\int_{t_{o}}^{t}\left[\Omega_{N}^{2,1}(t, s) \chi_{\omega}^{\psi}(s)+\Omega_{N}^{2,2}(t, s) \chi_{\omega}^{\phi}(s)\right] d s
\end{align*}
$$

such that

$$
\begin{align*}
& g_{\omega}(t)=\Omega_{N}^{1,1}(t) g_{\omega}\left(t_{o}\right)+\Omega_{N}^{1,2}(t) h_{\omega}\left(t_{o}\right)+\Theta_{N, \omega}^{g}\left(t, t_{o}\right) \\
& h_{\omega}(t)=\Omega_{N}^{2,1}(t) g_{\omega}\left(t_{o}\right)+\Omega_{N}^{2,2}(t) h_{\omega}\left(t_{o}\right)+\Theta_{N, \omega}^{h}\left(t, t_{o}\right) \tag{3.64}
\end{align*}
$$

Taking into account that $g_{\omega}\left(t_{o}\right)=0$ we can evaluate $t=t_{f}$ in the first equation and obtain:

$$
\begin{equation*}
g_{\omega}\left(t_{f}\right)=\Omega_{N}^{1,2}\left(t_{f}\right) h_{\omega}\left(t_{o}\right)+\Theta_{N, \omega}^{g}\left(t_{f}, t_{o}\right)=0 \tag{3.65}
\end{equation*}
$$

Hence

$$
\begin{equation*}
h_{\omega}\left(t_{o}\right)=-\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1} \Theta_{N, \omega}^{g}\left(t_{f}, t_{o}\right) \tag{3.66}
\end{equation*}
$$

Finally we obtain

$$
\begin{align*}
& g_{\omega}(t)=-\Omega_{N}^{1,2}(t)\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1} \Theta_{N, \omega}^{g}\left(t_{f}, t_{o}\right)+\Theta_{N, \omega}^{g}\left(t, t_{o}\right) \\
& h_{\omega}(t)=-\Omega_{N}^{2,2}(t)\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1} \Theta_{N, \omega}^{g}\left(t_{f}, t_{o}\right)+\Theta_{N, \omega}^{h}\left(t, t_{o}\right) \tag{3.67}
\end{align*}
$$

Remarks:

1. Note that the approximation of the matrix exponential implies that all the matrices are really matrices of polynomials of $t$, thus all the multiplications, integrations and sums are in the end operations of polynomials, which result in a vector of polynomials. It is of interest to calculate the order of this polynomial, this is a long calculation but in the end the order of the polynomial for the $\omega$-th order is

$$
N_{\omega}=N+\omega N_{\omega-1}+1
$$

Where $N$ is the order of the Taylor expansion of the exponential function and $N_{0}=N$.
2. This equations make sense only if $\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1}$ is well defined.

Together equations 3.67 and 3.67 allow the explicit computation of the suboptimal control law that solves the associated optimal tracking control problem:

$$
u_{K}(t)=-R^{-1} G^{T}\left(\sum_{\omega=1}^{K} g_{\omega}(t)\right)\left(\sum_{\omega=1}^{K} h_{\omega}(t)\right)
$$

### 3.5 EMSM Summary of Results

To summarize this section: an approximate solution to the Optimal Control Problem

$$
\begin{aligned}
& \min _{u \in U}\left\{J(x, u)=\frac{1}{2} \int_{t_{o}}^{t_{f}}\left(x^{T} Q x+u^{T} R u\right) d t\right\} \\
& \text { s.t. } \quad \dot{x}=F(x)+G(x) u \quad x\left(t_{o}\right)=x_{o} \quad x\left(t_{f}\right)=x_{f}
\end{aligned}
$$

Was found using the Extended Modal Series Method to approximate the solution of the system of partial differential equations given by the Maximum Principle:

$$
\dot{x}=F(x)-G(x) R^{-1} G(x)^{T} \lambda
$$

$$
\dot{\lambda}=-Q x-\partial_{x} F(x)^{T} \lambda+\left[\begin{array}{c}
\lambda^{T} \partial_{x_{1}} G(x) R^{-1} G(x)^{T} \lambda \\
\vdots \\
\lambda^{T} \partial_{x_{n}} G(x) R^{-1} G(x)^{T} \lambda
\end{array}\right]
$$

This was done assuming that the solution had the form:

$$
x(t)=\sum_{i=1}^{\infty} g_{i}(t) \quad \lambda(t)=\sum_{i=1}^{\infty} h_{i}(t)
$$

After some mathematical manipulation it was found that the functions $g_{i}(t)$ and $h_{i}(t)$ satisfied the following system of ordinary differential equations:

With the boundary conditions

- For $\omega=1$

$$
g_{\omega}\left(t_{o}\right)=x_{o} \quad g_{\omega}\left(t_{f}\right)=x_{f}
$$

- For $\omega>1$

$$
g_{\omega}\left(t_{o}\right)=0 \quad g_{\omega}\left(t_{f}\right)=0
$$

A solution to these ordinary differential equations was approximated expanding the exponencial function and at last the solution was found to be

- For $\omega=1$

$$
\begin{aligned}
& g_{1}(t)=\Omega_{N}^{1,1}(t) x_{o}+\Omega_{N}^{1,2}(t)\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1}\left(x_{f}-\Omega_{N}^{1,1}\left(t_{f}\right) x_{o}\right) \\
& h_{1}(t)=\Omega_{N}^{2,1}(t) x_{o}+\Omega_{N}^{2,2}(t)\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1}\left(x_{f}-\Omega_{N}^{1,1}\left(t_{f}\right) x_{o}\right)
\end{aligned}
$$

- For $\omega>1$

$$
\begin{aligned}
& g_{\omega}(t)=-\Omega_{N}^{1,2}(t)\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1} \Theta_{N, \omega}^{g}\left(t_{f}, t_{o}\right)+\Theta_{N, \omega}^{g}\left(t, t_{o}\right) \\
& h_{\omega}(t)=-\Omega_{N}^{2,2}(t)\left(\Omega_{N}^{1,2}\left(t_{f}\right)\right)^{-1} \Theta_{N, \omega}^{g}\left(t_{f}, t_{o}\right)+\Theta_{N, \omega}^{h}\left(t, t_{o}\right)
\end{aligned}
$$

Where

$$
\begin{aligned}
& \Theta_{N, \omega}^{g}\left(t, t_{o}\right)=\int_{t_{o}}^{t}\left[\Omega_{N}^{1,1}(t, s) \chi_{\omega}^{\psi}(s)+\Omega_{N}^{1,2}(t, s) \chi_{\omega}^{\phi}(s)\right] d s \\
& \Theta_{N, \omega}^{h}\left(t, t_{o}\right)=\int_{t_{o}}^{t}\left[\Omega_{N}^{2,1}(t, s) \chi_{\omega}^{\psi}(s)+\Omega_{N}^{2,2}(t, s) \chi_{\omega}^{\phi}(s)\right] d s
\end{aligned}
$$

and
$\Phi_{N}(t, s)=\left[\begin{array}{ll}\Omega_{N}^{1,1}(t, s) & \Omega_{N}^{1,2}(t, s) \\ \Omega_{N}^{2,1}(t, s) & \Omega_{N}^{2,2}(t, s)\end{array}\right]=\sum_{k=0}^{N} \frac{1}{k!}(t-s)^{k} A^{k} \approx I+(t-s) A+\frac{1}{2}(t-s)^{2} A^{2}+\cdots+\frac{1}{N!}(t-s)^{N} A^{N}$
Finally with the functions $g_{i}(t)$ and $h_{i}(t)$ the solution of the original OCP can be approximated by:

$$
u_{K}(t)=-R^{-1} G^{T}\left(\sum_{\omega=1}^{K} g_{\omega}(t)\right)\left(\sum_{\omega=1}^{K} h_{\omega}(t)\right)
$$

Which is the control law given by this technique and the one that will be used in the angular control of the quadrotor in section 4.3.3.

## Chapter 4

## Quadrotor Control

This chapter describes the proposed control architecture for the complete dynamic system presented in chapter 2 and each of the controllers. Initially, the control architecture is explained in section 4.1. Next, each of the parts of the control is further detailed.

First, in order to produce the best translational reference points a discrete optimal control problem is solved for each trajectory resulting in time varying reference values for translational position and velocity which are used in the overall online control, this off-line problem is presented in section 4.2.

Because of the decoupled nature of the dynamic system it is natural to divide the control in three cascade controllers: the translational control, the angular control and the motor control. Given that the overall control is a Nonlinear Model Predictive Control (NMPC) each of the three controllers is an optimal control. Only quadratic cost functions will be considered, since no motivation to consider other more complicated cost functions exists. The design of these controllers is presented in section 4.3. Finally the quaternion modelbased attitude control is designed in section 4.4.

It is important to clarify the following distinction: whenever the angular control is mentioned, it makes reference to the attitude control using the angle-based attitude model. While the quaternion control refers to the attitude control using the quaternion-based model. Both controllers are interchangeable as long as the references are transformed accordingly. The main control architecture described in section 4.1 uses an angular control which later will be changed for the quaternion control described in section 4.4.

### 4.1 Control Architecture

As mentioned previously, the decoupling of the system dynamics into the attitude, translational and motor dynamics naturally leads to a division in the control. This is motivated by two reasons: First the complete system is not controllable which from the beginning is an issue. However the separated systems are controlable. Second, it is easier to design three small controls than a big one, also the physical insight for each separate dynamic system is clearer than for the complete model.

The control will consist on a single loop, first the translational control computes the optimal accelerations, these are then translated into angular references that enter the angular
control. The output of the angular control are the open loop optimal torques and thrust that are feed into the motor controllers and in turn these return values for $\omega_{i}^{d}$ and $\alpha_{i}$ which enter the system and then the loop closes with the computation of the new optimal accelerations on the next sampling time. The three controllers (translational, angular and motor) are optimal controllers with fix final time, the final time of one control is the sample time of the previous control, this is done to guarantee the stability of the overall control.

With this in mind the control will be divided into four parts:

1. Translational Control: In order to design this control only the translational dynamics are considered. However with a slight modification: the states remain $v_{x}, v_{y}, v_{z}, x, y$ and $z$ while the inputs are changed to $a_{x}, a_{y}$ and $a_{z}$, the accelerations in each axis. This is done because if the inputs are taken as $\phi, \theta, \psi$ and $F_{t}$ then there is no analytic solution to the optimal control problem. On the other hand with this approach an optimal solution can be found and the translation of the optimal inputs $a_{x}^{*}, a_{y}^{*}$ and $a_{z}^{*}$ can be addressed later guaranteeing that the optimality is preserved.
2. Angular References: As mentioned before the output of the translational control are optimal accelerations $a_{x}^{*}, a_{y}^{*}$ and $a_{z}^{*}$. These need to be translated into optimal angle references $\phi^{*}, \theta^{*}$ and $\psi^{*}$ for the angular control, this problem is only mathematical manipulation and as a result optimal angular references are obtained.
3. Angular Control: Once the angular references are known it is necessary to address the corresponding tracking problem subject to the angular dynamics. This optimal control problem does not have analytic solution and is where the Extended Modal Series Method is applied. In this part the state variables are $\phi, \theta, \psi, p, q$ and $r$, while the control inputs are the torques $\tau_{\phi}, \tau_{\theta}$ and $\tau_{\psi}$
4. Motor Control: Once the optimal torques $\tau_{\phi}^{*}, \tau_{\theta}^{*}$ and $\tau_{\psi}^{*}$ and total force $F_{t}^{*}$ are known it is up to the motor control to provide them. The values for $\tau_{\phi}^{*}, \tau_{\theta}^{*}, \tau_{\psi}^{*}$ and $F_{t}^{*}$ determinate uniquely the desired forces of each motor $F_{i}^{*}$, hence references in the torques and total force translate into force references for each motor allowing a separation which assigns to each motor a different force reference $F_{i}^{*}$. In this part an explicit optimal control is designed for the motor-propeller system in order to achieve the required force $F_{i}$.

Figure 4.1 shows graphically the complete control of the drone together with the input and output variables of each block.

### 4.2 Reference Generation

Before performing the aggressive maneuvers it is necessary to generate the reference points for the quadrotor. These positions will be the references for the outer translational controller during the execution of the maneuver. The generation process must take into account the shape of the trajectory as well as the control limitations.

Since only translational position and velocity references are required for the outer control loop and the purpose of this control is only to generate references, the drone can be modeled


Figure 4.1: Control architecture. The yellow box is the off-line reference generator presented in section 4.2. The blue boxes correspond to control blocks explained in section 4.3 (only the control architecture of motor 1 is shown given that is the same for the others). The orange boxes correspond to dynamic systems whose models were presented in chapter 2 . The green boxes represent the inputs of the overall system. The purple dotted lines are measurements of state variables.
as a particle in space with dynamics:

$$
\dot{v}_{x}=a_{x} \quad \dot{x}=v_{x} \quad \dot{v}_{y}=a_{y} \quad \dot{y}=v_{y} \quad \dot{v}_{z}=a_{z} \quad \dot{z}=v_{z}
$$

Because of the symmetry of the system, it is necessary to consider only one dimension, which in matrix form is written as:

$$
\left[\begin{array}{c}
\dot{v}_{x}  \tag{4.1}\\
\dot{x}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]\left[\begin{array}{c}
v_{x} \\
x
\end{array}\right]+\left[\begin{array}{l}
1 \\
0
\end{array}\right] a_{x}
$$

Now, consider the quadratic optimal control problem with limitations on both the absolute control inputs $\left(a_{x}\right)$ and the rate of change of the control inputs $\left(\dot{a}_{x}\right)$ :

$$
\begin{align*}
& \min _{a_{x}(t)}\left\{J=\int_{t_{o}}^{t_{f}}\left(x-x^{\mathrm{ref}}\right)^{2} Q+a_{x}^{2} R+\left(\dot{a}_{x}\right)^{2} D\right\}  \tag{4.2}\\
& \text { s.t. } \quad\left[\begin{array}{c}
\dot{x}_{x} \\
\dot{x}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]\left[\begin{array}{c}
v_{x} \\
x
\end{array}\right]+\left[\begin{array}{l}
1 \\
0
\end{array}\right] a_{x} \quad \begin{array}{l}
a_{x_{\min }} \leq a_{x} \leq a_{x_{\max }} \\
\dot{a}_{x_{\min }} \leq \dot{a}_{x} \leq \dot{a}_{x_{\max }}
\end{array}
\end{align*}
$$

The discrete form of this problem has a known analytical solution, and since the problem is solved offline it is possible to take a small sample time making it very accurate. The first step is to discretize the dynamic system with a sampling time of $T_{s}$. Then rewrite the cost function as a sum. The result is the discrete quadratic optimal control problem

$$
\begin{array}{ll}
\min _{a_{x}[k]}\{J= & \left.\sum_{k=1}^{N}\left(x[k]-x^{\mathrm{ref}}[k]\right)^{2} Q+a_{x}^{2}[k] R+\Delta a_{x}^{2}[k] D\right\}  \tag{4.3}\\
\text { s.t. } & {\left[\begin{array}{c}
v_{x}[k+1] \\
x[k+1]
\end{array}\right]=A_{d}\left[\begin{array}{c}
v_{x}[k] \\
x[k]
\end{array}\right]+B_{d} a_{x}[k] \quad \begin{array}{cc}
a_{x_{\min }} \leq a_{x}[k] \leq a_{x_{\max }} \\
\Delta a_{x_{\min }} \leq \Delta a_{x}[k] \leq \Delta a_{x_{\max }}
\end{array}}
\end{array}
$$

Where $N=\frac{t_{o}-t_{f}}{T s}$ and $a_{x}[k]=\Delta a_{x}[k]+a_{x}[k-1]$ and $A_{d}$ and $B_{d}$ are the discrete version of matrices $A$ and $B$ with sampling time $T_{s}$.

This optimal control problem can be expressed as a convex optimization problem (for details see appendix A.2), hence if it is feasible the solution is a global minimum. The solution of this optimization problem gives the optimal translational positions and velocities for the execution of the maneuver, including the constraints in the control. These will be the references for the closed loop translational control.

### 4.3 Closed Loop Control

In this section the four parts of the control architecture are further detailed and explained.

### 4.3.1 Translational Control

Consider the optimal control problem:

$$
\min _{u(t)=\left(a_{x}(t), a_{y}(t), a_{z}(t)\right)^{T}}\left\{J(x, u)=\frac{1}{2} \int_{t_{o}}^{t_{f}}\left(x^{T} Q x+u^{T} R u\right) d t\right\}
$$

Where $x(t)=\left(v_{x}(t), v_{y}(t), v_{z}(t), x(t), y(t), z(t)\right)^{T}$ is the state vector. Subject to the modified translational dynamics:

$$
\begin{array}{ll}
\dot{v_{x}}=a_{x} & \dot{x}=v_{x} \\
\dot{v_{y}}=a_{y} & \dot{y}=v_{y}  \tag{4.4}\\
\dot{v}_{z}=a_{z} & \dot{z}=v_{z}
\end{array}
$$

Since there is no motivation to consider cost for cross variables the matrices $Q$ and $R$ will be diagonal. Furthermore, given that the drone needs to move in space the cost associated with the translational position is zero, and with no preference for one axis over the other we have that:

$$
\begin{equation*}
Q=\operatorname{diag}(q, q, q, 0,0,0) \quad R=\operatorname{diag}(r, r, r) \tag{4.5}
\end{equation*}
$$

Given the symmetric nature of the resulting problem it is possible to consider only one dimension and the results will be the same for the other axis:

$$
\min _{a_{x}(t)}\left\{\frac{1}{2} \int_{t_{o}}^{t_{f}}\left(q x^{2}(t)+r a_{x}^{2}(t)\right) d t\right\} \quad \text { s.t. } \quad \dot{v}_{x}=a_{x} \quad \dot{x}=v_{x}
$$

Applying Pontryagin Maximum Principle gives the following system of ordinary differential equations:

$$
\begin{array}{cc}
\dot{v_{x}}=\frac{-1}{r} \lambda_{1} & \dot{\lambda_{1}}=-q v_{x}-\lambda_{2} \\
\dot{x}=v_{x} & \dot{\lambda_{2}}=0
\end{array}
$$

Defining $k=\sqrt{q / r}$ the solution is:

$$
\begin{aligned}
v_{x}(t) & =C_{1} e^{k t}+C_{2} e^{-k t}+\frac{1}{r} C_{4} \\
x(t) & =\frac{C_{1}}{k} e^{k t}-\frac{C_{2}}{k} e^{-k t}+\frac{1}{r} C_{4} t+C_{3} \\
\lambda_{1}(t) & =-r k\left(C_{1} e^{k t}-C_{2} e^{-k t}\right) \\
\lambda_{2}(t) & =C_{4}
\end{aligned}
$$

And the optimal control is:

$$
a_{x}^{*}(t)=k\left(C_{1} e^{k t}-C_{2} e^{-k t}\right)
$$

If we set $x\left(t_{o}\right)=\left(v_{x o}, x_{o}\right)^{T}$ and $x\left(t_{f}\right)=\left(v_{x f}, x_{f}\right)^{T}$. The constants can be found solving the linear system:

$$
\left(\begin{array}{cccc}
e^{k t_{o}} & e^{-k t_{o}} & 0 & \frac{1}{r} \\
\frac{1}{k} e^{k t_{o}} & -\frac{1}{k} e^{-k t_{o}} & 1 & \frac{t_{o}}{r} \\
e^{k t_{f}} & e^{-k t_{f}} & 0 & \frac{1}{r} \\
\frac{1}{k} e^{k t_{f}} & -\frac{1}{k} e^{-k t_{f}} & 1 & \frac{t_{f}}{r}
\end{array}\right)\left(\begin{array}{c}
C_{1} \\
C_{2} \\
C_{3} \\
C_{4}
\end{array}\right)=\left(\begin{array}{c}
v_{x o} \\
x_{o} \\
v_{x f} \\
x_{f}
\end{array}\right)
$$

The same procedure can be performed on the other axis and as a result the optimal controls $a_{x}^{*}(t), a_{y}^{*}(t)$ and $a_{z}^{*}(t)$ will be known.

### 4.3.2 Angular References

Next, the problem of translating these optimal accelerations into angles and forces is addressed. Given that all the accelerations are optimal the superscript $*$ will be ignored. It is clear that the modified translational dynamics imply:

$$
\begin{gathered}
a_{x}=\frac{F_{t}}{m}(\cos (\phi) \sin (\theta) \cos (\psi)+\sin (\psi) \sin (\psi)) \\
a_{y}=\frac{F_{t}}{m}(\cos (\phi) \sin (\theta) \sin (\psi)-\sin (\psi) \cos (\psi)) \\
a_{z}=\frac{F_{t}}{m} \cos (\phi) \cos (\theta)-g
\end{gathered}
$$

In order simplify notation redefine $a_{z}=a_{z}+g$. It follows that

$$
\begin{equation*}
F_{t}=m \sqrt{a_{x}^{2}+a_{y}^{2}+a_{z}^{2}} \tag{4.6}
\end{equation*}
$$

Now, define:

$$
\begin{aligned}
& \xi_{x}=\frac{m a_{x}}{F_{t}}=\cos (\phi) \sin (\theta) \cos (\psi)+\sin (\phi) \sin (\psi) \\
& \xi_{y}=\frac{m a_{y}}{F_{t}}=\cos (\phi) \sin (\theta) \sin (\psi)-\sin (\phi) \cos (\psi) \\
& \xi_{z}=\frac{m a_{z}}{F_{t}}=\cos (\phi) \cos (\theta)
\end{aligned}
$$

After solving:

$$
\phi=\sin ^{-1}\left(\xi_{x} \sin (\psi)-\xi_{y} \cos (\psi)\right) \quad \theta=\tan ^{-1}\left(\frac{1}{\xi_{z}} \sqrt{\xi_{x}^{2} \cos ^{2}(\psi)+\xi_{y}^{2} \sin ^{2}(\psi)}\right)
$$

These equations enable the transformation of optimal accelerations into optimal angles which are the inputs of the angular control.

### 4.3.3 Angular Control

The optimal angular control problem is:

$$
\min _{u(t)}\left\{J(x, u)=\frac{1}{2} \int_{t_{o}}^{t_{f}}\left(x^{T} Q x+u^{T} R u\right) d t\right\}
$$

Where $u(t)=\left(\tau_{\phi}(t), \tau_{\theta}(t), \tau_{\psi}(t)\right)^{T}$ and $x(t)=(p(t), q(t), r(t), \phi(t), \theta(t), \psi(t))^{T}$ Subject to the angular dynamics (2.5), (2.6), (2.7), (2.8), (2.9) and (2.10). This problem does not have analytic solution, but noting that the model is affine with respect to the input, it is possible to apply the Modified Extended Modal Series Method to solve the tracking problem. The first step is to write the system in an affine form:

$$
\left(\begin{array}{c}
\dot{p}  \tag{4.7}\\
\dot{q} \\
\dot{r} \\
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{array}\right)=\underbrace{\left(\begin{array}{c}
\frac{I_{y}-I_{z}}{I_{x}}
\end{array}\right) q r}_{F(x)} \begin{array}{c}
\left(\frac{I_{z}-I_{x}}{I_{y}}\right) p r \\
\left(\frac{I_{x}-I_{y}}{I_{z}}\right) q p \\
p+q \sin \phi \tan \theta+r \cos \phi \tan \theta \\
q \cos \phi-r \sin \phi \\
\frac{\sin \phi}{\cos \theta} q+\frac{\cos \phi}{\cos \theta} r
\end{array})+\underbrace{\left(\begin{array}{ccc}
\frac{1}{I_{x}} & 0 & 0 \\
0 & \frac{1}{I_{y}} & 0 \\
0 & 0 & \frac{1}{I_{z}} \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)}_{G(x)}\left(\begin{array}{c}
\tau_{\phi} \\
\tau_{\theta} \\
\tau_{\psi}
\end{array}\right)
$$

Then the solution of the optimal control problem is given by Pontryagin Maximum Principle equations whose solution can be approximated using the Modified Extended Modal Series Method described in chapter 3.

### 4.3.4 Motor Control

From the angular control the optimal torques are calculated: $\tau_{\phi}^{*}, \tau_{\theta}^{*}$ and $\tau_{\psi}^{*}$ and from (4.6) the desired total force is known: $F_{t}^{d}$.Now, using equations (2.1), (2.2), (2.3) and (2.4) these inputs can be translated into desired forces for each motor $F_{i}^{d}$ :

$$
\left(\begin{array}{l}
F_{1}^{d}  \tag{4.8}\\
F_{2}^{d} \\
F_{3}^{d} \\
F_{4}^{d}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
\frac{L}{\sqrt{2}} & -\frac{L}{\sqrt{2}} & -\frac{L}{\sqrt{2}} & \frac{L}{\sqrt{2}} \\
-\frac{L}{\sqrt{2}} & -\frac{L}{\sqrt{2}} & \frac{L}{\sqrt{2}} & \frac{L}{\sqrt{2}} \\
1 & -1 & 1 & -1
\end{array}\right)^{-1}\left(\begin{array}{c}
F_{t}^{d} \\
\tau_{\phi}^{d} \\
\tau_{\theta}^{d} \\
\tau_{\psi}^{d}
\end{array}\right)
$$

With this decoupling it is possible to solve only one problem for each motor. At a given instant let $\omega_{i}$ be the actual angular velocity, $\alpha_{i}$ the actual angle of attack, $F_{i}$ the actual produced force and $F_{i}^{d}$ the desired force. Since the change in $\alpha_{i}$ is assumed instantaneous while the change of $\omega_{i}$ requires time, the angle of attack is changed to the value that minimizes the error $\Delta F_{i}=\left|F_{i}^{d}-F_{i}\right|$, given that the angle of attack is bounded. It is likely that this value will be the maximum or the minimum and $\Delta F_{i} \neq 0$.

At the same time it is possible to calculate the required value of $\omega_{i}$ that would produce the desired force $F_{i}^{d}$, with an angle of attack of $\bar{\alpha}_{i}$, let $\omega_{i}^{d}$ be this value.

Now, the problem is to achieve the desired angular velocity $\omega_{i}^{d}$ in a fix amount of time $t_{f}$ (given by the sample time of the control). This can we rewritten as an optimal control problem:

$$
\min _{u}\left\{\int_{t_{o}}^{t_{f}}\left(r_{u} u^{2}\right) d t\right\} \quad \text { s.t. } \quad \dot{\omega}_{i}=K_{m_{i}}\left(u-\omega_{i}\right) \quad \omega_{i}\left(t_{o}\right)=\omega_{i} \quad \omega_{i}\left(t_{f}\right)=\omega_{i}^{d}
$$

This problem can be solved analytically. Using Pontryagin's Maximum Principle the optimal corresponding differential equations are

$$
\dot{\omega}_{i}^{*}=-K_{m_{i}} \omega_{i}--\frac{\lambda K_{m_{i}}^{2}}{2 r_{U}} \quad \dot{\lambda}^{*}=\lambda K_{m_{i}}
$$

Those solution is:

$$
\omega_{i}=\frac{K_{m_{i}}}{4 r_{u}}\left(C_{2} e^{K_{m_{i}} t}-C_{1} e^{K_{m_{i}} t}\right) \quad \lambda=C_{1} e^{K_{m_{i}} t}
$$

Using the boundary conditions the constants can be calculated as:

$$
\begin{gathered}
C_{1}=\frac{4 r_{u}\left(\omega_{i} e^{-K_{m_{i}} t_{f}}-\omega_{i}^{d} e^{-K_{m_{i}} t_{o}}\right)}{K_{m_{i}}\left(e^{K_{m_{i}}\left(t_{f}-t_{o}\right)}-e^{K_{m_{i}}\left(t_{f}-t_{o}\right)}\right)} \\
C_{2}=\frac{4 r_{u}\left(\omega_{i} e^{K_{m_{i}} t_{f}}-\omega_{i}^{d} e^{K_{m_{i}} t_{o}}\right)}{K_{m_{i}}\left(e^{K_{m_{i}}\left(t_{f}-t_{o}\right)}-e^{-K_{m_{i}}}\left(t_{f}-t_{o}\right)\right)}
\end{gathered}
$$

And finally the optimal control can be found to be:

$$
\omega_{i}^{d}=u^{*}=-\frac{C_{1} K_{m_{i}}}{2 r_{U}} e^{K_{m_{i}} t}
$$

Now, as the angular velocity of the motor increases the resulting force will increase as well. Since $\omega_{i}^{d}$ was calculated with a value for the angle of attack of $\bar{\alpha}_{i}$ which is lower than the real value of $\alpha_{i}$ (that is assumed to be saturated) the produced force will be greater than predicted.

As a consequence, after some time the real force $F_{i}$ will match the desired force $F_{i}^{d}$ for a value of $\omega_{i}<\omega_{i}^{d}$. From that point $\alpha_{i}$ will tend to $\bar{\alpha}$ in such a way that the produced force will be kept equal to $F_{i}^{d}$. Finally when $t=t_{o}$ the angular velocity will be $\omega_{i}^{d}$ and the produced force will be $F_{i}^{d}$ with an angle of attack of $\bar{\alpha}$.

### 4.4 Quaternion Control

As shown in section 2.2 quaternions are only an alternative form of representing the attitude state of the system and thus are equivalent to an Euler's angle representation in the sense that it is possible to translate from one system to another (for details see appendix A.3). As a result any quaternion controller can be regarded as an attitude controller based on Euler's angles which is translated to a quaternion system.

The main contribution of the quaternions is to provide an attitude representation of the dynamic system which does not suffer from singularities and does not involve trigonometric functions. Thus the contribution is in the representation of the dynamic system and not the controller synthesis. The quaternion control raises from the fact that it is unpractical to model the dynamic system using quaternions and then transforming back to Euler's angles to compute the control signal (this transformation defeats the purpose of the quaternion representation).

Taking that into account, there are two main differences when using the quaternion representation to design a controller:

1. Since the differential equations involve only products of the attitude state variables $p$, $q, r, q_{0}, q_{1}, q_{2}$ and $q_{3}$ it is a second order Taylor multivariable expansion. Unlike the Euler's angle representation that yields an infinite series. As a consequence the use of approximation techniques such as the EMSM may produce more accurate results given that the vector function $F(x)$ does not need to be approximated.
2. The quaternion system representation is not controllable given that the quaternion needs to be unitary. Then, it is not possible to reach every point in the state space. This can be proven differentiating the norm $|q|^{2}$ with respect to time and replacing equations 2.21.

Given that in the quaternion representation the system is not controllable pole placement control methods such as state feedback are not possible. Hence two alternatives appear: use PID controllers in cascade combination or more advanced techniques such as Backstepping or Sliding Mode Controllers. In this case three PID controllers will be used.

First the angular references are translated into quaternion references. Note that the optimal accelerations that come from the translational controller could directly produce quaternion references solving the system of nonlinear equations:

$$
\begin{gather*}
a_{x}=2 \sqrt{a_{x}^{2}+a_{y}^{2}+a_{z}^{2}}\left(q_{1} q_{3}+q_{0} q_{2}\right) \\
a_{y}=2 \sqrt{a_{x}^{2}+a_{y}^{2}+a_{z}^{2}}\left(q_{2} q_{3}-q_{0} q_{1}\right) \\
a_{z}=\sqrt{a_{x}^{2}+a_{y}^{2}+a_{z}^{2}}\left(q_{0}^{2}-q_{1}^{2}-q_{2}^{2}-q_{3}^{2}\right)-g  \tag{4.9}\\
q_{0}^{2}+q_{1}^{2}+q_{2}^{2}+q_{3}^{2}=1
\end{gather*}
$$

For $q_{0}, q_{1}, q_{2}$ and $q_{3}$.

Let $q^{d}=q_{0}^{d}+q_{1}^{d} \hat{i}+q_{2}^{d} \hat{j}+q_{3}^{d} \hat{k}$ denote the reference quaternion. The error quaternion $q^{e}$ cannot be computed as the difference between $q$ and $q^{d}$. Instead it is computed as:

$$
\begin{equation*}
q^{e}=q^{*} q^{d}=\left(q_{0}-q_{1} \hat{i}-q_{2} \hat{j}-q_{3} \hat{k}\right)\left(q_{0}^{d}+q_{1}^{d} \hat{i}+q_{2}^{d} \hat{j}+q_{3}^{d} \hat{k}\right) \tag{4.10}
\end{equation*}
$$

If $q^{e}=q_{0}^{e}+q_{1}^{e} \hat{i}+q_{2}^{e} \hat{j}+q_{3}^{e} \hat{k}$ then

$$
\begin{align*}
& q_{0}^{e}=q_{0} q_{0}^{d}+q_{1} q_{1}^{d}+q_{2} q_{2}^{d}+q_{3} q_{3}^{d} \\
& q_{1}^{e}=q_{0} q_{1}^{d}-q_{1} q_{0}^{d}-q_{2} q_{3}^{d}+q_{3} q_{2}^{d}  \tag{4.11}\\
& q_{2}^{e}=q_{0} q_{2}^{d}+q_{1} q_{3}^{d}-q_{2} q_{0}^{d}-q_{3} q_{1}^{d} \\
& q_{3}^{e}=q_{0} q_{3}^{d}-q_{1} q_{2}^{d}+q_{2} q_{1}^{d}-q_{3} q_{0}^{d}
\end{align*}
$$

Note that if $q=q^{d}$ then $q^{e}=1+0 \hat{i}+0 \hat{j}+0 \hat{k}$.
In order to relate the error quaternion components with the corresponding torques consider the hover attitude $\phi=\theta=\psi=0$ which translates to the desired quaternion $q^{d}=1+0 \hat{i}+0 \hat{j}+0 \hat{k}$. Now the error quaternion has components:

$$
q_{0}^{e}=q_{0} \quad q_{1}^{e}=-q_{1} \quad q_{2}^{e}=-q_{2} \quad q_{3}^{e}=-q_{3}
$$

Next consider three cases:

1. $q=\alpha_{0}+\alpha_{1} \hat{i}$ in this case the attitude of the quadrotor is a rotation along the $x$ axis, hence a roll torque $\tau_{\phi}$ is required to recover the hover state.
2. $q=\alpha_{0}+\alpha_{2} \hat{j}$ in this case the attitude of the quadrotor is a rotation along the $y$ axis, hence a pitch torque $\tau_{\theta}$ is required to recover the hover state.
3. $q=\alpha_{0}+\alpha_{3} \hat{k}$ in this case the attitude of the quadrotor is a rotation along the $z$ axis, hence a yaw torque $\tau_{\psi}$ is required to recover the hover state.

In each case the direction of the torque is given by the sign of $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ respectively. The direct relation between the error quaternion components $q_{1}^{e}, q_{2}^{e}$ and $q_{3}^{e}$ and the torques $\tau_{\phi}, \tau_{\theta}$ and $\tau_{\psi}$ suggest three SISO parallel controllers for three separate angular dynamics:

1. For $\phi$ :

$$
\begin{equation*}
\dot{p} \approx \frac{\tau_{\phi}}{I_{x}} \quad \dot{q}_{1}=\frac{1}{2} p \quad \Longleftrightarrow \quad H_{p}(s)=\frac{1}{2 I_{x} s^{2}} \tag{4.12}
\end{equation*}
$$

2. For $\theta$ :

$$
\begin{equation*}
\dot{q} \approx \frac{\tau_{\theta}}{I_{y}} \quad \dot{q}_{2}=\frac{1}{2} q \quad \Longleftrightarrow \quad H_{q}(s)=\frac{1}{2 I_{y} s^{2}} \tag{4.13}
\end{equation*}
$$

3. For $\psi$ :

$$
\begin{equation*}
\dot{r} \approx \frac{\tau_{\psi}}{I_{z}} \quad \dot{q}_{3}=\frac{1}{2} r \quad \Longleftrightarrow \quad H_{r}(s)=\frac{1}{2 I_{z} s^{2}} \tag{4.14}
\end{equation*}
$$

The three transfer functions (4.12), (4.13), (4.14) were obtained assuming that the products $p q, q r, p r$ are negligible and near hover attitude. However, the analysis can be extended to any attitude because of the rotational invariance of the complete attitude dynamics. Each transfer function has two poles in the origin and so a P controller will make the system
marginally stable. Thus PID controllers are required. The tuning is done using the transfer functions 4.12, 4.13 and 4.14: Consider the usual PID controller:

$$
\begin{equation*}
C(s)=\frac{k_{i}+s k_{p}+s^{2} k_{d}}{s} \tag{4.15}
\end{equation*}
$$

And the transfer function

$$
\begin{equation*}
H(s)=\frac{1}{2 I s^{2}} \tag{4.16}
\end{equation*}
$$

If $p_{1}, p_{2}$ and $p_{3}$ are the desired poles then after a straight forward computation

$$
\begin{gather*}
k_{d}=-2 I\left(p_{1}+p_{2}+p_{3}\right) \\
k_{p}=2 I\left(p_{1} p_{2}+p_{1} p_{3}+p_{2} p_{3}\right)  \tag{4.17}\\
k_{i}=-2 i p_{1} p_{2} p_{3}
\end{gather*}
$$

Recalling that the quaternion control refers to the attitude control using the quaternionbased model it is necessary to clarify how it integrates in the overall control architecture of figure 4.1. First of all the input references $\phi^{*}, \theta^{*}, \psi^{*}$ are translated into the reference quaternion $q^{d}$.

Now, unlike the angular control which is an optimal open loop control, the PID quaternion based control is intrinsically closed loop requiring the measurement of the state variables to produce a control signal. Given that these measurements are not available for every sample time the attitude model of the quadrotor is used instead. The result is shown in figure 4.2.


Figure 4.2: Angular and Quaternion controllers.
To summarize, given a desired trajectory an off-line discrete optimal control problem with sample time $T_{s}$ is solved in order to compute the translational position and velocity references regarding the system as a particle in space. These references are then feed to the translational optimal controller which is has a closed form control law with horizon of prediction $T_{h, t}$ and sample time $T_{s, t}=T_{s}$.

The output of the translational controller are optimal translational accelerations $a_{x}^{*}[k]$, $a_{y}^{*}[k]$ and $a_{z}^{*}[k]$, the first of which is translated into angular references $\phi^{*}, \theta^{*}$ and $\psi^{*}$ that are
the input to the optimal angular controller. This control has horizon of prediction $T_{h, a}=T_{s, t}$ and sample time $T_{s, a}$.

The output of the angular controller are optimal torques $\tau_{\phi}^{*}[k], \tau_{\theta}^{*}[k]$ and $\tau_{\psi}^{*}[k]$, which together with the optimal thrust $F_{T}^{*}[k]$ (calculated from $a_{x}^{*}[k], a_{y}^{*}[k]$ and $a_{z}^{*}[k]$ ) give the desired forces and torques for each motor $F_{i}^{*}[k], \tau_{i}^{*}[k]$. Next, first one of these forces becomes the reference of each motor control, which is also an optimal controller with prediction horizon $T_{h, c}=T_{s, a}$ and sample time $T_{s, c}$.

At last, the output of these controllers are the inputs of the model, namely, the optimal angular velocities $\omega_{i}^{*}$ and angles of attack $\alpha_{i}^{*}$. The loop closes when after a time $T_{s, t}$ the translational state variables are used to solve the new optimal translational control problem and the process is repeated.

It is important to note that this type of architecture implies that the angular and motor control are open loop controllers and the only time when the sensed state variables are used is then the translational loop closes. Meaning that if $T_{h, a}=n_{a} T_{s, a}$, then only in the initial time the measured angular positions will be used in the OCP, for the remaining $n_{a}-1$ computations of the control signal the predicted angular position is used.

The time diagram of this process is shown in figure 4.3


Figure 4.3: Time diagram of the control architecture. The red vertical lines are the times when the loop closes and the measured state variables are available. The prediction horizons are in purple, while the sample times are in green. Note that $T_{s, t}=T_{s}, T_{h, a}=T_{s, t}$ and $T_{h, c}=T_{s, c}$

## Chapter 5

## Results

This chapter presents the simulation results of the complete control system applied to the variable pitch quadrotor model. The main objective is to test the proposed Nonlinear Model Predictive Control based on the Extended Modal Series Method, this is done in two ways: first the performance of the EMSM controller is analyzed independently and then comparing to the Quaternion based control. In both instances two criteria are used: the Parametric Uncertainty and External Disturbance Robustness.

All simulations were carried out in Simulink with fixed step size and ODE solver RungeKutta, the parametric values are shown in appendix A.4. In section 5.1 the trajectories used during the simulations are detailed and explained.

The main results are presented in the following sections. Section 5.2 explains the processing of the simulation output data and analysis methodology. Finally sections 5.3, 5.4 and 5.5 present the complete results with the corresponding analysis. The last section addresses conclusions and future work.

### 5.1 Trajectories

The trajectories used to test the algorithm are all rectilinear, i.e. formed by concatenation of linear segments. This is done because the most common way to generate trajectories is through the use of waypoints, which are reference positions in space connected by linear displacements.

The time of each linear segment is the same ( 1 second). Thus, they are only defined by the end points of each segment (given that the starting point is the end of the previous segment). Three trajectories with increasing aggressiveness corresponding to different shapes are considered (figures 5.1, 5.2 and 5.3). In order to further test the controllers each trajectory has three variations changing the length the linear segment ( $L_{1}=1[\mathrm{~m}], L_{2}=1.5[\mathrm{~m}]$ and $\left.L_{3}=2[\mathrm{~m}]\right)$. All the trajectories start at the origin and the first segment corresponds to the take-off.

The three trajectories are:

1. First trajectory: it is a movement in the $x y$ plane keeping the altitude constant. The diamond shape in the plane guarantees a change of velocity in only one direction at the time alternating between the $x$ and $y$ direction. This is a change of direction of

180 degrees. The complete trajectory in space and the corresponding components are shown in figure 5.1 (for line segment length $L_{3}$ ).


Figure 5.1: First trajectory with segment length $L_{3}$
2. Second trajectory: This second trajectory includes non-aggressive changes in altitude. The $y$ trajectory is very similar to the first case while the $x$ trajectory has a more aggressive turn at the beginning. As before the complete trajectory and in each component is shown in figure 5.2 for segment length $L_{3}$.


Figure 5.2: Second trajectory with segment length $L_{3}$
3. Third trajectory: This third and final trajectory shown in figure 5.3 exhibits a very aggressive change in altitude. The movement in the $y$ axis is the less aggressive of the three with pauses between changes of direction, while the movement in the $x$ axis is more aggressive with two strong changes of direction, that require a higher acceleration and deceleration.


Figure 5.3: Third trajectory with segment length $L_{3}$

### 5.2 Presentation of the Results

The Extended Modal Series Method controller was tested using two criteria:

- Parameter Uncertainty: This approach aims to unveil the effect that a change in the values of a set of parameters in the model has in the controller performance. The selected parameters for parameter variation were the moments of inertia $I_{x}, I_{y}, I_{z}$ and the mass $M$. The percentage of variation was $80 \%, 90 \%, 110 \%$ and $120 \%$ for all the parameters. Seeking to appreciate the effect that every parameter change had on the control performance, all the parameters were changed one by one. As a result for a fix trajectory and segment length this criteria required 17 simulations, 4 for each parameter corresponding to the percentage variations and the reference with nominal values.
- External Disturbances: The external disturbances are perturbations on the model represented by offsets in the state variables. Although the quadrotor model has 12 state variables the most common and significant perturbations occur in the $v_{x}$ and $v_{y}$ states and emulate side wind currents. These perturbations have three parameters: magnitude, duration and direction. The chosen values for these parameters are:
- Magnitude: $M_{1}=0.5[\mathrm{~m} / \mathrm{s}]$ and $M_{2}=1[\mathrm{~m} / \mathrm{s}]$.
- Duration: $30 \%$ (from $40 \%$ to $70 \%$ of the total time interval), and $60 \%$ (from $20 \%$ to $80 \%$ of the total time interval).
- Direction: 0 [rad], $\pi / 4$ [rad], $\pi / 2$ [rad], $3 \pi / 4$ [rad], $\pi$ [rad], $5 \pi / 4$ [rad], $3 \pi / 2$ [rad], $7 \pi / 4$ [rad].

Hence, for a given trajectory and segment length 33 simulations were required, 32 corresponding to the product of possible magnitudes, durations and directions and the reference one without any perturbation.

Two types of overall results were investigated:

1. Performance of the EMSM controller: In first instance the robustness of the EMSM controller is tested in face of parameter uncertainty and external disturbances. The first criteria explores the critical model parameters by comparing the performance while varying the values in the simulation model for each of the selected parameters. The second criteria presents the general response of the control to perturbations characterized by different magnitudes, duration and orientation. With the purpose of evaluating the performance of the EMSM the results of all the simulations were normalized with respect to the reference results (the ones obtained without any parameter variation and external disturbance), in the tables these results are labeled as EMSM Reference Normalized.
2. Comparison with the Quaternion controller: Given that the most common control used in the variable pitch quadrotor is a Quaternion-based one, it is natural to compare it
with the proposed controller. Once more these results are divided into parameter uncertainty and external disturbance criteria. With the objective of comparing the performance of the Quadrotor-based controller all the simulation results were normalized with respect to the EMSM reference results (the ones obtained without any parameter variation and external disturbance). This is done for the parameter uncertainty and external disturbance perturbations, in the tables these results are labeled as $Q / E$ Normalized.

The variables used to measure the performance of the control were:

- Square of the norm 2 of the state variables error, denoted $\|\delta p\|,\|\delta q\|,\|\delta r\|,\|\delta \phi\|$, $\|\delta \theta\|,\|\delta \psi\|,\left\|\delta v_{x}\right\|,\left\|\delta v_{y}\right\|,\left\|\delta v_{z}\right\|,\|\delta x\|,\|\delta y\|$ and $\|\delta z\|$.
- Square of the norm 2 of the average energy $\|u\|$, is the average signal energy over the four control signals.

This set of variables is called Performance Variables and to avoid long table captions they appear in all the result tables. For a single trajectory and a given segment length the behavior of the quadrotor during the simulations may be affected by the shape of the trajectory. For instance, if during the velocity disturbance the quadrotor is moving in the direction of the disturbance the position error may be higher than if the quadrotor was moving in a direction perpendicular to the disturbance. These magnifications of the errors produced by the trajectory itself are unavoidable. Thus, in order to obtain trajectory independent conclusions before analysis the results of each trajectory $T_{1}, T_{2}$ and $T_{3}$ with segment length $L_{1}$ were averaged. Taking into account the above description 4 tables were used for the analysis:

1. Table 5.3 shows the EMSM Reference Normalized parametric uncertainty results averaged over the three trajectories with segment length $L_{1}$.
2. Table 5.4 shows the $Q / E$ Normalized parametric uncertainty results averaged over the three trajectories with segment length $L_{1}$.
3. Table 5.5 shows the EMSM Reference Normalized external disturbance results averaged over the three trajectories with segment length $L_{1}$.
4. Table 5.6 shows the $Q / E$ Normalized external disturbance results averaged over the three trajectories with segment length $L_{1}$.

In the four tables, the final two rows show the mean and standard deviation of each measured variable (each column). These values represent the global behavior of the variable across every case in both the parametric uncertainty and external disturbance simulations for reference normalization and $Q / E$ normalization.

The reason why tables 5.3, 5.4, 5.5 and 5.6 are not averaged over all the segment lengths is because for $L_{2}$ and $L_{3}$ the Quaternion controller is unable to control the quadrotor for some cases, and thus the comparison is meaningless. However, it is still possible to average the performance variables in the cases that can be controlled for every trajectory and segment length, the corresponding results are arrange in the following tables:

1. Table 5.7 shows the EMSM Reference Normalized parametric uncertainty results averaged over all the performance variables for each trajectory and segment length.
2. Table 5.8 shows the $Q / E$ Normalized parametric uncertainty results averaged over all the performance variables for each trajectory and segment length.
3. Table 5.9 shows the EMSM Reference Normalized external disturbance results averaged over all the performance variables for each trajectory and segment length.
4. Table 5.10 shows the $Q / E$ Normalized external disturbance results averaged over all the performance variables for each trajectory and segment length.
As stated before the values in these tables give a global indication of the measured variables behavior across all the cases (the ones that could be controlled). Although the results of tables $5.7,5.8,5.9$ and 5.10 are not averaged by trajectory or segment length in a sense they are independent of the trajectory because the particular effect that the trajectory may have on a single case is averaged over the remaining cases.

Since the tables 5.7, 5.8, 5.9 and 5.10 are all normalized with respect to the nominal EMSM controller performance it is necessary to specifically present this performance, which is shown in table 5.1. The first three rows present the EMSM controller performance for each trajectory corresponding to segment length $L_{1}$, while the last row contains the mean which are the values used to normalize the remaining results.

| Tra | $\\|\delta p\\|$ | \|| $\delta q \\|$ | $\\|\delta r\\|$ | \| $\delta$ | $\|\delta \theta\| \mid$ | $\\|\delta \psi\\|$ | $\mid \delta v^{\prime}$ | $\left\\|\delta v_{y}\right\\|$ | \| $\delta v$ | \| $\delta x\|\mid$ | \| $\delta y \\|$ | \| $\delta z \\|$ | 相 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Und. | rad/s |  |  | rad |  |  | $\mathrm{m} / \mathrm{s}$ |  |  | m |  |  | $\times 10^{11}$ |
| $T_{1}$ | 0.0492 | 0.0419 | 0.0326 | 0.0014 | 0.0011 | 0.0002 | 0.0607 | 0.0675 | 0.0183 | 0.0043 | 0.0034 | 0.0007 | 501106 |
| $T_{2}$ | 0.0764 | 0.0931 | 0.4262 | 0.0013 | 0.0013 | 0.0054 | 0.1689 | 0.1516 | 0.038 | 0.0053 | 0.0050 | . 0018 | 113945 |
| $T_{3}$ | 0.0380 | 0.0973 | 1.3478 | 0.0013 | 0.0011 | 0.0109 | 0.1516 | 0.0379 | 0.1221 | 0.0055 | 0.0026 | 0.0044 | 281598 |
| Mean | 0.0545 | 0.0774 | 0.6022 | 0.0013 | 0.0012 | 0.0055 | 0.1271 | 0.0856 | 0.0596 | 0.0051 | 0.0037 | 0.0023 | 148551 |

Table 5.1: Nominal Results
Table 5.2 shows the color coding used to analyze the table results.

| Color | $\min$ | $\max$ | Meaning |
| :---: | :---: | :---: | :---: |
|  | - | 0.25 | 4 times better |
|  | 0.25 | 1.1 | 1.1 to 4 times better |
|  | 0.9 | 1.1 | almost the same |
|  | 2 | 4 | 4 to 1.1 times worse |
|  | 4 | - | 4 times worse |
|  | NaN |  |  |

Table 5.2: Color Coding
For the EMSM Reference Normalized tables, cells with color and indicate that the results of the reference were better than the corresponding case, while cells with color $\square$ and indicate that the current simulation results were better than the reference ones. For the $Q / E$ Normalized tables, cells with color $\square$ and indicate that the Quaternion results were better than EMSM ones, while cells with color $\square$ and $\square$ indicate that the EMSM results were better than the Quaternion.

### 5.3 Parametric Uncertainty Robustness

This section analyzes the parametric uncertainty robustness of the proposed controller.

### 5.3.1 EMSM Controller

| Par. | \% | \|| $\delta p \\|$ | \| $\mid$ qq\\| | $\\|\delta r\\|$ | $\\|\delta \phi\\|$ | $\\|\delta \theta\\|$ | \|| $\delta \psi \\|$ | $\left\\|\delta v_{x}\right\\|$ | $\left\\|\delta v_{y}\right\\|$ | \| $\delta v_{z} \\|$ | \| $\delta x\|\mid$ | \|| $\delta y\|\mid$ | \| $\delta z \\|$ | $\\|u\\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ref | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $I_{x}$ | 0.6 | 21.0 | 1.35 | 4.78 | 9.64 | 0.95 | 3.67 | 1.02 | 1.18 | 0.95 | 1.1 | 1.30 | 0.8 | 2.61 |
|  | 0.8 | 0.77 | 1.15 | 2.57 | 1.01 | 1.16 | 2.25 | 1.01 | 0.93 | 0.96 | 1.13 | 0.81 | 0.92 | 0.91 |
|  | 1.2 | 1.48 | 1.20 | 0.93 | 1.47 | 1.32 | 0.85 | 0.95 | 0.80 | 1.01 | 0.88 | 0.93 | 1.06 | 0.87 |
|  | 1.4 | 2.00 | 1.03 | 0.98 | 1.28 | 1.09 | 0.76 | 1.04 | 0.96 | 1.08 | 1.10 | 0.88 | 1.20 | 0.95 |
| $I_{y}$ | 0.6 | 1.03 | 8.97 | 2.39 | 1.28 | 5.36 | 1.87 | 1.04 | 0.97 | 0.98 | 0.99 | 0.97 | 0.94 | 1.62 |
|  | 0.8 | 0.93 | 1.22 | 0.62 | 0.92 | 1.01 | 0.61 | 1.06 | 0.98 | 1.04 | 1.01 | 1.20 | 0.94 | 0.80 |
|  | 1.2 | 0.83 | 1.53 | 0.57 | 0.99 | 1.28 | 0.49 | 1.02 | 0.95 | 1.01 | 1.02 | 0.96 | 0.90 | 0.75 |
|  | 1.4 | 0.89 | 2.08 | 0.46 | 0.98 | 1.65 | 0.40 | 1.00 | 0.90 | 0.94 | 1.23 | 1.00 | 0.87 | 0.75 |
| $I_{z}$ | 0.6 | 1.00 | 1.05 | 0.81 | 1.03 | 1.04 | 0.43 | 1.00 | 0.84 | 0.98 | . 04 | 0.77 | 0.93 | 0.67 |
|  | 0.8 | 0.86 | 1.09 | 0.59 | 1.08 | 1.21 | 0.57 | 1.04 | 0.91 | 0.94 | 0.91 | 0.93 | 0.84 | 0.80 |
|  | 1.2 | 0.89 | 1.18 | 1.24 | 0.99 | 1.00 | 1.18 | 1.04 | 0.95 | 0.97 | 1.07 | 1.06 | 0.78 | 1.21 |
|  | 1.4 | 0.92 | 1.17 | 0.74 | 1.24 | 1.09 | 0.70 | 1.04 | 0.92 | 1.02 | 0.99 | 0.68 | 1.05 | 0.98 |
| M | 0.8 | 1.09 | 1.59 | 1.16 | 1.15 | 1.12 | 0.90 | 1.44 | 1.29 | 1.24 | 1.54 | 1.36 | 7.6 | 0.98 |
|  | 0.9 | 1.11 | 1.19 | 2.90 | 1.05 | 1.12 | 2.43 | 1.21 | 1.21 | 1.05 | 1.25 | 1.14 | 3.17 | 1.35 |
|  | 1.1 | 0.86 | 0.94 | 0.47 | 1.01 | 1.14 | 0.50 | 0.96 | 0.85 | 0.94 | 0.95 | 0.80 | 1.49 | 0.70 |
|  | 1.2 | 0.75 | 0.89 | 0.13 | 0.95 | 1.15 | 0.2 | 0.7 | 0.71 | 0.96 | 0.55 | 0.6 | 6.2 | 0.59 |
| Mean |  | 2.20 | 1.68 | 1.31 | 1.59 | 1.39 | 1.11 | 1.04 | 0.96 | 1.00 | 1.05 | 0.97 | 1.81 | 1.03 |
| STD |  | 4.86 | 1.89 | 1.18 | 2.07 | 1.03 | 0.92 | 0.13 | 0.14 | 0.07 | 0.20 | 0.19 | 2.01 | 0.48 |

Table 5.3: EMSM Reference Normalized Parametric Uncertainty
At first glance table 5.3 shows that the main differences appear in the angular states rather than the translational states except for in the variation of mass. These results are coherent, since the moments of inertia belong to the attitude dynamics while the mass is located in the translational dynamic model. The effect of the mass on the attitude states can be explained by the fact that the attitude loop is contained inside the translational loop.

The complete performance of the angular rate of change state variables translates almost exactly to the angular states. This is expected given that in rough terms the second variables are an integration of the first ones. Another expected result is the direct effect of mass variation in the $z$ state variable

Besides this preliminar analysis there are no other clear patterns in the table. For almost every case some performance variables exhibit a better result while others present the opposite behavior. Thus, no clear critical parameter is revealed. The mean values for each performance variable indicate that the most sensible state variables are the $p$ and $q$ angular rates of change, the $\phi$ and $\theta$ angles and the height $z$.

Looking at the average energy of the control signals many cases present a decrease with respect to the reference, but there is no clear trend and also in average over all the cases the used energy is the same.

The results in table 5.3 indicate that the EMSM controller is very robust with respect to parametric uncertainty with particular expected results such as the direct effect of the mass uncertainty in the height error and the global effect of the moments of inertia changes in the attitude state variables.

### 5.3.2 EMSM and Quaternion Controllers

| Par. | \% | \|| $\delta p$ \|| | \|| $\delta q \\|$ | \|| $\delta r \\|$ | \|| $\delta \phi\|\mid$ | \|| $\delta \theta\|\mid$ | \|| $\delta \psi \\|$ | \|| $\delta v_{x}$ | $\left\\|\delta v_{y}\right\\|$ | $\left\\|\delta v_{z}\right\\|$ | $\\|\delta x\\|$ | \|| $\delta y \\|$ | \|| $\delta z \\|$ | \||u| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ref | 0 | 7.21 | 7.80 | 1.86 | 2.66 | 2.83 | 1.21 | 1.03 | 1.13 | 0.97 | 0.91 | 0.98 | 0.79 | 1.35 |
| $I_{x}$ | 0.6 | 7.41 | 4.88 | 0.93 | 1.21 | 1.89 | 0.69 | 1.05 | 1.03 | 1.06 | 1.18 | 1.12 | 0.94 | 0.88 |
|  | 0.8 | 24.6 | 7.66 | 4.52 | 5.51 | 3.13 | 3.39 | 1.07 | 1.10 | 0.95 | 1.04 | 0.97 | 1.02 | 2.85 |
|  | 1.2 | 13.9 | 6.05 | 4.34 | 4.98 | 3.29 | 3.09 | 1.16 | 1.06 | 1.03 | 1.09 | 0.90 | 1.02 | 2.84 |
|  | 1.4 | 74.6 | 19.2 | 7.50 | 10.5 | 6.93 | 6.89 | 1.05 | 1.43 | 1.17 | 0.98 | 0.80 | 1.37 | 7.04 |
| $I_{y}$ | 0.6 | 5.50 | 14.0 | 1.09 | 2.06 | 1.33 | 0.72 | 0.95 | 1.10 | 1.07 | 1.00 | 1.03 | 0.97 | 0.96 |
|  | 0.8 | 7.09 | 10.9 | 4.83 | 3.78 | 2.74 | 2.57 | 1.04 | 1.05 | 0.96 | 1.25 | 0.96 | 1.14 | 3.12 |
|  | 1.2 | 16.9 | 9.76 | 3.85 | 5.99 | 3.43 | 3.09 | 1.25 | 1.09 | 1.04 | 1.28 | 0.96 | 0.95 | 2.66 |
|  | 1.4 | 12.3 | 15.8 | 3.80 | 3.99 | 6.21 | 2.78 | 1.10 | 1.21 | 0.99 | 1.08 | 1.15 | 0.97 | 2.54 |
| $I_{z}$ | 0.6 | - | - | - | - | - | - | - | - | - | - | - | - | - |
|  | 0.8 | 1082 | 469. | 1086 | 138. | 61.4 | 770. | 1.83 | 2.55 | 5.08 | 0.92 | 1.16 | 29.3 | 137. |
|  | 1.2 | 6.04 | 5.59 | 1.49 | 2.47 | 2.21 | 1.30 | 1.11 | 1.10 | 0.95 | 1.16 | 0.99 | 0.90 | 1.44 |
|  | 1.4 | 8.46 | 7.15 | 2.70 | 2.86 | 2.67 | 2.01 | 1.06 | 1.14 | 1.00 | 1.15 | 1.29 | 1.10 | 1.93 |
| M | 0.8 | 227. | 167. | 422. | 27.6 | 16.2 | 442. | 2.22 | 1.63 | 2.47 | 1.61 | 1.50 | 7.36 | 71.1 |
|  | 0.9 | 49.5 | 24.9 | 4.99 | 10.2 | 6.24 | 4.26 | 1.34 | 1.43 | 1.19 | 1.38 | 0.93 | 2.69 | 5.09 |
|  | 1.1 | 4.35 | 4.26 | 0.99 | 1.69 | 1.90 | 0.78 | 0.91 | 0.92 | 0.95 | 0.65 | 0.69 | 2.47 | 0.95 |
|  | 1.2 | 5.01 | 3.38 | 0.62 | 1.79 | 1.55 | 0.47 | 0.83 | 0.85 | 0.98 | 0.70 | 0.73 | 7.24 | 0.82 |
| Mean |  | 97.1 | 48.7 | 97.0 | 14.0 | 7.76 | 77.8 | 1.19 | 1.24 | 1.37 | 1.09 | 1.01 | 3.77 | 15.2 |
| STD |  | 268. | 119. | 283. | 33.6 | 14.7 | 214. | 0.35 | 0.40 | 1.05 | 0.23 | 0.20 | 7.15 | 36.8 |

Table 5.4: Q/E Normalized Parametric Uncertainty
Table 5.4 compares the performance of the EMSM controller with the Quaternion controller for parametric uncertainty. Three trends are highly noticeable:

1. Almost for every case the EMSM is better than the Quaternion control with respect to the attitude states. This is a very important result since it shows that the overall performance of the proposed controller is better than the benchmark, with respect to parametric uncertainty and also in the reference case.
It is important to keep in mind that this is a normalized result, meaning that it is not absolute in the sense that very low values do not directly indicate that the EMSM is a very good controller. What low values mean, is that the EMSM control is better than the Quaternion-based one, but it could happen that for certain cases the performance of the Quaternion control is very poor while the EMSM remains the same.
2. The empty row corresponding to the $80 \%$ variation of the $I_{z}$ moment of inertia. This happened because in that particular case the Quaternion control was unable to control the system and as a result the comparison was meaningless. A side effect of this is
presented in the following row. The extremely low values for the $90 \%$ variation of the $I_{z}$ moment of inertia most likely indicate that in this case the Quaternion control provided very poor performance (almost unable to control the system).
3. Compared with the attitude states, the translational states show little difference. This is a consequence of the fact that both the EMSM and Quaternion controllers are in the attitude loop, while the translational control is the same. Hence this means that despite the difference in the performance of the attitude controllers, the translational control is able to compensate for them and provide similar results in both cases. Of course, this is a global analysis and there are small particular differences for given cases and performance variables.

Several conclusions can be drawn from this analysis: first that the EMSM is much more robust than the Quaternion control with respect to parameter uncertainty, second that the overall performance of the EMSM is much better than the Quaternion control and finally that despite the differences the translational control is able to compensate for them and provide similar results for both controllers.

### 5.4 External Disturbance Robustness

This section analyzes the external disturbance robustness of the proposed controller.

### 5.4.1 EMSM Controller

Table 5.5 shows the EMSM Reference Normalized results with respect to external disturbances. Several clear patterns can be noted:

1. There is a clear global increase in the error of the $v_{x}, v_{y}, x$ and $y$ state variables. This is a direct consequence of the wind perturbations.
2. As for the attitude state variables, $q$ shows a minor error increase but not significant. On the other hand the attitude state variables $r$ and $\psi$ exhibit a significant improvement. This effect is more difficult to explain, however a possible explanation is that the continuous perturbations produce a constant attitude correction which not only compensates for the external disturbances but as a side effect improves the $r$ and $\psi$ errors.
3. In most cases the average energy is less than the reference case. However not very significantly.

Beside these patterns the remaining performance variables remain the same with very low standard deviation, meaning that in general the EMSM controller is very robust with respect to external disturbances.

| mag | $T$ | ori | $\\|\delta p\\|$ | \|| $\delta q \\|$ | $\\|\delta r\\|$ | $\\|\delta \phi\\|$ | \|| $\delta \theta \\|$ | $\\| \delta \psi \mid$ | $\\| \delta v_{x}$ | $\\| \delta v_{y}$ | $\left\|\left\|\delta v_{z}\right\|\right.$ | $\|\delta x\| \mid$ | \| $\delta$ y \\| | $\mid \delta z \\|$ | $\\|u\\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ref | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $M_{1}$ | 30\% | 0 | 0.91 | 1.18 | 1.57 | 1.03 | 0.96 | 1.29 | 1.47 | 0.94 | 0.98 | 2.38 | 1.10 | 0.91 | 0.90 |
|  |  | $\pi / 4$ | 1.11 | 1.21 | 1.42 | 1.03 | 1.20 | 1.26 | 1.15 | 1.52 | 1.06 | 1.66 | 2.06 | 1.05 | 0.96 |
|  |  | $\pi / 2$ | 0.91 | 1.18 | 0.60 | 1.03 | 1.18 | 0.56 | 1.02 | 1.96 | 0.93 | 1.10 | 2.84 | 0.88 | 0.77 |
|  |  | $3 \pi / 4$ | 0.87 | 1.09 | 2.02 | 0.95 | 1.14 | 1.82 | 1.49 | 1.48 | 0.96 | 2.34 | 1.66 | 0.69 | 0.96 |
|  |  | $\pi$ | 0.90 | 1.04 | 0.60 | 0.96 | 1.06 | 0.56 | 1.98 | 0.94 | 0.98 | 3.48 | 0.96 | 0.81 | 0.71 |
|  |  | $5 \pi / 4$ | 0.89 | 1.07 | 0.30 | 0.93 | 1.02 | 0.36 | 1.44 | 1.68 | 0.95 | 2.02 | 3.18 | 1.02 | 0.61 |
|  |  | $3 \pi / 2$ | 0.87 | 1.01 | 0.51 | 0.86 | 1.13 | 0.47 | 0.95 | 2.28 | 1.02 | 0.85 | 5.01 | 0.89 | 0.69 |
|  |  | $7 \pi / 4$ | 0.89 | 1.08 | 0.42 | 1.01 | 0.92 | 0.40 | 1.19 | 1.54 | 1.02 | 1.49 | 2.90 | 0.99 | 0.68 |
|  | 60\% | 0 | 0.93 | 1.04 | 0.66 | 1.09 | 1.15 | 0.49 | 2.53 | 0.96 | 0.99 | 4.99 | 1.17 | 0.94 | 0.80 |
|  |  | $\pi / 4$ | 0.93 | 1.23 | 0.60 | 0.95 | 1.06 | 0.59 | 1.75 | 1.97 | 0.98 | 3.09 | 3.40 | 0.85 | 0.72 |
|  |  | $\pi / 2$ | 1.04 | 1.24 | 0.66 | 1.02 | 1.25 | 0.65 | 1.05 | 3.42 | 1.03 | 1.09 | 6.46 | 0.90 | 0.91 |
|  |  | $3 \pi / 4$ | 1.04 | 1.14 | 0.96 | 1.17 | 1.05 | 0.76 | 1.71 | 2.14 | 0.93 | 3.21 | 3.56 | 0.79 | 0.88 |
|  |  | $\pi$ | 0.78 | 1.27 | 0.44 | 1.05 | 1.09 | 0.40 | 2.47 | 0.91 | 0.94 | 5.16 | 0.87 | 0.88 | 0.64 |
|  |  | $5 \pi / 4$ | 0.98 | 1.40 | 1.22 | 1.03 | 1.29 | 0.91 | 1.67 | 2.31 | 0.99 | 3.07 | 4.78 | 1.10 | 1.00 |
|  |  | $3 \pi / 2$ | 1.10 | 1.14 | 1.28 | 1.07 | 1.18 | 0.98 | 1.04 | 3.26 | 1.01 | 0.97 | 7.45 | 0.90 | 0.92 |
|  |  | $7 \pi / 4$ | 0.94 | 1.12 | 0.45 | 1.07 | 1.16 | 0.67 | 1.71 | 2.19 | 0.97 | 2.91 | 4.47 | 0.86 | 0.73 |
| $M_{2}$ | 30\% | 0 | 1.01 | 1.35 | 0.71 | 1.40 | 1.05 | 0.77 | 3.21 | 0.93 | 1.02 | 7.41 | 0.89 | 1.10 | 0.93 |
|  |  | $\pi / 4$ | 0.92 | 1.16 | 0.47 | 0.96 | 1.21 | 0.54 | 2.04 | 3.07 | 0.91 | 3.96 | 5.25 | 0.80 | 0.76 |
|  |  | $\pi / 2$ | 0.97 | 1.15 | 0.50 | 1.00 | 1.23 | 0.40 | 1.04 | 5.21 | 0.98 | 1.11 | 10.1 | 1.07 | 0.67 |
|  |  | $3 \pi / 4$ | 0.96 | 1.18 | 0.45 | 0.90 | 1.06 | 0.42 | 2.50 | 2.89 | 0.93 | 5.34 | 4.99 | 0.86 | 0.77 |
|  |  | $\pi$ | 0.91 | 1.17 | 0.36 | 1.07 | 0.97 | 0.32 | 4.00 | 0.87 | 1.04 | 9.13 | 0.90 | 0.85 | 0.67 |
|  |  | 5 $\pi / 4$ | 0.99 | 1.19 | 1.04 | 1.06 | 1.15 | 0.91 | 2.69 | 3.55 | 1.09 | 5.49 | 8.19 | 1.25 | 0.97 |
|  |  | 3m/2 | 1.13 | 1.25 | 1.05 | 1.12 | 1.23 | 0.84 | 1.02 | 6.01 | 0.86 | 1.07 | 14.5 | 0.76 | 0.92 |
|  |  | 7 7 /4 | 1.06 | 1.17 | 0.78 | 0.94 | 1.08 | 0.60 | 2.02 | 3.42 | 0.94 | 3.95 | 7.68 | 0.78 | 0.88 |
|  | 60\% | 0 | 1.03 | 1.36 | 0.85 | 1.13 | 1.08 | 0.80 | 7.01 | 0.98 | 0.97 | 17.1 | 1.10 | 0.86 | 1.06 |
|  |  | $\pi / 4$ | 1.06 | 1.18 | 1.11 | 1.18 | 0.99 | 0.82 | 4.11 | 5.53 | 1.02 | 9.06 | 11.0 | 0.88 | 0.84 |
|  |  | $\pi / 2$ | 1.45 | 1.14 | 0.86 | 1.26 | 1.16 | 0.90 | 1.02 | 10.5 | 0.96 | 0.94 | 22.8 | 0.95 | 1.01 |
|  |  | $3 \pi / 4$ | 1.20 | 1.34 | 1.65 | 1.02 | 1.05 | 1.32 | 4.06 | 6.14 | 0.96 | 9.97 | 12.1 | 1.01 | 1.24 |
|  |  | $\pi$ | 0.93 | 1.30 | 0.86 | 1.14 | 1.22 | 0.83 | 7.18 | 0.99 | 0.98 | 18.4 | 0.98 | 0.90 | 0.96 |
|  |  | 5 $\pi / 4$ | 1.08 | 1.20 | 0.46 | 1.03 | 1.12 | 0.38 | 3.94 | 6.17 | 1.05 | 9.31 | 14.7 | 0.81 | 0.72 |
|  |  | $3 \pi / 2$ | 1.28 | 0.99 | 0.77 | 1.13 | 1.09 | 0.60 | 1.07 | 10.8 | 0.97 | 1.22 | 26.5 | 0.77 | 0.91 |
|  |  | $7 \pi / 4$ | 1.13 | 1.27 | 0.81 | 1.15 | 1.21 | 0.66 | 3.86 | 5.79 | 0.96 | 8.59 | 14.0 | 0.86 | 0.83 |
| Mean |  |  | 1.01 | 1.18 | 0.83 | 1.05 | 1.11 | 0.74 | 2.31 | 3.13 | 0.98 | 4.63 | 6.33 | 0.91 | 0.85 |
| STD |  |  | 0.13 | 0.10 | 0.41 | 0.10 | 0.09 | 0.33 | 1.60 | 2.60 | 0.04 | 4.41 | 6.40 | 0.11 | 0.14 |

Table 5.5: EMSM Reference Normalized External Disturbance

### 5.4.2 EMSM and Quaternion Controllers

In table 5.6 the $Q / E$ normalized external disturbance response is presented. This table shares many similarities with table 5.4 and the same analysis can be applied, namely:

1. Globally the attitude states present a lower average error with the EMSM controller than with the Quaternion based one.
2. In this instance two cases cannot be presented because the Quaternion control was unable to control the system (magnitude $M_{1}$, duration $30 \%$, orientation $\pi$ and magnitude $M_{2}$, duration $60 \%$, orientation $\pi$ ).

| mag | $T$ | ori | \|| $\delta p \\|$ | \| $\mid$ qq\\| | $\\|\delta r\\|$ | \|| $\delta \phi\|\mid$ | \|| $\delta \theta \\|$ | \|| $\delta \psi \mid \\|$ | \|| $\delta v_{x} \\|$ | $\left\\|\delta v_{y}\right\\|$ | $\left\|\mid \delta v_{z} \\|\right.$ | $\\|\delta x\\|$ | $\\|\delta y\\|$ | $\\|\delta z\\|$ | \||u| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ref | 0 | 0 | 7.21 | 7.80 | 1.86 | 2.66 | 2.83 | 1.21 | 1.03 | 1.13 | 0.97 | 0.91 | 0.98 | 0.79 | 1.35 |
| $M_{1}$ | 30\% | 0 | 5.84 | 7.18 | 1.64 | 2.55 | 3.07 | 1.11 | 1.51 | 1.18 | 1.11 | 2.24 | 1.19 | 1.09 | 1.22 |
|  |  | $\pi / 4$ | 11.4 | 6.46 | 2.83 | 3.27 | 2.51 | 1.95 | 1.26 | 1.58 | 1.08 | 1.47 | 1.70 | 1.35 | 1.96 |
|  |  | $\pi / 2$ | 5.79 | 4.37 | 1.21 | 2.03 | 1.93 | 0.82 | 1.05 | 2.12 | 0.98 | 1.04 | 2.95 | 0.89 | 0.95 |
|  |  | $3 \pi / 4$ | 10.1 | 7.18 | 2.64 | 2.70 | 2.61 | 1.78 | 1.69 | 1.67 | 1.03 | 2.69 | 2.08 | 1.04 | 1.76 |
|  |  | $\pi$ | - | - | - | - | - | - | - | - | - | - | - | - |  |
|  |  | $5 \pi / 4$ | 214. | 190. | 842. | 53.0 | 29.6 | 438. | 2.14 | 2.21 | 2.74 | 2.42 | 2.64 | 28.2 | 88.9 |
|  |  | $3 \pi / 2$ | 141 | 110. | 573. | 30.4 | 23.1 | 279. | 1.58 | 2.38 | 1.98 | 1.17 | 3.98 | 12.5 | 61.4 |
|  |  | $7 \pi / 4$ | 6.13 | 5.91 | 1.11 | 2.27 | 1.66 | 0.94 | 1.42 | 1.67 | 0.98 | 1.90 | 2.85 | 0.97 | 1.12 |
|  | 60\% | 0 | 11.8 | 8.72 | 2.12 | 3.02 | 2.87 | 1.41 | 2.51 | 1.16 | 1.01 | 4.60 | 0.99 | 0.94 | 1.39 |
|  |  | $\pi / 4$ | 8.53 | 6.50 | 2.26 | 2.39 | 2.10 | 1.24 | 1.71 | 2.29 | 1.02 | 2.74 | 3.32 | 1.02 | 1.43 |
|  |  | $\pi / 2$ | 9.90 | 6.33 | 3.43 | 3.75 | 2.98 | 2.23 | 1.12 | 3.58 | 1.10 | 1.05 | 6.33 | 1.23 | 2.05 |
|  |  | $3 \pi / 4$ | 4.45 | 5.01 | 3.30 | 1.88 | 2.01 | 2.52 | 1.91 | 2.20 | 1.05 | 3.55 | 3.28 | 1.21 | 1.28 |
|  |  | $\pi$ | 11.2 | 9.39 | 2.96 | 4.09 | 3.01 | 1.81 | 2.52 | 1.10 | 1.10 | 5.50 | 0.89 | 1.03 | 1.82 |
|  |  | $5 \pi / 4$ | 62.6 | 20.7 | 8.39 | 11.9 | 8.90 | 6.48 | 1.92 | 2.36 | 0.96 | 3.48 | 3.91 | 1.37 | 9.36 |
|  |  | $3 \pi / 2$ | 8.10 | 4.74 | 0.84 | 2.42 | 2.06 | 0.68 | 1.07 | 3.59 | 1.08 | 1.18 | 7.60 | 1.07 | 1.01 |
|  |  | $7 \pi / 4$ | 7.10 | 5.98 | 1.70 | 1.99 | 2.16 | 1.32 | 1.78 | 2.33 | 1.05 | 2.73 | 4.42 | 0.93 | 1.27 |
| $M_{2}$ | 30\% | 0 | 7.32 | 8.56 | 2.52 | 2.38 | 2.43 | 1.74 | 3.43 | 1.17 | 1.03 | 7.29 | 1.06 | 0.97 | 1.35 |
|  |  | $\pi / 4$ | 48.6 | 13.1 | 5.08 | 8.36 | 5.31 | 4.55 | 2.38 | 3.21 | 1.06 | 4.45 | 5.28 | 1.15 | 3.82 |
|  |  | $\pi / 2$ | 429. | 106. | 28.7 | 86.7 | 26.8 | 14.6 | 2.05 | 10.4 | 1.98 | 2.02 | 14.4 | 21.1 | 17.3 |
|  |  | $3 \pi / 4$ | 9.15 | 7.36 | 8.59 | 3.76 | 3.22 | 5.50 | 2.88 | 3.29 | 1.04 | 5.90 | 5.62 | 1.19 | 3.45 |
|  |  | $\pi$ | 50.7 | 75.9 | 263. | 13.9 | 8.20 | 200. | 4.41 | 1.11 | 1.57 | 9.74 | 1.10 | 3.50 | 26.9 |
|  |  | $5 \pi / 4$ | 7.94 | 6.50 | 3.76 | 3.05 | 2.49 | 2.64 | 2.77 | 3.68 | 1.08 | 5.48 | 7.94 | 0.94 | 1.68 |
|  |  | $3 \pi / 2$ | 11.3 | 9.76 | 2.28 | 3.23 | 3.19 | 1.43 | 1.05 | 5.86 | 0.96 | 0.90 | 13.8 | 0.83 | 1.49 |
|  |  | $7 \pi / 4$ | 6.35 | 5.92 | 2.70 | 1.86 | 2.02 | 2.06 | 2.16 | 3.30 | 0.97 | 3.99 | 7.43 | 0.92 | 1.46 |
|  | 60\% | 0 | 7.09 | 6.94 | 4.72 | 2.31 | 2.61 | 2.88 | 7.01 | 1.10 | 1.04 | 16.8 | 1.17 | 1.08 | 2.49 |
|  |  | $\pi / 4$ | 9.23 | 6.99 | 1.29 | 2.09 | 2.65 | 1.11 | 3.91 | 5.68 | 0.96 | 8.54 | 11.1 | 0.70 | 1.28 |
|  |  | $\pi / 2$ | 14.2 | 6.09 | 4.47 | 3.91 | 3.25 | 3.39 | 1.03 | 10.7 | 1.04 | 1.00 | 23.1 | 0.90 | 2.74 |
|  |  | $3 \pi / 4$ | 156. | 56.9 | 15.5 | 35.2 | 14.0 | 12.0 | 4.14 | 6.67 | 1.20 | 9.62 | 11.1 | 2.77 | 16.1 |
|  |  | $\pi$ | - | - | - | - | - | - | - | - | - | - | - | - | - |
|  |  | $5 \pi / 4$ | 8.77 | 7.08 | 2.79 | 2.56 | 2.32 | 1.60 | 4.00 | 5.95 | 1.01 | 9.59 | 13.7 | 0.81 | 1.50 |
|  |  | $3 \pi / 2$ | 9.42 | 4.04 | 1.46 | 2.97 | 1.71 | 1.12 | 1.00 | 10.4 | 0.99 | 1.15 | 24.7 | 0.85 | 1.23 |
|  |  | $7 \pi / 4$ | 76.5 | 26.3 | 8.37 | 15.4 | 7.57 | 6.10 | 4.38 | 6.35 | 1.05 | 9.30 | 13.6 | 1.66 | 5.62 |
| Mean |  |  | 44.5 | 24.3 | 58.3 | 10.2 | 5.85 | 32.4 | 2.35 | 3.60 | 1.17 | 4.34 | 6.60 | 3.07 | 8.61 |
| STD |  |  | 87.6 | 41.9 | 182. | 18.3 | 7.42 | 96.3 | 1.37 | 2.85 | 0.38 | 3.74 | 6.34 | 6.22 | 19.0 |

Table 5.6: Q/E Normalized External Disturbance
3. In general the translational states present the same response, indicating that the translational controller is able to compensate for the differences of the attitude controllers in presence of disturbances.
4. On average the mean control energy is also lower for the EMSM than for the Quaternion control.

Also, as explained in table 5.4 these values are $Q / E$ normalized, meaning that a low number does not imply a very good performance of the EMSM controller, but that compared with the Quaternion based one, is better. Overall the main conclusion that can be derived from tables 5.5 and 5.6 is that the EMSM control is very robust with respect to external disturbances and
also that across all the attitude state variables has better performance than the Quaternion based control.

### 5.5 Trajectory Comparison Performance

Tables 5.7, 5.8, 5.9 and 5.10 show the mean of the performance variables for all the trajectories and segment lengths. The empty rows correspond to instances where any case could be controlled and thus no data is available.

| Tra | Leng | \|| $\delta p \\|$ | \| $\delta q \\|$ | $\|\delta r\|$ | $\|\delta \phi\|$ | \|| $\delta \theta \\|$ | \| $\delta \psi \mid$ | $\mid \delta v_{x}$ | $\\| \delta v_{y}$ | $\left\|\delta v_{z}\right\|$ | \|| $\delta x \mid$ | \| $\delta y\|\mid$ | \| $\delta z \\|$ | \||u|| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T_{1}$ | $L_{1}$ | 1.61 | 1.75 | 2.51 | 1.17 | 1.28 | 2.06 | 1.08 | 0.97 | 0.92 | 0.78 | 0.85 | 2.57 | 1.23 |
|  | $L_{2}$ | 1.49 | 1.42 | 1.36 | 1.55 | 1.56 | 1.24 | 0.98 | 1.00 | 0.93 | 0.91 | 0.99 | 1.55 | 1.15 |
|  | $L_{3}$ | 1.48 | 1.16 | 1.78 | 1.47 | 0.98 | 2.53 | 1.00 | 0.95 | 1.05 | 0.88 | 0.96 | 2.31 | 1.37 |
| $T_{2}$ | $L_{1}$ | 1.65 | 2.02 | 1.03 | 1.72 | 1.63 | 0.82 | 0.98 | 1.01 | 1.10 | 1.21 | 1.17 | 1.68 | 1.11 |
|  | $L_{2}$ | 1.56 | 1.38 | 1.13 | 1.06 | 1.23 | 1.04 | 0.98 | 0.99 | 0.98 | 1.17 | 0.91 | 1.93 | 1.18 |
|  | $L_{3}$ | 1.15 | 0.41 | 0.71 | 0.77 | 0.66 | 1.19 | 123. | 300. | 4355 | 11.5 | 37.3 | 1362 | 120. |
| $T_{3}$ | $L_{1}$ | 3.36 | 1.29 | 0.40 | 1.88 | 1.28 | 0.45 | 1.05 | 0.90 | 0.99 | 1.15 | 0.89 | 1.19 | 0.75 |
|  | $L_{2}$ | 1.44 | 1.78 | 1.42 | 1.17 | 1.21 | 1.21 | 1.02 | 1.27 | 1.01 | 0.92 | 1.94 | 1.26 | 1.51 |
|  | $L_{3}$ | - | - | - | - | - | - | - | - | - | - | - | - | - |

Table 5.7: EMSM Reference Normalized Parametric Uncertainty Trajectory Comparison

| Tra | Leng | $\\|\delta p\\|$ | \|| $\delta q \\|$ | \|| $\delta r \\|$ | $\\|\delta \phi\\|$ | \|| $\delta \theta \mid$ | $\|\|\delta \psi\|$ | $\left\|\mid v_{x}\right.$ | \| $\delta v_{y} \mid$ | $\mid \delta v_{z}$ | $\|\|\delta x\|$ | \|| $\delta y \\|$ | \|| $\delta z \\|$ | $\\|u\\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T_{1}$ | $L_{1}$ | 124. | 85.3 | 269. | 15.3 | 9.35 | 220. | 1.42 | 1.21 | 1.76 | 0.79 | 0.88 | 6.68 | 32.0 |
|  | $L_{2}$ | 24.2 | 21.7 | 56.7 | 8.82 | 7.07 | 37.6 | 1.10 | 1.10 | 1.04 | 0.87 | 1.00 | 2.31 | 12.0 |
|  | $L_{3}$ | 9.73 | 6.08 | 5.51 | 4.22 | 2.19 | 6.62 | 1.09 | 1.07 | 1.06 | 0.87 | 1.03 | 2.28 | 3.36 |
| $T_{2}$ | $L_{1}$ | 39.9 | 34.1 | 16.4 | 13.6 | 7.12 | 7.93 | 1.01 | 1.21 | 1.26 | 1.25 | 1.20 | 3.07 | 6.90 |
|  | $L_{2}$ | 270. | 199. | 8.68 | 17.3 | 9.19 | 11.8 | 1.05 | 1.67 | 2.86 | 1.08 | 0.95 | 22.9 | 6.82 |
|  | $L_{3}$ | - | - | - | - |  | - | - | - | - | - | - | - |  |
| $T_{3}$ | $L_{1}$ | 126. | 26.5 | 5.70 | 13.3 | 6.80 | 5.66 | 1.14 | 1.29 | 1.09 | 1.21 | 0.95 | 1.55 | 6.66 |
|  | $L_{2}$ | 44.6 | 108. | 3.94 | 11.4 | 11.5 | 2.99 | 1.11 | 2.12 | 1.60 | 1.16 | 1.27 | 5.13 | 2.87 |
|  | $L_{3}$ | - | - | - | - | - | - | - | - | - | - | - | - | - |

Table 5.8: Q/E Normalized Parametric Uncertainty Trajectory Comparison
In every table the last row is empty meaning that both the EMSM and Quaternion controllers were unable to control the system for trajectory $T_{3}$ and segment length $L_{3}$, this is due to the high level of aggressiveness that this particular configuration implies. However tables 5.8 and 5.10 also present an empty row for the trajectory $T_{2}$ and segment length $L_{3}$, the fact that this row is not empty in tables 5.7 and 5.9 means that the EMSM controller was able to control the system in this trajectory while the Quaternion control failed. Besides that three more observations can be made from these tables:

1. Tables 5.8 and 5.10 show that across all the trajectories and segment lengths the EMSM controller is much better than the Quaternion one with respect to the attitude states. Also that the translational control is able to compensate for these differences resulting in very similar translational variables behavior.

| Tra | Leng | $\mid \delta p \\|$ | \| $\delta q\|\mid$ | $\\|\delta r\\|$ | \| $\|\delta \phi\|$ | $\\|\delta \theta\\|$ | \|| $\delta \psi \mid$ | $\\| \delta v_{x}$ | $\mid \delta v_{3}$ | $\mid \delta v_{z}$ | $\|\delta x\|$ | \|| $\delta y \mid$ | \| $\delta z \\|$ | \||u| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T_{1}$ | $L_{1}$ | 0.99 | 1.27 | 1.34 | 0.90 | 1.09 | 1.17 | 3.22 | 2.94 | 0.87 | 4.86 | 6.21 | 0.85 | 1.05 |
|  | $L_{2}$ | 0.92 | 1.22 | 1.47 | 1.09 | 1.36 | 1.31 | 1.93 | 1.93 | 0.88 | 3.31 | 3.90 | 0.65 | 1.13 |
|  | $L_{3}$ | 1.10 | 0.82 | 1.45 | 1.10 | 0.82 | 2.08 | 1.58 | 1.51 | 1.02 | 2.18 | 2.65 | 1.12 | 1.26 |
| $T_{2}$ | $L_{1}$ | 0.96 | 1.20 | 0.92 | 1.19 | 1.12 | 0.77 | 1.80 | 1.89 | 1.09 | 4.73 | 4.73 | 1.01 | 0.95 |
|  | $L_{2}$ | 1.14 | 1.16 | 1.03 | 0.97 | 1.10 | 1.02 | 1.34 | 1.43 | 0.96 | 2.64 | 2.20 | 1.39 | 1.17 |
|  | $L_{3}$ | 1.13 | 0.46 | 0.65 | 0.81 | 0.73 | 1.08 | 1.32 | 1.58 | 3954 | 1.72 | 1.05 | 1678 | 1.14 |
| $T_{3}$ | $L_{1}$ | 1.07 | 1.07 | 0.24 | 1.06 | 1.13 | 0.26 | 1.93 | 4.56 | 0.98 | 4.30 | 8.06 | 0.86 | 0.54 |
|  | $L_{2}$ | 1.41 | 1.39 | 1.40 | 1.12 | 1.11 | 1.45 | 1.51 | 8.10 | 1.05 | 2.34 | 8.94 | 1.01 | 1.62 |
|  | $L_{3}$ | - | - | - | - | - | - | - | - | - | - | - | - | - |

Table 5.9: Reference Normalized External Disturbance Trajectory Comparison

| Tra | Leng | \|| $\delta p \\|$ | \|| $\delta q \\|$ | $\\|\delta r\\|$ | $\|\|\delta \phi\|$ | \|| $\delta \theta \\|$ | \|| $\delta \psi \\|$ | $\\| \delta v_{x}$ | $\\| \delta v_{y}$ | $\left\|\mid \delta v_{z} \\|\right.$ | $\|\delta x\| \mid$ | \\| $\delta$ y \\| | $\mid \delta z \\|$ | \||u|| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T_{1}$ | $L_{1}$ | 38.0 | 36.4 | 154. | 9.32 | 6.41 | 85.2 | 3.52 | 3.15 | 1.19 | 4.96 | 6.13 | 4.72 | 16.8 |
|  | $L_{2}$ | 13.7 | 13.9 | 38.7 | 6.30 | 5.45 | 24.1 | 2.01 | 2.05 | 0.97 | 3.17 | 3.95 | 1.10 | 8.83 |
|  | $L_{3}$ | 7.53 | 4.69 | 3.02 | 3.12 | 1.89 | 4.12 | 1.63 | 1.61 | 1.03 | 2.09 | 2.60 | 1.13 | 2.49 |
| $T_{2}$ | $L_{1}$ | 8.68 | 9.88 | 4.53 | 3.70 | 3.42 | 2.53 | 1.77 | 2.10 | 1.19 | 4.69 | 4.79 | 1.16 | 2.67 |
|  | $L_{2}$ | 115. | 71.7 | 3.69 | 8.24 | 5.95 | 5.77 | 1.17 | 2.01 | 1.57 | 2.86 | 2.07 | 4.28 | 2.93 |
|  | $L_{3}$ | - | - | - | - | - | - | - | - | - | - | - | - | - |
| $T_{3}$ | $L_{1}$ | 84.5 | 24.8 | 5.86 | 17.3 | 7.43 | 4.07 | 2.07 | 5.36 | 1.11 | 4.20 | 8.28 | 3.08 | 5.30 |
|  | $L_{2}$ | 59.6 | 284. | 3.68 | 14.1 | 13.5 | 3.58 | 1.86 | 4.26 | 1.97 | 3.31 | 8.17 | 5.42 | 2.57 |
|  | $L_{3}$ | - | - | - | - | - | - | - | - | - | - | - | - | - |

Table 5.10: Q/E Normalized External Disturbance Trajectory Comparison
2. The translational variables are more robust to parametric uncertainty than the attitude variables. Nevertheless, there is not a single state variable particularly affected by changes in parametric values.
3. Across all the trajectories and segment lengths the external disturbances translate directly into errors in the $v_{x}, v_{y}, x$ and $y$ state variables.

### 5.6 Conclusions and Future Work

In this thesis a Nonlinear Model Predictive Controller for the a Variable Pitch Quadrotor was designed and tested in simulation. Given that the dynamical system is input affine it has non-linearities that make the PDEs resulting from Pontryagin's Maximum Principle impossible to solve analytically.

In order to overcome this problem, a new method for solving this kind of system of equations was used: the Extended Modal Series Method. It relies on the approximation of the optimal solution by a sum of functions which are themselves solutions to systems of ODEs.

In the original publication, these systems of ODEs were defined implicitly, slowing the implementation of the controller. The first and main contribution of this work was to find a closed form not only for the systems of ODE but also for the control law which enables faster implementation and also further theoretical development.

On the other hand, the Variable Pitch Quadrotor is a modification of the traditional quadrotor, where the angle of attack of the blades in the propellers can change, enabling almost instantaneous changes in thust and torque and also negative thrust generation.

That modification makes the Variable Pitch Quadrotor an ideal system to execute aggressive maneuvers. Given the nature of the task, the system continuously operates in nonlinear regimes of the dynamic system, which make traditional linealization control techniques not feasible.

In order to control the Variable Pitch Quadrotor while it performed the aggressive maneuvers a EMSM-based NMPC was used. The use of an NMPC in this application is the second contribution of this work, together with the complete Variable Pitch Quadrotor model, including relevant drag effects.

In order to test the proposed EMSM-based NMPC, the simulation results were analyzed independently and also compared with a Quaternion-based control. Two criteria were used for the analysis: Parameter Uncertainty and External Perturbation Robustness. Every analysis showed the same general results: the EMSM-based control is more robust to parameter uncertainty and external perturbations than the quaternion-based control.

As a general conclusion it can be stated that the EMSM-based NMPC is a very powerful control technique in the sense that it has all the advantages of a traditional NMPC, but at the same time overcomes the usual disadvantages of computation times by employing the EMSM to approximate the solution of the OCP. The closed form of the control law only increases the implementation speed enabling the application of this control to many other dynamic systems.

Other conclusions that can be drawn from this work are:

- Given that the EMSM control is an optimal controller it produced better performance than the Quaternion-based controller. This was expected, being the EMSM an optimal controller which took into account the system nonlinearities and constraints.
- The overall design of the control architecture divided into cascade controllers corresponding to each of the natural subdivisions of the complete dynamic system not only facilitates the design of each controller but also gives a physical insight that a single controller would otherwise not have.
- The quaternion-based attitude model presents some very interesting advantages over the traditional Euler angles model. In particular the fact that the model is a multivariable polynomial reduces the complexity of the associated PMP partial differential equations, possible enabling more accurate solutions.
- The Variable Pitch Quadrotor is a very versatile dynamic system that not only has the advantages of a traditional quadrotor such as vertical landing and take-off and independent movement in the three spatial axis but also is capable of agile maneuvers thanks to the possibility of almost instantaneous thrust and torque change and also generation of negative thrust.

Finally, throughout the thesis some questions remained unanswered while other appear. Given that they were not in the scope of the research no solution was given to them and are now proposed for future work:

- Continue with the theoretical development of the Extended Modal Series Method control technique. The closed form allows for many questions to be addressed, for instance bounds for the approximation errors, convergence and stability analysis.
- Generalization of the Extended Modal Series Method for more general cost functions and the effects on the overall method.
- Further development in the computational aspects of the implementation, for instance writing faster algorithms or looking for shortcuts in the code implementation of the algorithms in order to make the control signal computation quicker.
- Implementation in simulation in other input affine dynamic systems.
- Experimental validation of the control technique, not necessarily in the Variable Pitch Quadrotor but any fast nonlinear dynamic system.
- Explore in more detail the possibilities of solving the PMP system of partial differential equations associated with the Quaternion-based attitude model.
- Compare the EMSM-based NMPC with other advance control techniques such as Sliding Modes and Backstepping. In order to see whether the advantages presented when compared with the Quaternion control still hold true.


## A. 1 Taylor Polynomial

Taylor's Theorem gives a formula for the Taylor polynomial:

$$
\begin{equation*}
f(a+h) \approx \sum_{k=0}^{N} \frac{1}{k!}\left(D^{k} f(a)\left(h^{k}\right)\right) \tag{A.1}
\end{equation*}
$$

There are, however multiple terms of each sum that give the same result. All that matters is the number of times a index $i_{j}$ occurs

Denote by $\alpha_{i}$ the number of times the index $i$ appears for $1 \leq i \leq n$, then it follows that if $\alpha=\left(\alpha_{1}, \ldots \alpha_{n}\right)$ then:

1. All the terms of $k$-th order satisfy that:

$$
\begin{equation*}
|\alpha|=\sum_{i=1}^{n} \alpha_{i}=k \tag{A.2}
\end{equation*}
$$

2. All the terms with equal $\alpha$ give the same result.
3. $h_{i_{1}} h_{i_{2}} \ldots h_{i_{k}}=h_{1}^{\alpha_{1}} h_{2}^{\alpha_{2}} \ldots h_{n}^{\alpha_{n}}$
4. $\partial_{i_{1}} \partial_{i_{2}} \ldots \partial_{i_{k}}=\partial_{1}^{\alpha_{1}} \partial_{2}^{\alpha_{2}} \ldots \partial_{n}^{\alpha_{n}}$

Using this notation Taylor's formula becomes [32]:
Theorem 1. Assume $U$ to be a convex open subset of $\mathbb{R}^{n}$ and let $f \in C^{k+1}\left(U, \mathbb{R}^{p}\right)$, for $k \in \mathbb{N}_{0}$. Then we have, for all $a$ and $a+h \in U$

$$
\begin{equation*}
f(a+h)=\sum_{|\alpha| \leq k} \frac{h^{\alpha}}{\alpha!} D^{\alpha} f(a)+(k+1) \sum_{|\alpha|=k+1} \frac{h^{\alpha}}{\alpha!} \int_{0}^{1}(1-t)^{k} D^{\alpha} f(a+t h) d t \tag{A.3}
\end{equation*}
$$

Where $\alpha!=\alpha_{1}!\alpha_{2}!\ldots \alpha_{n}!, h^{\alpha}=h_{1}^{\alpha_{1}} h_{2}^{\alpha_{2}} \ldots h_{n}^{\alpha_{n}}$ and $D^{\alpha}=\partial_{1}^{\alpha_{1}} \partial_{2}^{\alpha_{2}} \ldots \partial_{n}^{\alpha_{n}}$
Proof: see [32]
So the k-th order term of the Taylor Polynomial is:

$$
\begin{equation*}
\sum_{|\alpha|=k} \frac{h^{\alpha}}{\alpha!} D^{\alpha} f(a)=\sum_{|\alpha|=k} \frac{h_{1}^{\alpha_{1}} h_{2}^{\alpha_{2}} \ldots h_{n}^{\alpha_{n}}}{\alpha_{1}!\alpha_{2}!\ldots \alpha_{n}!} \partial_{1}^{\alpha_{1}} \partial_{2}^{\alpha_{2}} \ldots \partial_{n}^{\alpha_{n}} f(a) \tag{A.4}
\end{equation*}
$$

## A. 2 Discrete Quadratic Optimal Control Problem

Consider the following discrete quadratic optimal control problem

$$
\begin{aligned}
& \min _{\Delta u_{k}}\left\{J=\sum_{k=1}^{N}\left(\left(y_{k}-y_{k}^{d}\right)^{T} Q\left(y_{k}-y_{k}^{d}\right)+u_{k}^{T} R u_{k}\right)+\sum_{k=0}^{N-1} \Delta u_{k}^{T} D \Delta u_{k}\right\} \\
& \text { s.t. } \\
& x_{k+1}=A_{k} x_{k}+B_{k} u_{k} \quad u_{k_{\min }} \leq u_{k} \leq u_{k_{\max }} \\
& \\
& y_{k}=C_{k} x_{k} \quad y_{k_{\min }} \leq y_{k} \leq y_{k_{\max }} \\
& u_{k+1}=u_{k}+\Delta u_{k} \quad \Delta u_{k_{\min }} \leq \Delta u_{k} \leq \Delta u_{k_{\max }}
\end{aligned}
$$

The first step is to transform the inputs into state variables, this is done with the following transformations:

$$
\begin{aligned}
\underbrace{\left[\begin{array}{l}
x_{k+1} \\
u_{k+1}
\end{array}\right]}_{\tilde{x}_{k+1}} & =\underbrace{\left[\begin{array}{cc}
A_{k} & B_{k} \\
0 & I
\end{array}\right]}_{\tilde{A}_{k}} \underbrace{\left[\begin{array}{l}
x_{k} \\
u_{k}
\end{array}\right]}_{\tilde{x}_{k}}+\underbrace{\left[\begin{array}{l}
0 \\
I
\end{array}\right]}_{\tilde{B}_{k}} \Delta u_{k} \\
y_{k} & =\underbrace{\left[\begin{array}{ll}
C_{k} & 0
\end{array}\right]}_{\tilde{C}_{k}} \underbrace{\left[\begin{array}{l}
x_{k} \\
u_{k}
\end{array}\right]}_{\tilde{x}_{k}}
\end{aligned}
$$

The new state variables transform in the cost function as follows:

$$
\begin{aligned}
\left(y_{k}-y_{k}^{d}\right)^{T} Q\left(y_{k}-y_{k}^{d}\right)+u_{k}^{T} R u_{k} & =\left[\begin{array}{ll}
y_{k}^{T}-y_{k}^{d^{T}} & u_{k}^{T}
\end{array}\right]\left[\begin{array}{cc}
Q & 0 \\
0 & R
\end{array}\right]\left[\begin{array}{c}
y_{k}-y_{k}^{d} \\
u_{k}
\end{array}\right] \\
& =\left(\left[\begin{array}{ll}
x_{k}^{T} C_{k}^{T} & \left.\left.u_{k}^{T}\right]-\left[\begin{array}{cc}
y_{k}^{d^{T}} & 0
\end{array}\right]\right)\left[\begin{array}{cc}
Q & 0 \\
0 & R
\end{array}\right]\left(\left[\begin{array}{c}
x_{k}^{T} C_{k} \\
u_{k}
\end{array}\right]-\left[\begin{array}{c}
y_{k}^{d^{T}} \\
0
\end{array}\right]\right) \\
& =(\underbrace{\left[x_{k}^{T}\right.}_{\tilde{x}_{k}} u_{k}^{T}] \\
\underbrace{\left[\begin{array}{cc}
C_{k}^{T} & 0 \\
0 & I
\end{array}\right]}_{\Gamma_{k}^{T}}-\underbrace{\left[\begin{array}{ll}
y_{k}^{d^{T}} & 0
\end{array}\right]}_{\tilde{y}_{k}^{T}}) \underbrace{\left[\begin{array}{cc}
Q & 0 \\
0 & R
\end{array}\right]}_{\tilde{Q}}(\underbrace{\left[\begin{array}{cc}
G_{k} & 0 \\
0 & I
\end{array}\right]}_{\Gamma_{k}} \underbrace{\left[\begin{array}{c}
x_{k} \\
u_{k}
\end{array}\right]}_{\tilde{x}_{k}}-\underbrace{\left[\begin{array}{c}
y_{k}^{d^{T}} \\
0
\end{array}\right]}_{\tilde{y}_{k}}) \\
& =\left(\Gamma_{k} \tilde{x}_{k}-\tilde{y}_{k}\right)^{T} \tilde{Q}\left(\Gamma_{k} \tilde{x}_{k}-\tilde{y}_{k}\right)
\end{array}\right.\right.
\end{aligned}
$$

Hence the final cost function is:

$$
\begin{equation*}
J=\sum_{k=1}^{N}\left(\Gamma_{k} \tilde{x}_{k}-\tilde{y}_{k}\right)^{T} \tilde{Q}\left(\Gamma_{k} \tilde{x}_{k}-\tilde{y}_{k}\right)+\sum_{k=0}^{N-1} \Delta u_{k}^{T} D \Delta u_{k} \tag{A.5}
\end{equation*}
$$

This can be written in matrix form, expand the first sum to obtain

$$
\begin{aligned}
& \sum_{k=1}^{N}\left(\Gamma_{k} \tilde{x}_{k}-\tilde{y}_{k}\right)^{T} \tilde{Q}\left(\Gamma_{k} \tilde{x}_{k}-\tilde{y}_{k}\right)=\sum_{k=1}^{N} \tilde{x}_{k}^{T} \Gamma_{k}^{T} \tilde{Q} \Gamma_{k} \tilde{x}_{k}-2 \tilde{x}_{k}^{T} \Gamma_{k}^{T} \tilde{Q} \tilde{y}_{k}^{d}+\tilde{y}_{k}^{d^{T}} \tilde{Q} \tilde{y}_{k}^{d} \\
& =\tilde{x}_{1}^{T} \Gamma_{1}^{T} \tilde{Q} \Gamma_{1} \tilde{x}_{1}-2 \tilde{x}_{1}^{T} \Gamma_{1}^{T} \tilde{Q} \tilde{y}_{1}^{d}+\tilde{y}_{1}^{d^{T}} \tilde{Q} \tilde{y}_{1}^{d}+\tilde{x}_{2}^{T} \Gamma_{2}^{T} \tilde{Q} \Gamma_{2} \tilde{x}_{2}-2 \tilde{x}_{2}^{T} \Gamma_{2}^{T} \tilde{Q} \tilde{y}_{2}^{d}+ \\
& +\tilde{y}_{2}^{d^{T}} \tilde{Q} \tilde{y}_{2}^{d}+\cdots+\tilde{x}_{N}^{T} \Gamma_{N}^{T} \tilde{Q} \Gamma_{N} \tilde{x}_{N}-2 \tilde{x}_{N}^{T} \Gamma_{N}^{T} \tilde{Q} \tilde{y}_{N}^{d}+\tilde{y}_{N}^{d^{T}} \tilde{Q} \tilde{y}_{N}^{d} \\
& =\underbrace{\left[\begin{array}{cccc}
\tilde{x}_{1}^{T} & \tilde{x}_{2}^{T} & \ldots & \tilde{x}_{N}^{T}
\end{array}\right]}_{\tilde{x}^{T}} \underbrace{\substack{\Gamma_{\hat{Q}} T}}_{\hat{\Gamma}^{T}} \begin{array}{cccc}
\Gamma_{1} \tilde{Q} \Gamma_{1} & 0 & \ldots & 0 \\
0 & \Gamma_{2}^{T} \tilde{Q} \Gamma_{2} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & \Gamma_{N}^{T} \tilde{Q} \Gamma_{N}
\end{array}] \underbrace{\left[\begin{array}{c}
\tilde{x}_{1} \\
\tilde{x}_{2} \\
\ldots \\
\tilde{x}_{N}
\end{array}\right]}_{\tilde{x}} \\
& -2 \underbrace{\left[\begin{array}{cccc}
\tilde{x}_{1}^{T} & \tilde{x}_{2}^{T} & \ldots & \tilde{x}_{N}^{T}
\end{array}\right]}_{\tilde{x}^{T}} \underbrace{}_{\hat{\Gamma}^{T}} \begin{array}{cccc}
\Gamma_{1}^{T} \tilde{Q} & 0 & \ldots & 0 \\
0 & \Gamma_{2}^{T} \tilde{Q} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & \Gamma_{N}^{T} \\
\hline
\end{array}] \quad \underbrace{\left[\begin{array}{c}
\tilde{y}_{1}^{d} \\
\tilde{y}_{2}^{d} \\
\ldots \\
\tilde{y}_{N}^{d}
\end{array}\right]}_{\tilde{y}^{d}} \\
& +\underbrace{\left[\begin{array}{cccc}
\tilde{y}_{1}^{d^{T}} & \tilde{y}_{2}^{d^{T}} & \ldots & \tilde{y}_{N}^{d^{T}}
\end{array}\right]}_{\tilde{y}^{d^{T}}} \underbrace{\left[\begin{array}{cccc}
\tilde{Q} & 0 & \ldots & 0 \\
0 & \tilde{Q} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & \tilde{Q}
\end{array}\right]}_{\tilde{\hat{Q}}} \underbrace{\left[\begin{array}{c}
\tilde{y}_{1}^{d} \\
\tilde{y}_{2}^{d} \\
\ldots \\
\tilde{y}_{N}^{d}
\end{array}\right]}_{\tilde{y}^{d}} \\
& =\tilde{x}^{T} \widehat{\Gamma}^{T} \widehat{\tilde{Q}} \widehat{\Gamma} \tilde{x}-2 \tilde{x}^{T} \widehat{\Gamma}^{T} \widehat{\tilde{Q}} \tilde{y}^{d}+\tilde{y}^{d^{T}} \widehat{\tilde{Q}} \tilde{y}^{d}
\end{aligned}
$$

Similarly for the second sum

$$
\begin{aligned}
\sum_{k=0}^{N-1} \Delta u_{k}^{T} D \Delta u_{k} & =\Delta u_{0}^{T} D \Delta u_{0}+\Delta u_{1}^{T} D \Delta u_{1}+\cdots+\Delta u_{N-1}^{T} D \Delta u_{N-1} \\
& =\underbrace{\left[\begin{array}{llll}
\Delta u_{1}^{T} & \Delta u_{2}^{T} & \ldots & \Delta u_{N-1}^{T}
\end{array}\right]}_{\Delta u^{T}} \underbrace{\left[\begin{array}{cccc}
D & 0 & \ldots & 0 \\
0 & D & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & D
\end{array}\right]}_{\widehat{D}} \underbrace{\left[\begin{array}{c}
\Delta u_{1} \\
\Delta u_{2} \\
\ldots \\
\Delta u_{N-1}
\end{array}\right]}_{\Delta u} \\
& =\Delta u^{T} \widehat{D} \Delta u
\end{aligned}
$$

Hence the total cost function can be written in matrix form as:

$$
\begin{equation*}
J=\tilde{x}^{T} \widehat{\Gamma}^{T} \widehat{\tilde{Q}} \widehat{\Gamma} \tilde{x}-2 \tilde{x}^{T} \widehat{\Gamma}^{T} \widehat{\tilde{Q}} \tilde{y}^{d}+\tilde{y}^{d^{T}} \widehat{\tilde{Q}} \tilde{y}^{d}+\Delta u^{T} \widehat{D} \Delta u \tag{A.6}
\end{equation*}
$$

On the other hand the discrete dynamic system evolution can also be expressed in a compact form evaluating the system $\tilde{x}_{k+1}=\tilde{A}_{k} \tilde{x}_{k}+\tilde{B}_{k} \Delta u_{k}$ at each sample time

$$
\begin{aligned}
& \tilde{x}_{1}=\tilde{A}_{0} \tilde{x}_{0}+\tilde{B}_{0} \Delta u_{0} \\
& \tilde{x}_{2}=\tilde{A}_{1}\left(\tilde{A}_{0} \tilde{x}_{0}+\tilde{B}_{0} \Delta u_{0}\right)+\tilde{B}_{1} \Delta u_{1}=\tilde{A}_{1} \tilde{A}_{0} \tilde{x}_{0}+\tilde{A}_{1} \tilde{B}_{0} \Delta u_{0}+\tilde{B}_{1} \Delta u_{1} \\
& \tilde{x}_{3}=\tilde{A}_{2}\left(\tilde{A}_{1} \tilde{A}_{0} \tilde{x}_{0}+\tilde{A}_{1} \tilde{B}_{0} \Delta u_{0}+\tilde{B}_{1} \Delta u_{1}\right)+\tilde{B}_{2} \Delta u_{2} \\
& = \\
& =\tilde{A}_{2} \tilde{A}_{1} \tilde{A}_{0} \tilde{x}_{0}+\tilde{A}_{2} \tilde{A}_{1} \tilde{B}_{0} \Delta u_{0}+\tilde{A}_{2} \tilde{B}_{1} \Delta u_{1}+\tilde{B}_{2} \Delta u_{2} \\
& \vdots \\
& \tilde{x}_{N}= \\
& \quad \begin{aligned}
& \tilde{A}_{N-1} \tilde{A}_{N-2} \ldots \tilde{A}_{1} \tilde{A}_{0} \tilde{x}_{0}+\tilde{A}_{N-1} \tilde{A}_{N-2} \ldots \tilde{A}_{1} \tilde{B}_{0} \Delta u_{0}+\tilde{A}_{N-1} \tilde{A}_{N-2} \ldots \tilde{A}_{2} \tilde{B}_{1} \Delta u_{1}+\ldots \\
& \quad \cdots+\tilde{A}_{N-1} \tilde{A}_{N-2} \tilde{B}_{N-3} \Delta u_{N-3}+\tilde{A}_{N-1} \tilde{B}_{N-2} \Delta u_{N-2}+\tilde{B}_{N-1} \Delta u_{N-1}
\end{aligned}
\end{aligned}
$$

Arranging matrix form


We obtain

$$
\begin{equation*}
\tilde{x}=\tilde{A} \tilde{x}_{0}+\tilde{B} \Delta u \tag{A.7}
\end{equation*}
$$

Replacing in the cost function

$$
\begin{equation*}
J=\left(\tilde{A} \tilde{x}_{0}+\tilde{B} \Delta u\right)^{T} \widehat{\Gamma}^{T} \widehat{\tilde{Q}} \widehat{\Gamma} \tilde{A} \tilde{x}_{0}+\tilde{B} \Delta u-2\left(\tilde{A} \tilde{x}_{0}+\tilde{B} \Delta u\right)^{T} \widehat{\Gamma}^{T} \widehat{\tilde{Q}} \tilde{y}^{d}+\tilde{y}^{d^{T}} \widehat{\tilde{Q}} \tilde{y}^{d}+\Delta u^{T} \widehat{D} \Delta u \tag{A.8}
\end{equation*}
$$

Several of the terms on this sum do not depend on $\Delta u$ hence are irrelevant in the optimizatio problem with respect to $\Delta u$ and can be ignored. Taking that into account and expending yields:

$$
\begin{equation*}
J=2 \Delta u^{T} \tilde{B}^{T} \widehat{\Gamma}^{T} \widehat{\tilde{Q}}\left(\widehat{\Gamma} \tilde{A} \tilde{x}_{0}-\tilde{y}^{d}\right)+\Delta u^{T}\left(\tilde{B}^{T} \widehat{\Gamma}^{T} \widehat{\tilde{Q}} \widehat{\Gamma} \tilde{B}+\widehat{D}\right) \Delta u \tag{A.9}
\end{equation*}
$$

All that is left is to express the constraints in a convenient form, first recall the constraints on the input and the output:

$$
u_{k_{\min }} \leq u_{k} \leq u_{k_{\max }}\left\{\begin{array}{l}
u_{k} \leq u_{k_{\max }} \\
-u_{k} \leq-u_{k_{\min }}
\end{array} \quad y_{k_{\min }} \leq y_{k} \leq y_{k_{\max }}\left\{\begin{array}{l}
y_{k}=C_{k} x_{k} \leq y_{k_{\max }} \\
-y_{k}=-C_{k} x_{k} \leq-y_{k_{\min }}
\end{array}\right.\right.
$$

Can be written in matrix form using the augmented state $\tilde{x}_{k}$ as:

$$
\begin{gathered}
{\left[\begin{array}{l}
y_{k} \\
u_{k}
\end{array}\right]=\left[\begin{array}{cc}
C_{k} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{l}
x_{k} \\
u_{k}
\end{array}\right] \leq\left[\begin{array}{l}
u_{k_{\max }} \\
y_{k_{\max }}
\end{array}\right] \Longrightarrow \Gamma_{k} \tilde{x}_{k} \leq \tilde{y}_{\max }} \\
{\left[\begin{array}{l}
-y_{k} \\
-u_{k}
\end{array}\right]=\left[\begin{array}{cc}
-C_{k} & 0 \\
0 & -I
\end{array}\right]\left[\begin{array}{l}
x_{k} \\
u_{k}
\end{array}\right] \leq-\left[\begin{array}{l}
u_{k_{\min }} \\
y_{k_{\min }}
\end{array}\right] \Longrightarrow-\Gamma_{k} \tilde{x}_{k} \leq-\tilde{y}_{\min }}
\end{gathered}
$$

Arranging in matrix form

$$
\underbrace{\left[\begin{array}{cccc}
\Gamma_{1} & 0 & \ldots & 0  \tag{A.10}\\
0 & \Gamma_{2} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & \Gamma_{N} \\
-\Gamma_{1} & 0 & \ldots & 0 \\
0 & -\Gamma_{2} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & -\Gamma_{N}
\end{array}\right]}_{S_{\gamma}} \underbrace{\left[\begin{array}{c}
\tilde{x}_{1} \\
\tilde{x}_{2} \\
\vdots \\
\tilde{x}_{N}
\end{array}\right]}_{\tilde{x}} \leq \underbrace{\left[\begin{array}{c}
\tilde{y}_{1_{\max }} \\
\tilde{y}_{2_{\max }} \\
\vdots \\
\tilde{y}_{N_{\max }} \\
-\tilde{y}_{1_{\min }} \\
-\tilde{y}_{2_{\min }} \\
\vdots \\
-\tilde{y}_{N_{\min }}
\end{array}\right]}_{\tilde{y}_{\lim }}
$$

Replacing $\tilde{x}$ gives

$$
\begin{equation*}
S_{\gamma} \tilde{x}=S_{\gamma}\left(\tilde{A} \tilde{x}_{0}+\tilde{B} \Delta u\right)=S_{\gamma} \tilde{A} \tilde{x}_{0}+S_{\gamma} \tilde{B} \Delta u \leq \tilde{y}_{\lim } \tag{A.11}
\end{equation*}
$$

Now recalling the constraints in the rate of change of the input

$$
\Delta u_{k_{\min }} \leq \Delta u_{k} \leq \Delta u_{k_{\max }}\left\{\begin{array}{l}
\Delta u_{k} \leq \Delta u_{k_{\max }} \\
-\Delta u_{k} \leq-\Delta u_{k_{\min }}
\end{array}\right.
$$

In matrix form:

$$
\underbrace{\left[\begin{array}{cccc}
I & 0 & \ldots & 0  \tag{A.12}\\
0 & I & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & I \\
-I & 0 & \ldots & 0 \\
0 & -I & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & -I
\end{array}\right]}_{S_{I}} \underbrace{\left[\begin{array}{c}
\Delta u_{0} \\
\Delta u_{1} \\
\vdots \\
\Delta u_{N-1}
\end{array}\right]}_{\Delta u} \leq \underbrace{\left[\begin{array}{c}
\Delta u_{1_{\max }} \\
\Delta u_{2_{\max }} \\
\vdots \\
\Delta u_{N_{\max }} \\
-\Delta u_{1_{\min }} \\
-\Delta u_{2_{\min }} \\
\vdots \\
-\Delta u_{N_{\min }}
\end{array}\right]}_{\Delta u_{\lim }}
$$

Finally all the constraints can be written in a single equation:

$$
\underbrace{\left[\begin{array}{c}
S_{\gamma} \tilde{B}  \tag{A.13}\\
S_{I}
\end{array}\right]}_{S} \Delta u \leq \underbrace{\left[\begin{array}{c}
\tilde{y}_{\lim }-S_{\gamma} \tilde{A} \tilde{x}_{0} \\
\Delta u_{\lim }
\end{array}\right]}_{M_{\lim }}
$$

So the original optimal control problem can be written as a quadratic optimization problem

$$
\begin{array}{ll}
\min _{\Delta u}\{J & \left\{\Delta u^{T} \tilde{B}^{T} \widehat{\Gamma}^{T} \widehat{\tilde{Q}}\left(\widehat{\Gamma} \tilde{A} \tilde{x}_{0}-\tilde{y}^{d}\right)+\Delta u^{T}\left(\tilde{B}^{T} \widehat{\Gamma}^{T} \widehat{\tilde{Q}} \widehat{\Gamma} \tilde{B}+\widehat{D}\right) \Delta u\right\}  \tag{A.14}\\
\text { s.t. } & S \Delta u \leq M_{\lim }
\end{array}
$$

This optimization problem is convex, thus if a solution exist then it is a global solution.

## A. 3 Quaternions

## A.3.1 Quaternion definition and properties

Quaternions are an extension of the complex numbers in the sense that a quaternion is written as

$$
\begin{equation*}
q=q_{0}+q_{1} \hat{i}+q_{2} \hat{j}+q_{3} \hat{k} \tag{A.15}
\end{equation*}
$$

where $q_{0}, q_{1}, q_{2}$ and $q_{3}$ are real numbers and the quaternion units $\hat{i}, \hat{j}$ and $\hat{k}$ satisfy the relations:

$$
\begin{equation*}
\hat{i}^{2}=\hat{j}^{2}=\hat{k}^{2}=\hat{i} \hat{j} \hat{k}=-1 \tag{A.16}
\end{equation*}
$$

Quaternions can also be thought as vectors with four components in the sense that if $q$ and $r$ are the quaternions:

$$
\begin{align*}
& q=q_{0}+q_{1} \hat{i}+q_{2} \hat{j}+q_{3} \hat{k} \\
& r=r_{0}+r_{1} \hat{i}+r_{2} \hat{j}+r_{3} \hat{k} \tag{A.17}
\end{align*}
$$

Then their sum is another quaternion defined as expected:

$$
\begin{equation*}
r+q=\left(r_{0}+q_{0}\right)+\left(r_{1}+q_{1}\right) \hat{i}+\left(r_{2}+q_{2}\right) \hat{j}+\left(r_{3}+q_{3}\right) \hat{k} \tag{A.18}
\end{equation*}
$$

However, unlike common vectors the relations of the quaternion units A. 16 allow the definition of the multiplication of quaternions using the distributive law:

$$
\begin{align*}
r q= & \left(q_{0}+q_{1} \hat{i}+q_{2} \hat{j}+q_{3} \hat{k}\right)\left(r_{0}+r_{1} \hat{i}+r_{2} \hat{j}+r_{3} \hat{k}\right) \\
= & q_{0} r_{0}+q_{0} r_{1} \hat{i}+q_{0} r_{2} \hat{j}+q_{0} r_{3} \hat{k}+q_{1} r_{0} \hat{i}+q_{1} r_{1} \hat{i}^{2}+q_{1} r_{2} \hat{i} \hat{j}+q_{1} r_{3} \hat{i} \hat{k} \\
& +q_{2} r_{0} \hat{j}+q_{2} r_{1} \hat{j} \hat{i}+q_{2} r_{2} \hat{j}^{2}+q_{2} r_{3} \hat{j} \hat{k}+q_{3} r_{0} \hat{k}+q_{3} r_{1} \hat{k} \hat{i}+q_{3} r_{2} \hat{k} \hat{j}+q_{3} r_{3} \hat{k}^{2} \\
= & \left(q_{0} r_{0}-q_{1} r_{1}-q_{2} r_{2}-q_{3} r_{3}\right)+\left(q_{0} r_{1}+q_{1} r_{0}-q_{2} r_{3}+q_{3} r_{2}\right) \hat{i} \\
& +\left(q_{0} r_{3}+q_{1} r_{3}+q_{2} r_{0}-q_{3} r_{1}\right) \hat{j}+\left(q_{0} r_{3}-q_{1} r_{2}+q_{2} r_{1}+q_{3} r_{0}\right) \hat{k} \tag{A.19}
\end{align*}
$$

This multiplication is known as a quaternion product. The quaternion units suggest another way to represent quaternions and that is as a sum on an scalar and a vector:

$$
\begin{equation*}
q=q_{0}+q_{1} \hat{i}+q_{2} \hat{j}+q_{3} \hat{k}=q_{o}+\vec{q} \tag{A.20}
\end{equation*}
$$

Where $\vec{q}=q_{1} \hat{i}+q_{2} \hat{j}+q_{3} \hat{k}$ can be interpreted as a vector in the space. Using this last form the addition and multiplication of quaternions can be expressed in a more compact form: If $q=q_{0}+\vec{q}$ and $r=r_{0}+\vec{r}$ then

$$
\begin{gather*}
r+q=\left(r_{o}+q_{0}\right)+\vec{q}+\vec{r}  \tag{A.21}\\
r q=r_{0} q_{0}-\vec{r} \cdot \vec{q}+r_{0} \vec{q}+q_{0} \vec{r}+\vec{r} \times \vec{q}
\end{gather*}
$$

As an extension of the complex numbers it is natural to extend the notions of norm and complex conjugate as the following operations: Let $q=q_{0}+\vec{q}=q_{0}+q_{1} \hat{i}+q_{2} \hat{j}+q_{3} \hat{k}$ be a quaterion, then its norm $|q|$ is defined as:

$$
\begin{equation*}
|q|^{2}=q_{0}^{2}+|\vec{q}|^{2}=q_{0}^{2}+q_{1}^{2}+q_{2}^{2}+q_{3}^{2} \tag{A.22}
\end{equation*}
$$

and the complex conjugate:

$$
\begin{equation*}
q^{*}=q_{0}-\vec{q}=q_{0}-q_{1} \hat{i}-q_{2} \hat{j}-q_{3} \hat{k} \tag{A.23}
\end{equation*}
$$

## A.3.2 Quaternions as rotation operators

Let $\vec{v}$ be a vector in space, that is $\vec{v} \in \mathbb{R}^{3}$. Although $\vec{v}$ is not a quaternion it can be identified with the quaternion $v=0+\vec{v}, v$ is called a pure quaternion since it does not have scalar part. This identification is bijective and allows the definition of a quaternion acting on a vector using the quaternion multiplication simply replacing the vector with the corresponding pure quaternion: If $\vec{v}$ is a vector and $q$ a quaternion then

$$
\begin{equation*}
q \vec{v} \equiv q(0+\vec{v})=-\vec{q} \cdot \vec{v}+q_{0} \vec{v}+\vec{q} \times \vec{v} \tag{A.24}
\end{equation*}
$$

This product is not necessarily a pure quaternion, and so can not be identified with a vector in space, which is what would be desired of a rotation operator acting on a vector. In order to guarantee that the resulting quaternion is pure the definition of the rotation operator given by the quaternion $q$ is:

$$
\begin{equation*}
R_{q}(\vec{v})=q v q^{*} \tag{A.25}
\end{equation*}
$$

There $v$ is the quaternion corresponding to $\vec{v}$. Although equation A. 25 gives a pure quaternion it still does not represent a rotation operation since the norm of the resulting vector needs not to be the same as the original one (which is required for a rotation). In order to preserve the norm of the vector $\vec{v}$ an unit quaternion $q$ is required.

If $q$ is an unit quaternion then using the scalar plus vector notation we have that

$$
\begin{equation*}
q=q_{0}+\tilde{q} \hat{u} \tag{A.26}
\end{equation*}
$$

Where $\hat{u}$ is a unit vector and $q_{0}^{2}+\tilde{q}^{2}=1$, this last condition implies that an angle $\alpha$ exists such that $q_{0}=\cos (\alpha)$ and $\tilde{q}=\sin (\alpha)$. Replacing the unit quaternion $q$ can be written as

$$
\begin{equation*}
q=\cos (\alpha)+\sin (\alpha) \hat{u} \tag{A.27}
\end{equation*}
$$

And so at last we obtain the desired result:
Theorem 2. Let q be an unit quaternion. Then the rotation operator given by the quaternion $q$ is defined as:

$$
\begin{aligned}
R_{q}: \mathbb{R}^{3} & \longrightarrow \mathbb{R}^{3} \\
\vec{v} & R_{q}(\vec{v})=q v q^{*}
\end{aligned}
$$

Where $v$ is the pure quaternion associated with $\vec{v}$. If $q=q_{0}+\vec{q}$ then the operator can be written explicitly as:

$$
\begin{equation*}
R_{q}(\vec{v})=\left(q_{0}^{2}-|\vec{q}|^{2}\right) \vec{v}+2(\vec{q} \cdot \vec{v}) \vec{q}+2 q_{0}(\vec{q} \times \vec{v}) \tag{A.28}
\end{equation*}
$$

This operator is linear and satisfies $\left|R_{q}(\vec{v})\right|=|\vec{v}|$. Further if $q=\cos (\alpha)+\sin (\alpha) \hat{u}$ then the axis of rotation is the vector $\hat{u}$ and the angle of rotation is $2 \alpha$.

Proof. See [33]
Since $R_{q}$ is a linear operator fixing a basis $B$ it has a corresponding matrix $\left[R_{q}\right]_{B}$. In the canonical basis $E$ the corresponding matrix is given by:

$$
\left[R_{q}\right]_{E}=\left[\begin{array}{lll}
2\left(q_{0}^{2}+q_{1}^{2}\right)-1 & 2\left(q_{1} q_{2}-q_{0} q_{3}\right) & 2\left(q_{1} q_{3}+q_{0} q_{2}\right)  \tag{A.29}\\
2\left(q_{1} q_{2}+q_{0} q_{3}\right) & 2\left(q_{o}^{2}+q_{2}^{2}\right)-1 & 2\left(q_{2} q_{3}-q_{0} q_{1}\right) \\
2\left(q_{1} q_{3}-q_{0} q_{2}\right) & 2\left(q_{2} q_{3}+q_{0} q_{1}\right) & 2\left(q_{0}^{2}+q_{3}^{2}\right)-1
\end{array}\right]
$$

Since quaternions $q=q_{0}+q_{1} \hat{i}+q_{2} \hat{j}+q_{3} \hat{k}$ and Euler's angles $\{\phi, \theta, \psi\}$ can be used to represent rotations in space it is possible alternate between the two explicitly using the following equations [30] :

$$
\begin{gather*}
{\left[\begin{array}{l}
q_{0} \\
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right]=\left[\begin{array}{l}
\cos (\phi / 2) \cos (\theta / 2) \cos (\psi / 2)+\sin (\phi / 2) \sin (\theta / 2) \sin (\psi / 2) \\
\sin (\phi / 2) \cos (\theta / 2) \cos (\psi / 2)-\cos (\phi / 2) \sin (\theta / 2) \sin (\psi / 2) \\
\cos (\phi / 2) \sin (\theta / 2) \cos (\psi / 2)+\sin (\phi / 2) \cos (\theta / 2) \sin (\psi / 2) \\
\cos (\phi / 2) \cos (\theta / 2) \sin (\psi / 2)-\sin (\phi / 2) \sin (\theta / 2) \cos (\psi / 2)
\end{array}\right]}  \tag{A.30}\\
{\left[\begin{array}{l}
\phi \\
\theta \\
\psi
\end{array}\right]=\left[\begin{array}{c}
\arctan 2\left(2\left(q_{0} q_{1}+q_{2} q_{3}\right), q_{0}^{2}-q_{1}^{2}-q_{2}^{2}+q_{3}^{2}\right) \\
\arcsin \left(2\left(q_{0} q_{2}-q_{3} q_{1}\right)\right) \\
\arctan 2\left(2\left(q_{0} q_{3}+q_{1} q_{2}\right), q_{0}^{2}+q_{1}^{2}-q_{2}^{2}-q_{3}^{2}\right)
\end{array}\right]} \tag{A.31}
\end{gather*}
$$

## A. 4 Parametric values for the simulation

Quadrotor parameters:

1. Mass: $m=0.43[\mathrm{Kg}]$
2. Moments of inertia: $I_{x}=4.856 \times 10^{-3}, I_{y}=4.856 \times 10^{-3}, I_{z}=8.801 \times 10^{-3}$
3. Distance form the center of mass to the motors $L=0.2 \mathrm{~m}$
4. Propeller moment of inertia: $I_{r}=1 \times 10^{-5}$
5. Propeller lift constant \#1: $K_{1}^{i}=3.88 \times 10^{-7}$
6. Propeller lift constant $\# 2: K_{2}^{i}=0$
7. Propeller torque constant $\# 1: B_{1}^{i}=9.96 \times 10^{-9}$
8. Propeller torque constant $\# 2: B_{3}^{i}=4.33 \times 10^{-9}$
9. Maximum angle of attack $\alpha_{\text {max }_{i}}=1.2 \mathrm{rad}$
10. Minimum angle of attack $\alpha_{\text {min }_{i}}=-1.2 \mathrm{rad}$
11. Nominal angle of attack $\bar{\alpha}_{i}=0.5 \mathrm{rad}$
12. Maximum $x$-axis velocity $v_{x_{\max }}=20 \frac{\mathrm{~m}}{\mathrm{~s}}$
13. Maximum $y$-axis velocity $v_{y_{\max }}=20 \frac{\mathrm{~m}}{\mathrm{~s}}$
14. Maximum $z$-axis velocity $v_{z_{\max }}=20 \frac{\mathrm{~m}}{\mathrm{~s}}$
15. Maximum $x$-axis acceleration $a_{x_{\text {max }}}=5 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$
16. Maximum $y$-axis acceleration $a_{y_{\max }}=5 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$
17. Maximum $z$-axis acceleration $a_{z_{\max }}=5 \frac{\mathrm{~m}}{\mathrm{~s}^{2}}$
18. Motor dynamic constant $K_{m_{i}}=100$.

Control parameters:

1. Reference generation optimal control problem cost function matrices:

$$
Q=\operatorname{diag}(10,10) \quad R=0.04
$$

2. Translational optimal control problem cost function matrices:

$$
Q=\operatorname{diag}(1,1,1,0,0,0) \quad R=\operatorname{diag}(0.1,0.1,1)
$$

3. Extended Modal Series Method cost function matrices:

$$
Q=1 \times 10^{-5} \operatorname{diag}(1,1,1,5,5,5) \quad R=\operatorname{diag}(4,4,4)
$$

4. Motor input cost function weight $r_{u}=10$.
5. Angular control sampling time $T_{\text {ang }}=2[\mathrm{~ms}]$.
6. Angular prediction horizon $H_{p_{\text {ang }}}=50[\mathrm{~ms}]$.
7. Translational control sampling time $T_{\text {tra }}=50[\mathrm{~ms}]$.
8. Translational prediction horizon $H_{p_{\text {tra }}}=0.5[\mathrm{~s}]$.
9. Motor control sampling time $T_{\text {mot }}=80[\mu \mathrm{~s}]$.
10. Motor prediction horizon $H_{p_{\text {mot }}}=2[\mathrm{~ms}]$.
11. Reference generation optimal control problem saturations:

$$
\text { Sat }=\left[\begin{array}{llllll}
4 & 4 & 10 & 10 & 20 & 20
\end{array}\right]
$$

## A. 5 Algorithms

## A.5.1 Extended Modal Series Method Algorithm

```
Algorithm 1 OCP solution using EMSM
    procedure Extended Modal Series Method \(\triangleright\) Sub optimal control law
            Input the functions \(F\) and \(G\), the matrices \(Q\) and \(R\) and the performance criteria \(e_{1}\) and \(e_{2}\).
            Construct the functions \(\psi\) and \(\phi\) (equations 3.7 and 3.8)
            \(K \leftarrow 1 \quad \triangleright\) Initialize the order of the approximation
            \(J_{0}=0 \quad \triangleright\) Initialize the value of the cost function
            Expand \(\psi\) and \(\phi\) in a Taylor Series around \((0,0)\) up to order \(K\) (for \(\psi\left(x_{\epsilon} ; \lambda_{\epsilon}\right)\) change \(\phi(0)\) for \(\psi(0)\) )
            Approximate the vector functions \(x_{\epsilon}(t)\) and \(\lambda_{\epsilon}(t)\) by
```

$$
x_{\epsilon}(t) \approx \sum_{k=1}^{K} \epsilon^{k} g_{k}(t) \quad \lambda_{\epsilon}(t) \approx \sum_{k=1}^{K} \epsilon^{k} h_{k}(t)
$$

Replace $x_{\epsilon}(t)$ and $\lambda_{\epsilon}(t)$ in the approximations and expand.
$k \leftarrow 0$
for $k \leq K^{2}$ do $\quad \triangleright$ To obtain the coefficient for $\epsilon^{K}$
if $k=K$ then
Replace $\epsilon^{k}$ with 1
else
Replace $\epsilon^{k}$ with 0
end if
end for
Evaluate and assign the previous expression to $\Psi_{K}(t)$ for the $\psi$ approximation and to $\Phi_{K}(t)$ for the $\phi$ approximation.

Form the $2 n$ system of differential equations $\dot{g}_{K}(t)=\Phi_{K}(t), \dot{h}_{K}(t)=\Psi_{K}(t)$.
Solve the system of differential equations, using the boundary conditions

$$
\left\{\begin{array} { l } 
{ g _ { 1 } ( t _ { o } ) = x _ { o } } \\
{ h _ { 1 } ( t _ { f } ) - 2 P g _ { 1 } ( t _ { f } ) = 0 }
\end{array} \quad \text { for } K = 1 \text { or } \quad \left\{\begin{array}{l}
g_{K}\left(t_{o}\right)=0 \\
h_{K}\left(t_{f}\right)-2 P g_{K}\left(t_{f}\right)=0
\end{array} \quad \text { for } K>1\right.\right.
$$

Update the control law and the corresponding state trajectory

$$
u_{K}(t)=-R^{-1} G^{T}\left(\sum_{k=1}^{K} g_{k}(t)\right)\left(\sum_{k=1}^{K} h_{k}(t)\right) \quad x_{K}(t)=\sum_{k=1}^{K} g_{k}(t)
$$

21: Evaluate the control performance $J_{K}=\frac{1}{2} \int_{t_{o}}^{t_{f}}\left(x_{K}^{T}(t) Q x_{K}(t)+u_{K}^{T}(t) R u_{K}(t)\right) d t$
22: $\quad$ if $\frac{\left|J_{K}-J_{K-1}\right|}{K_{K} \mid}>e_{1}$ or $\left\|x\left(t_{f}\right)-x_{f}\right\|>e_{2}$ then
$K \leftarrow K+1$
Go back to step $6 \quad \triangleright$ Increase the order of the approximation
end if
end procedure

## A.5.2 Explicit formula for $\xi_{\omega, l}^{\psi}$

The algorithm consists only in the evaluation of the formula given by (3.19) and (3.20). It is the same for $\xi_{\omega, l}^{\psi}$ and $\xi_{\omega, l}^{\phi}$, changing only in the function that is derivated in step 4 ( $\psi_{l}$ for $\xi_{\omega, l}^{\psi}$ and $\phi_{l}$ for $\xi_{\omega, l}^{\phi}$, therefore only one is shown in algorithm 2.

```
Algorithm 2 Explicit formula for \(\xi_{\omega, l}^{\psi}\)
    procedure Malgus Formula
        \(\xi_{\omega, l}^{\psi}=0\)
        for \(1 \leq|\alpha|+|\beta| \leq \omega\) do
            Calculate \(\frac{D^{\alpha} D^{\beta}}{\alpha!\beta!} \psi_{l}(0)\)
            \(X_{3} \leftarrow 0\)
            for \(|\theta|=\omega-|\alpha|-|\beta|\) do
                    \(X_{2} \leftarrow 1\)
                        for \(1 \leq q \leq n\) do
                        \(X_{1} \leftarrow 0\)
                    for \(u+v=\alpha_{q}+\beta_{q}+\theta_{q}\) do
                        if \(\alpha_{q} \beta_{q} \neq 0\) then
                            if \(\alpha_{q} \leq u \leq \omega \alpha_{q}\) then
                                    Calculate \(F_{q}(u)\) from (3.43)
                                    end if
                            if \(\beta_{q} \leq v \leq \omega \beta_{q}\) then
                                    Calculate \(G_{q}(v)\) from (3.44)
                    end if
                else
                        \(F_{q}(u) G_{q}(v)=0\)
                end if
                        \(X_{1}=X_{1}+F_{q}(u) G_{q}(v)\)
                    end for
                \(X_{2}=X_{2} X_{1}\)
            end for
            \(X_{3}=X_{3}+X_{2}\)
            end for
            \(\xi_{\omega, l}^{\psi}=\xi_{\omega, l}^{\psi}+X_{3}\)
        end for
    end procedure
```
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