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Abstract

Buildings are increasingly expected to be more efficient and sustainable since they are
essential to energy policies and climate change mitigation efforts. For this reason, it is
very important to develop new energy models, with special attention to the residential
sector. The present Thesis aims to justify the selection of the district scale as the optimal
one to improve the energy performance of the built environment. In this way,
renewable energy integration may be increased and innovative approaches such as
demand side management may be carried out through the accurate characterization of
districts.

Several applications are shown to evaluate the solar potentials and the energy demands
for entire regions by using 3D city models. The advantages offered by demand side
management approaches in buildings and districts are investigated, presenting two
applications that benefit from dynamic pricing strategies or the participation in reserve
markets. The drawbacks of most current approaches on a large scale are highlighted,
and a new tool capable of performing dynamic simulations of whole districts in a user-
friendly and accurate way is presented.

In addition, a methodology for a proper characterization of districts through
monitoring is developed, validated, and used for two applications. The first one
characterizes a district consisting of buildings with a limited use of air-conditioning,
and the second one evaluates the benefits that could be obtained from the exploitation
of the synergies between the buildings of a district. As a last contribution of this Thesis,
a new comprehensive methodology for the characterization and optimization of any
existing district is proposed.
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Resumen

Se espera que los edificios sean cada vez mas eficientes y sostenibles, puesto que son
esenciales para las politicas energéticas y los esfuerzos hacia la mitigacion del cambio
climatico. Por esta razon, es muy importante desarrollar nuevos modelos energéticos,
con especial atencion al sector residencial. La presente Tesis parte de que la escala de
distrito es la Optima para mejorar el comportamiento de la edificacion. Ademas,
permite aumentar la integracion de energias renovables y llevar a cabo planteamientos
innovadores como la gestion de la demanda a través de una precisa caracterizacion de
los distritos.

Se muestran varias aplicaciones para la evaluacion de los potenciales solares y las
demandas energéticas de regiones enteras, usando modelos 3D de ciudades. Las
ventajas ofrecidas por los procedimientos de gestion de la demanda en edificios y
distritos también son investigadas, presentando dos aplicaciones que se benefician de
estrategias de tarificacion dindmica o de la participacion en los mercados de reserva.
Las desventajas de la mayoria de procedimientos actuales a gran escala también son
destacadas, y se presenta una nueva herramienta capaz de llevar a cabo simulaciones
dindmicas de distritos completos de forma simple y precisa.

Ademas, se desarrolla una metodologia para la caracterizacion apropiada de distritos
a través de monitorizacion, validada y empleada en dos aplicaciones. La primera trata
la caracterizacién un distrito compuesto por edificios con un uso limitado de la
climatizacidn, y la segunda la evaluacion de los beneficios que podrian obtenerse de la
explotacion de las sinergias entre los edificios de un distrito. Como tiltima contribucion
de la Tesis, se propone una nueva metodologia completa para la caracterizacion y
optimizacion de cualquier distrito existente.

ix






Contents

ACKNOWIEAZMENLS .......eeeeeieeceeeieecieieessnerressneesessneesesssnessesssneesssssnsesasssnsesssssnsesesssasenssssanenssssansessssanenssssansnnns v
LY ot vii
RESUMEBN c.coiiieriiiitniiisseniiissnssiisssssiesssssssesssnsssssssnsssssssnsssssssnsssssssssssssssssssssssssssssssssssssssnsssssssnsssssssnsssssssnsnss ix
L0 Ty =T o 1 N i
INAEX OF fIBUIES .....eeeeeeeeeeticcceetrccseee s re e e sessne e sesssne e sessnsesesssnsesesssnsesssssnsesesssnnesesssnsessassnnenssssnnenesssnnensennnes XV
INAEX OFf LABIES ...eeiiireriiinerinniiiniiinntisseiisntiieisssnesssesesnesssssssssnsesssesessssssssssssassesssesssssssssssssssessssnsssssssesssssss XXi
ADDIEVIAtIONS.....ccceiiieiintiiinintiiesinstiessnstiesssstiessssstiessssstsessssstsesssssssesssssssesssssssesssssssssssssssesssssssessssnassessnns xxiii
1. INTRODUCTION.....citiiiiiiiiiiiiiineieienenenininesenesesesesesesesesesssesesssssssssesssssssssssssssssssssessssssssssssssssssssssssssssssssnns 1
1.1. Energy and buildings: international commitments and gradual strengthening of requirements.................. 1
N 2o Tl o T4 o1V Lo OSSR 3
12,1, TRE 10l€ Of CIHIES...ecuiiieeeecte ettt ettt e b e st b e st e e ebe st e e ebe st eneebeseannesestans 3
1.2.2. Sustainable urban develoPMENT ...ttt resren 3
1.2.3. ST CILIES . cuerueeeeetetetererte sttt ettt ettt e sae s e st et et et e besaesbesae e st e s et e bessesbesseestensensensesanssens 4
1.2.4. Information and communication teChNOIOGIES........cccuvvirieviiireciireeee e 6
1.2.5.  ENEIEY STOMQEE «.eeeeeieeeeeee ettt sttt ettt et s e st e st e s st e b e st e st e s st e s st e bt e be e besabesabesatesatesseesseensesnsenntens 7
1.2.6. Demand side Management and Demand RESPONSE .......c.ccueerecirerieriririenesesieeeeseeseesesseseesessessesessens 8
1.3, FLOM NZEB 10 NZED..........oueeeeeeeeeeeeee ettt ettt ettt et s s e s se st st e st s s e ss e sensnese et eateans 8
1.3.1. Nearly Zero Energy BUildings (NZEB).......ccecueeeieeirerieieicteceetesteeete et evesteeereste s eseste s esessesssessannssessans 8
1.3.2.  Nearly Zero Energy DiStricts (NZED).....c.coeceeeeerieeeeresieeerestesestestesesestessesesseessessensesessesssessensssessansesessens 9
1.4. Smart cities Within the H2020 ProgramimMe ............cceveeeeeveeeseesessssesesssssesesisssesssssssesssssssesssssssesssssssesssssssessesen 10
1.5. Reasons for CNOOSING the QISTIICE SCAIE ...........cueeeueeeeieeeeeeeeeeeeetesteee e steeetssse e e sseses s ssesesssasesesssssesssssasasesen 10
1.6. Road-map for an optimal design, sizing and operation Of NZED.............c.cceceeeeveereveevesreiesirsresesisssesesisssesennns 12
1.6.1. Preliminary analysis of the diStriCt ........cooeoiiieieee e 12
1.6.2. Conceptual design and optimization of the technologies to be implemented at the district scale 12
1.6.3. Design development and final sizing of the optimal solution...........ccceeeeeeieccenccccececee e 12
1.6.4. Optimal management of the district and the grid ...........ccoeieeeececcece e 13
A Y o I = B 1= OO STS 13
2. WIDENING THE SCOPE OF ENERGY ANALYSES IN THE BUILT ENVIRONMENT ......cccceueciiieinnnnennnennnens 15
2.1 INEFOQUCTION ..ttt ettt ettt et s st b et s b s st e b e se s st s st essssasessannsesssnses 15
2.1.1. Redefining the NZE concept: from individual buildings to districts........cccecveverreenreienneenirieennn 15
2.1.2. Use of GIS for analysing energy performances at large scales.........cccveererecnerecnenecnesecesennns 16
2.1.3. Approaches for evaluating the thermal performance of buildings at urban level ......................... 17
2.1.4.  DOMAIN FEAUCTION ...veuiieteirtetctteteerte ettt sttt ettt sttt b ettt st ebe e st e st st ese e sbesenesbeseneees 18
2.1.5. Evaluating solar potentials at Urban IVEL..........c.oeveirinecireee e 18
2.1.6.  AIM OF this CRAPLET .ottt st et b e st b e st e e be st e e ebestans 20
2.2. Evaluating solar potentials at urban level by using 3D City MOAEIS...........ccoueeeveeveveveeeeeieecieiesiesieceeeeeeens 20
22,1, INTFOTUCTION .ottt sttt b e sttt et s st e e s be st e e sbe st e e ebe st e st ebeseenessessensesestans 20
0 20 R |V, =1 d o To o (o] [ = TSRS 21
2.2.3.  RESUIS @Nd ISCUSSION.....ccueiriirieiriirieisirietsesie sttt sttt te e ste st sbesee e sbesae s sbestenesseseensssessensesensans 22
2,24, CONCIUSIONS ...oviiiirieieirietee sttt sttt sttt ste st e s et s b e st et e be st et s be st et sbestenesbeseeneebe st ansebeseansesessensesentans 25
2.3. Improving the accuracy of solar potential assessments at Urban [eVel..................eeeeeeeeeeeveeeevesveseeireeevennan, 25
23,1, INTFOTUCTION .ottt sttt st sttt et st et s b st e e s b e st et sbe st e st sbeseeneesessensenentans 25
2.3.2.  Brief description of the Case STUAIES .........cccceeieeirieeieeeeee ettt sttt sttt e et e ereetens 26

xi



2.3.3. Solar radiation calculation approaches for urban energy analysis.........ccocevecnerecerenecenceseceeenne 27

2.3.4. Identifying the best tiling strategies for middle and high-density urban areas.........cccccceeevvecverenee 27
2.3.5.  Solar potential “Identity Cards” ........cccieceirecreseeses ettt e re et aebeste e resteae e erens 29
2.3.6.  CONCIUSIONS ...ouvviiiieteiisieintetee sttt et et be s ts b et st e e st e b e e st esase st ebesessesenestesenestesasesbesanensesensssesanenes 32
2.4. Urban energy demand evaluation through 3D City MOGEIS...........ccccouveeeeeeseeeriisesieieeiesieiesiestecesieste s esissens 32
B S [0 o T [0t o T o SO O O STEOSTRUU SRRSO 32
2.4.2. Obtained results of heating demands ...t eene 33
2.4.3.  Conclusions Of this STUAY ....cccivieiiirieiice ettt be st e b seane 34
2.5. New tool for modelling and estimating the energy performance of diStricts ..........cccueevvvveevvvvesecererernnns 35
D T R o 10 ] 6 K OO PRSR 35
2.5.2.  Creation Of HULC MOEIS......ccoeiiirieeriiieertestecreriee sttt sbe st seebe st e e b ste e sbeseensssessans 37
2.5.3.  HULCGIS ValidAtiON....ccueceeieieiececee ettt et ettt st e be e e esa e s et e besbeebesaeenaensansensessensensensen 38
2.5.4. Tool for the estimation of demand reduction measures in diStricts.......cccvveevverenrienennierieseiennne 38
2.6. Review of clustering techniques for decision making in diStriCtS...........ceeveeeeverieseeveriesieiesiesieiesiesisirsesesens 39
2.6.1. General concepts of CluStEring aPPrOACNES ........cevveeeicteeeeceeeer ettt erens 39
2.6.2. Studies based on clustering tECANIQUES ........ccuccveueeieieicceceeeeese ettt erns 40
D A T (=1 1Y [ T o T OSSOSO 41
3. SMART END-USE: DEMAND SIDE MANAGEMENT APPROACHES ........ccccevvteeennennnnnnnnnesesessssssssssssssses 43
O RN [ 1o To (1 o1 (o OSSN 43
3.1.1. The CONCEPTL OF DSIM.....uieiceiieieieteteee ettt ettt sttt se et et e s b et ese e b et eseese st eseesesseneesessaneesensan 43
3.1.2. Review of the existing [iterature 0N DSM........c.cecueieeeiecieesierieestete ettt se s e s nean 45
3.1.3.  AIM OF thiS CRAPLEN .ttt ettt et b et eneebeae e erenean 48
3.2. Contributions of heat pumps to Demand Response: a case study of a plus-energy dwelling...................... 49
202 I 11 o Yo (1T [ [OOSR STOSRR 49
3.2.2. Case study: Modelling and SIiMmUIGtioNn ...........cceireiieinerinscereees e aes 49
3.2.3.  ANQIYSIS OF FESUILS vttt ettt et et e b e s esesbe s eneebensenessansan 52
3,24, CONCIUSIONS ...ttt ettt et et s et et e st e e e s et et e s e b ens e s e st e st ese st enseseesassesessensenessansaneesensan 56
3.3. Heuristic optimization of clusters of heat pumps: a simulation and case study of residential frequency
LK== RSO 56
3301 INEFOTUCHION .ttt ettt sttt et st b et st se s b e b et st ese s sbese st sbe et ebenesassenens 56
3.3.2.  Market integration: frequency restoration reSEIVE .........ccueceevecieenesieeseseesese e ereaas 57
3.3.3.  Case study: Modelling and SimuUIGtion ...........cceereieineiesccsees e aes 58
3.3.4. Results: DR potential of a cluster of dWelliNgS........c.cuvevieiricieireeseereeee e 61
3.3.5.  Conclusions aNd OULIOOK.........c.cerieueeiririeiriccriec ettt a e s e sa e s e seesenens 66
3.4. Summary Of findings Of tRiS CRGILEN ..........coeueeeeeeeeeeceeeeteceeeeteceeeste st ee st e se e e st et e s st e s e s st e ssetsase s e e stenesasseanns 66
4, BASELINE MODELS FOR CHARACTERIZATION, FORECASTING AND DECISION-MAKING IN DISTRICTS..... 69
4.1. FUndamentals Of DASEIINE MOUEIS .............ceeueeeeeeeeeeceeeeteceeeetesee e ste st e et e e e st e s e e st e s e s st e ss e e st e s e e sse s esanseanns 70
4.2. Mathematical basis of the developed QT MOGEL...............ceoueeeeceeeeeeceeeeeeseeeeteseeeetecee e stesre e ste e re st sre e s e 71
4.2. 1. INILAl NYPOLNESES ...t et se e bt ae b e e neebenes 71
4.2.2. Development of the baseling MOELS...........cceeeiieiiieeeeee et 72
V/RC Vo]0 oL lo Y o] d 1 =0 0 1 Te o =) OSSOSO 76
4.3.1.  TheoretiCal ValIdation ........cccceeeeereeirieceretc sttt e s s e e s be e seesanens 76
4.3.2.  EXperimental Validation ...ttt ettt a e ns 79
4.4. Integration of the QT model aNd DSM tECANIGUES ...........c.eeeeeeveeeeeeieisiesieestesesiestessesstesssestsssesestsssesasssasens 81
A1, CONCIUSIONS ..ottt sttt sttt ettt be et st e et st e st st e s s ebese st et ese s ebesestebesensebenestssenens 83

Xii



5. CHARACTERIZATION OF DISTRICTS: APPLICATION FOR BUILDINGS WITH LIMITED USE OF AIR-

CONDITIONING ....cceiiitiiirnnissnnesssesesssmssssnssssenssssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssassssnsss 85
5.1. Characterization of a district without monitored air-conditioning CONSUMPLIONS ..........cccevvevevveveeeevveeeeennnns 85
5.1.1. Description of the Case SLUAY .....c.cevieiiiiieeceeeeeseee ettt ettt aenestens 85
5.1.2.  Monitoring Of the diStrCt.......eveciririeieisecese ettt ettt sre e enestans 86
5.1.3. lIdentification of air-conditioning CONSUMPLIONS ......cccoivieiiirieiiirescre e sens 88
5.1.4. Estimation of the Matching CliMate .......coeciivecrie e 88
5.1.5.  PrimMary DasEliNe ..ottt st b st b et b e a e e bentans 88
5.1.6.  SECONAANY DASEIINE ....cueititeecteeteeeere ettt b st b e st et eb e st e e b e e e e besae e ebentans 90
5.2. Applications based on the characterization Of diStriCtS.........uceeuveeeverieeeeiisiesiesisiesiecesieste s este e se st s e e 92
5.2.1.  Calculation of COMIOrt iNAICES .....coivieiiirieiiererer ettt b e e e enestans 92
5.2.2.  ENEIEY NEEUS....cieieieeeertetee ettt sttt ettt ettt b e st et et et et e be st et ebe st e st ebe st eseebe st aneebestaneebessaneenestans 93
5.3. Novel approach for benefitting from PV POLENLIQIS............coeeeecvreeeeiireeieiisesieiesesiesesesissssestssessestsssssasesnns 94
5.3.1.  AIM OF the STUAY....ciuiieiiec ettt ettt b e sttt e e b e ste e sbestans 94
5.3.2. Justifying the need for intervention in the diStriCt........cccceiveceiinieccececrcesee s 94
5.3.3.  Electricity consumption of the diStriCt .......cccceeeeeririeciiireeeee ettt stns 97
5.3.4.  BUIldING TYPOIOGIES ....ocueeeeieeieteieietetee ettt sttt te et be st e e ebeste s ebe st ansebastansesessennesentans 98
ST TN \V/ =1 d g YoTo [o] oY= Tor= Mo [T ol 4 4o F SO 100
5.3.6. PV potential SIMUIGLION ......ccouiieeeeecee ettt ettt ettt a e st e et ns 102
5.3.7. Thermal behaviour of the dWEIlINGS ... e 102
5.3.8. Description of the proposed Strat@ZIES ..........cccrereiirerieecerecee et ns 103
5.3.9.  ANQIYSIS OF FMESUILS ...veueeeieeicesteeeee ettt sttt et e s be st e e e be e e neeba e eneebenes 105
5.3.10. CONCIUSIONS ...uvvevieriereerisiinesteeetstesesessesesestesesessesasessssessssesassssssessssesensssesensssesessssesensssessnsssesenessesessseses 110
6. APPLICATION FOR A SMART MANAGEMENT OF MICROGRIDS.........cccctveemeeiiecciinnennnnsssecnnnnsnnsennnnes 111
L L o (1 o (o USSP 111
6.1. 1. LITEIatUrE FEVIEW ....oouieeieiiiieieierie sttt ettt st sttt et et e st s b s s s s et et et e st e besaessesaaestessantensessensessens 112
6.1.2.  AIM OF the STUAY....ooviieitee ettt sttt nee 116
6.2. DESCIiptioN Of the COSE SEUAY ......oveeveeereeieieiesiecisesiesisestssteeste st sssstsssssests st sssstassssestessssestasssssssassssssasssssssansesens 116
6.2.1. Characteristics Of the diStriCt ......cccoivieiiireerece e 116
6.2.2.  Monitoring and modelling of the diStriCt.........cccvirieverieniecerieceee e 118
6.3. Calculation MELNOUOIOGY.........ccceveueveeieeieieesieciseciesteestestses et sssts st e e s te st s s ste st s sssts st ssesse st sssssassssssasessssasesens 121
6.3.1.  SCENAMIOS ..cuveueieienerieteeriestee sttt sttt sttt e st et s be st et e e et s b et et s b et e st s b et et s b et e ne s b et et be e eneebe e e e renes 121
6.3.2.  Preconditioning @lterNatiVES.......ccccvieiriirieiicrceseste ettt ettt 122
6.3.3. Proposed rule-based CONtrol SLrat@gY........ccuevecererieieseeeeee ettt et sa e st se e ns 124
6.3.4.  SIMUIGLION FrAMEWOIK.....c.eceeieeiieieereeteecer ettt sttt b et s e e s ebe e e senessenan 126
6.3.5. Self-consumption and self-sufficiency ratios..........cccceeeeeeeeecccececcec e 127
LR LIV Kl T To e LYotV X (o) S 127
6.4.1. Comparison of management alterNAtiVES .........ccceceeceeeeieecececee et e 127
6.4.2. Comparison of precooling StratEIES .........ccueveceeeeieieeeeee ettt 129
6.4.3. Sensitivity analysis: fEed-iN tariff...........ccoeoiiieiiiecee e e 131
6.5. CONCIUSIONS QNG FULUIE WOIK ...t este e ste st etests e eete s eteats s e s sss s e e sssasessssassessssassessssassanens 132
7. CONCLUSIONS AND FUTURE DEVELOPIMMENTS. ......ccccetinisissssssssssssssssssssssssssssssssssssssssssssssssssssssssssssane 133
7.1. Conclusions and sUMMQry Of K€Y fINAINGS..........ccvcveeeeevieesirieireisessisieisstsesssisisssssssesssssessssssessssssssssssssssnss 133
7.1.1. Achieving accurate energy analyses on a district SCAle ........cccouveerireeninieenneernecreeee s 133
7.1.2. Exploring demand side management OPPOrtUNILIES ........ccoeiririeeririeirinieenenieeresee et seenas 134
7.1.3. Development of @nergy DaseliNgS..........ccccerivieveiiniecesecec e ettt 135
7.1.4. Characterization of districts: application of the methodology.........ccccceceverevieveninieceneceeceeeee 135
7.1.5. Exploiting the synergies between buildings through DSM approaches..........ccccecevevevecererieennene. 136
7.2. A new methodology towards achieving comprehensive energy analyses at large scales.......................... 137
7.3 FULUIE WOIK....voeeneeieeiieieeeteisiesieie et ie st st et tst st st st se st s sa st sa st st s ss s s sesa s st e st ssesensste st ebasanssssssasesasensns 139

xiii



ACKNOWLEDGMENTS OF FUNDING.........cccvirumrnrnininiiisnissnnnsansisnnsssssssnessassisssssssssssesssssssssessssssanes 141

ANNEX A.
ANNEX B.
ANNEX C.

ANNEX D.

ANNEXE.

REFERENCES

MATCHING CLIMATE .......utiriiinsienieiinninissssesesssnsisassssssssssasesssnsissssssssssssasesssssssasssssnsssnas 143
PROCEDURE FOR THE DISAGGREGATION OF HOUSEHOLD ELECTRICITY CONSUMPTIONS ..155
GENERAL CONCEPTS OF DEMAND SIDE MANAGEMENT ........cccvviiinnininisnnnssnensannssansssnsnenes 163
IMPROVEMENT MEASURES CONSIDERED IN THIS THESIS.........cccccviiiiiininiiniiininisnnncsnenenns 175
JOURNAL PUBLICATIONS......ccccsctiiineisnniisnniessnnissanesssnsssssssessssssssssssssssssssssssssssssssssssssssssssssnes 185
............................................................................................................................................... 195

xiv



Index of figures

Figure 1: Final energy consumption by sector, EU-28, 2016. Source: Eurostat. ...........ccccoeuveueirrriernreinieninens 2
Figure 2: Final energy consumption in the residential sector by type of end-use, EU-28, 2016. Source:
BUTOSEAL......oov e 2
Figure 3: Shares of energy demand coverage in Spain, 2017. Source: Red Eléctrica Espafiola. .................... 2
Figure 4: Urban scales proposed in the present Thesis. ..., 4
Figure 5: Devised evolution of the electricity grids. Source: IEEE. ..., 5
Figure 6: Smart Grid CONCEPL [7]. ...t s sassss s sss s s s ssssasssses 5
Figure 7: General architecture of Smart Grid communications [9]. .......ccccecuiurininineinirnciriciseieceisceins 7
Figure 8: Pillars of a NZED considered in the present Work..........cciiccincenes 9
Figure 9: Five LODs of CityGML 2.0 [31]. couviimiiiiiiiccicniisisiesisissssssesssssssssssssssssssssssssssssssssssssnss 16
Figure 10: 3D city models may be applied in a multitude of application domains for environmental
simulations and decision SUPPOTL [32]. .....ccvuimimiiiriiiiiciei s ssssae s sasssses 16
Figure 11: Flowchart of the available roof area calculation Process. ...........cccurceereeeineeiunecmneenecseeeinsenens 21

Figure 12: Percentage of the electricity demand covered in each municipality by PV for the technical
POtENHAL SETALEEY . .....ovvivvieiincic e 23

Figure 13: Percentage of the electricity demand covered in each municipality by PV for the economic
POLENHAL SETALEZY . .....covveverierieeci it 23

Figure 14: Percentage of the electricity demand covered by PV in the whole region for the two scenarios:
technical and economic POtENtIAL. ..........ccviuiiiiinii s 24

Figure 15: Representation of the case study Ludwigsburg with an East view (up) and Manhattan with a

INOTEN-WWESE VIEW (AOWIN). ..ceirieiuirieieireieieireie ettt sttt sttt st b sttt st b sttt s st st esetans 26
Figure 16: Example of tiling (tile size = 500m; overlap = 150m) for a studied area. .......cccccocevvuvccreurcuvcnncce 27
Figure 17: Computational time versus tile size for the considered strategies in Ludwigsburg (left) and
Manhattan (right). The labels show also the number of tiles in each case. .........ccccocuocueeicicirininininincncnes 27
Figure 18: Urban Shading Ratios on roofs as a function of the used tiling strategy. Annual USR in
Ludwigsburg (left) and annual USR in Manhattan (Fight)..........ccccveeiincenineeiccrceeceeseecseeeseceennens 28
Figure 19: Urban Shading Ratios on facades as a function of the used tiling strategy. Annual USR in
Ludwigsburg (left) and annual USR in Manhattan (right).........ccccoennnnniccecccccecccecsecs 29
Figure 20: Cumulative solar radiation distribution in Ludwigsburg..........cccvniinininiicins 30
Figure 21: Cumulative solar radiation distribution in Manhattan. ..., 30
Figure 22: Monthly Urban Shading Ratio on roofs and facades in Manhattan .............ccccvcevevecrcerccncnnnc. 31
Figure 23: Monthly Urban Shading Ratio on roofs and facades in Ludwigsburg. ........ccccocovvvccninccncnncce. 31

Figure 24: Comparison of simulated and measured aggregated heating consumption of residential
buildings With gas NEAtING. ..ot s 34

Figure 25: Specific heating demand for different building types in the municipality Hemmingen as a
consequence of the refurbishment SCENATIOS. ... eaeeaes 34

XV



Figure 26: Screen capture of the HULCGIS plugin within QGIS. ............ccccrvimmrinecneneennecreeeeseeeeencens 36

Figure 27: Example of HULC building model created by HULCGIS. ... 37
Figure 28: Comparison between the building models. ...t 38
Figure 29: Comparison of the results between the detailed model and the HULCGIS model. .................. 38
Figure 30: User interface of the tool for the estimation of demand reduction measures in districts.......... 39

Figure 31: Example of visualization of results for some buildings in La Graciosa Island (Las Palmas,

o 150 OO 39
Figure 32: Demand Side Management within the Smart Grid environment [7]. .......cc.ccoooveeuerivrineiirecrnnnn. 44
Figure 33: SketchUp model of the bUilding............ccvviiiiiiiiiiic e 50
Figure 34: Simplified representation of the TRNSYS model. ..........ccoviiiininiiciiicnccnccccnns 50
Figure 35: Example of different modes of operation depending on the strategy (ST).......cccccoovuvervrriuncunce. 52
Figure 36: Comparison of heat pump monthly cost for heating electricity. ..o, 52
Figure 37: Comparison of the daily temperature of different strategies. Case 20 + 0 °C........ccccccovvuveureuncnen. 53
Figure 38: Comparison of the amount of excess degree-hours. Positive values show >20°C and negative
VAlUES 20°C. oottt 53
Figure 39: Percentage of HP use during peak hours [76]......ccccoccuiiiinriniiicciccccincinnn, 54

Figure 40: Example of the duration of the activation calls vs. energy price bid. Own analysis of data for
calendar year 2015. Data published by Transmission System Operators (TSOs) and publicly available at
WWW.TEZELIRISTUNZ.NEL. c...oovvrei s saes 57

Figure 41: Overview of the cluster manager framework. ..., 59

Figure 42: Comparison of the number of activation calls for the three scenarios depending on the

duration. Real FRR data from February 2015. .........cccociiiiieciieieiceeecsesssaecssesscssesssssesssssesens 60
Figure 43: Flowchart of the SIMUIAtIONS. .........c.cuiuiieccciiiceceeiecieceeee s sssessessesssasenaes 61
Figure 44: Example of activation call decisions and indoor temperatures.............cccoecveivrneiriieineinieneinns 62
Figure 45: Percentage of accepted actiVations...........ciiiiiniiiiiisi s sssssssssnens 62
Figure 46: Total excess degree hours (> 20 %C).......ocuirunieeeeeeeineemiiecseeessessssssessesesssaesssessesssssnsssscssns 63
Figure 47: Cost savings [%] of the proposed strategies (negative values mean higher costs than their base
CASE). cvvvevrerereremeacueuesereseseaeestatatataesesesesesses ettt atae e s ettt R ettt e ARttt R Rt a ettt e ne s neneee 64
Figure 48: Power provided for price scenario FRR (0)......cccccuviiiiiniiiiiiciicsnisssisssesnes 65
Figure 49: Cluster cost savings depending on different price scenarios. Positive values mean the
achievement of cost savings compared to the case with no FRR participation. ...........cccveeeeevceriunccencuncnnn. 66
Figure 50: Baseline concept [140]. .....c.vuiurieimimiecceeeineameeenseseesssasessess s sssssessssssesssssssssesssssesssssessnes 70
Figure 51: Example of direct and diffuse solar irradiance for the South orientation during several days.
........................................................................................................................................................................................... 74
Figure 52: Example of gross solar gains on a building. ... 75
Figure 53: Thermal load on the space due to Solar GaINS. .........ccocueucerencemreeeemneeeeereererseceeeeceseesessseneeeenans 75
Figure 54: Location of the dwelling Under StUAY. .........ccvcuuureeneerirneemiecmreeeceeeeeeseisecseeecssensessensesasenanes 76
Figure 55: HULC model of the dwelling (left) and real image (right).........ccocoeeeuomimerenrericieeeees 77

xvi



Figure 56: [llustration of the evolution of the indoor and outdoor temperatures. ............ccoceeverecereerecercnnecs 77
Figure 57: Effect of the internal and solar gains on the indoor temperature. ..o 77

Figure 58: Comparison between simulated and estimated temperature and consumption measurements.

........................................................................................................................................................................................... 78
Figure 59: Evolution of the full free-floating temperature and the indoor temperature. .........c.cccccoeuucuuccce 78
Figure 60: Installation of the temperature sensor (left) and smart plug on the air-conditioning system
(FIGIIE). ot 79
Figure 61: Measurements obtained from the monitoring campaign.........cc..coocevuervveerveereeienirieiececieeins 80
Figure 62: Comparison between the measured and estimated indoor temperatures.............cccccccveuvciucnnnce. 80
Figure 63: QT diagram of the dwelling during 3 weeks in August 2017. ... 80
Figure 64: District Under StUAY. ... 86
Figure 65: Location of some of the monitored dwellings and the developed models. ...........c.ccccovvuvuucancs 86
Figure 66: Plan of the dwelling and location of the temperature SENSOTS. ...........ccccveuciuneuiunecmriuneimreeeiaecanas 87

Figure 67: Comparison between the daily average indoor temperature measurements of the different

SPAICES. .eviuiiiiesistias st R R R R R R R R R R R R R bR R bR r 87
Figure 68: Example of temperature and consumption measurements in the dwelling under study........ 87
Figure 69: Example of days with and without air-conditioning. ... 88
Figure 70: Chosen weather station in La Puebla de Cazalla, Seville, Spain............ccccccccveuriuneceriunccniuncinncunnes 88

Figure 71: Comparison of horizontal radiation and solar gains. The black arrow points to the North. ... 89
Figure 72: Monthly ESSA of the living room per m? of conditioned area. Real climate. ..........cccccecuvuunnecs 89

Figure 73: Comparison between the estimated and the real daily average indoor temperatures in two of
the DEATOOIMS. ....oocvevevrcircrr ettt sa R n s 89

Figure 74: Comparison between the temperatures estimated by the primary baseline and the real
measurements in February (left), April (center) and July (right). .......ccoovereuniniiniiicincinciicicicccecnecsccne 90

Figure 75: Fit between the measured temperatures and the estimated ones at hourly time-steps. Living
room (left) and bedroom (FIGIt).........cociiiicr e saennes 90

Figure 76: Example of a comparison between measured indoor temperatures, full free-floating
temperatures and their associated CONSUMPHONS. ........c.vuiuermecmiuneimiiiereeerese e seensssasesssessssaensns 90

Figure 77: Comparison between the indoor temperature/consumption estimations and measurements
and full free-floating teMPETAtUIES. ... sasses 91

Figure 78: Comparison between the measured air conditioning consumption and the one estimated. ..91
Figure 79: Comparison of total excess degree-hours in winter of the considered spaces. ........cc.ccoccuuruunnee 93

Figure 80: Comparison of heating demands obtained by the application of the energy baselines for the
real and the standard Climate. ... 93

Figure 81: Hourly temperatures of the living rooms in the monitored households (left) and average daily

temperatures (FIGNL). ..o 95
Figure 82: Hourly temperatures of the bedrooms in the monitored households (left) and average daily
temMPeratures (TIGNL). ...ttt 96
Figure 83: Percentage of time outside the comfort zone of all the households.............cccccoeuveirniinincinninnnce 96

Xvii



Figure 84: Comparison of temperatures in the conditioned household D6 (up) and the non-conditioned

HOUSENOLIA D7 (AOWTN). ettt sttt ea ettt sttt st sttt sttt seben 97
Figure 85: Average monthly energy consumption per household in the district.........ccccoovecuviivciniinincianes 98
Figure 86: Electricity consumption of the district for every hour of the year. ..., 98
Figure 87: Control diagram of the proposed strategies. ..........cc.ouviuiuniiniineincincinciciiiiiseenes 101
Figure 88: Example of layout of the district in Helioscope: south orientation in the flat roofs. ................ 102

Figure 89: Validation of the simulated and measured indoor temperature of dwelling 4 for the whole
VAT wvevereetiitersetete sttt sttt R ARt s et ra 103

Figure 90: Obtained results in all the analyzed strategies. In each column, green cells represent the best
options while red cells represent the worst ones. The marked alternatives are those chosen for the thermal
COMEOTE STUAY. 1. 105

Figure 91: Example of simulated indoor temperatures and consumptions in the dwelling 130 for some of
the analyzed strategies (case maximization of exported PV production). ............cccceceveuviunccuneencineurinccnnes 106

Figure 92: Example of thermal energy storage before and after the heat pump operation in the dwelling
1301 ot AR R R 107

Figure 93: Comparison of total excess degree hours of the households for each strategy (case
maximization of exported PV production).........c..ccicniiiiicec s sssssesssessesssssssssssns 108

Figure 94: Hourly and daily free floating temperature of the living room in dwelling 147 vs. temperatures

achieved with strategy T=20/25. ... sanes 109
Figure 95: Location of La Graciosa Island. ... 117
Figure 96: Location of the case study district within the island of La Graciosa (left) and IDs of its buildings
(TLBIE). oo 117
Figure 97: Interconnections between the buildings of the diStrict. .........ccccvcuviuecireecineininecricisccincanes 117
Figure 98: Example of PV modules installed in the island. ... 118
Figure 99: Annual electricity consumption of every building in the district. ........c.ccccoveuviniivininininninns 118
Figure 100: Depiction of the PV modules installed in the diStrict. .........cccvceriuneuniuccrcevcnceninccrecceenns 119
Figure 101: Monthly PV production of the diStriCt. ..........ceceuiuciinieriniircicreiciecceeceemeeeceseseceeneees 119

Figure 102: Electricity surplus of the two dwellings under study, calculated through the difference
between PV production and electricity consumption. Positive values mean an electricity surplus, while

negative values mean the need to import electriCity........ccciiiiniii s 120
Figure 103: Variation of the electricity prices of the considered two-period tariff. 1+ of July 2016........... 120
Figure 104: HULC detailed models of dwelling 1 (left), dwelling 2 (center) and the school (right). ....... 121
Figure 105: Effect of a precooling strategy on the indoor temperature and cooling consumption. ......... 124
Figure 106: Proposed rule-based control strategy for each time-step. ..o 125
Figure 107: Illustration of the simulation framework. ... 126
Figure 108: Comparison of annual costs for different management scenarios. .........c.ccccveeeeerccereerccerennecs 128

Figure 109: Comparison of monthly imports, exports and costs for the self-consumption and district
SCETIATIOS. «.vovueverrersesrsetsstes sttt st bbb bbb bbb bbb bbb bbb bbb bbb bbb bbb bbb bbb bbb bbbt 128

Figure 110: Comparison of the self-consumption and self-sufficiency ratios in different management
AIEEINIATIVES. ..ottt 129

Xviii



Figure 111: Example of selection of the best strategy that minimizes daily costs (positive values) or
maximizes the benefits (Negative ValUes). ... 129

Figure 112: Percentage of days during summer that each precooling strategy considered was chosen for
QIfETENE SCENATIOS. «..oveveriereercirireieiree et e st ses 130

Figure 113: Sensitivity analysis of feed-in tariff rates for scenarios 1 and 5........cccccocuvivirivinininincncnnne 131

Figure 114: Example of dendrogram of hierarchical clustering on energy demand data as shown in [184].

......................................................................................................................................................................................... 138
Figure 115: Depiction of the transition from the HULCGIS model of a representative building to a more
detailed, MUIH-ZONE MOAEL. ...ttt ettt s s sesesebeseseas s esesesesessasasenens 138
Figure 116: Location of the closest weather stations in the case of Almanjayar. ........ccccccoeuvvvivirirrcencnnee 144
Figure 117: Procedure to obtain the modified weather file. ..o 145
Figure 118: Direct solar radiation: angles between the sun and the receiving surface.........c.cccccoovevuernneee. 148
Figure 119: Direct radiation on a horizontal and inclined surface. ..o, 148
Figure 120: Monthly radiation for different orientations in a specific location. ............coecvevuvvrvrrneieecrnncn. 149

Figure 121: Influence of the solar and internal gains on the average daily temperature of a building...150

Figure 122: Evolution of the monthly ESSA..........co e 151
Figure 123: Hourly proportion of the solar gains during the second week of January.........ccccovevurevunece. 151
Figure 124: Hourly proportion of the solar gains during the first week of July. ......ccccooevevrerivrrneirecrnn. 152
Figure 125: Comparison of hourly values of the solar gains for every day in January.........ccccoccoveuerunecen. 152
Figure 126: Monthly averages of the hourly solar gains. ..., 152
Figure 127: Validation of the hourly direct radiation............ccccciiiiii e, 153
Figure 128: Comparison of the measured and estimated direct radiation. Months of January and July.
......................................................................................................................................................................................... 153
Figure 129: Comparison of the measured and estimated global radiation. Month of April...................... 154
Figure 130: Monthly comparison between the estimated and measured direct, diffuse and global
TAQIATIONS. ovvvvvvcieiciriirit s R R R R R R 154
Figure 131: Example of data obtained from the Smart Meter of a dwelling in Seville, Spain. .................. 155
Figure 132: Consumption pattern of one use of a washing machine (left) and dishwasher (right)......... 156
Figure 133: Consumption patterns of different TVs (left) and laptops (right). ......ccccoevveuvrvviivirinrincninnn. 156
Figure 134: Consumption patterns of a Smartphone and a Tablet. ..., 156
Figure 135: Disaggregated monthly energy conSUMPLON. ..........cccvuceeimimieccmreeeimeemceecmresecmeesesecsecssenens 156
Figure 136: Example of average daily indoor temperature and total daily electricity consumption of a
household in SEVIIlE, SPAIN. ........coccuiureieiireeieeceree e asese s e sase s e e s senans 157
Figure 137: Example of average daily indoor temperature and total daily electricity consumption of a
household in Granada, SPaiI. ...ttt e ss s 158
Figure 138: Example of average daily consumption profile.............coceeeniunecmreeneemneenimnccmnerecmennenseesecesennne 159
Figure 139: Comparison between measurements and the estimation made by the tool.............cccccece.c.... 160

Figure 140: Comparison between the estimated and the real average daily consumptions of the dwellings

XiX



FE QTR0 4 TS0 B3 'y T oAU 160

Figure 141: Measured hourly consumption of different dwellings on the 34 of April 2017 and estimated

PLOfALE FOT APTIL ..o 161
Figure 142: Hourly consumption of several dwellings during a whole week and comparison with the
estimated Profile for APIiL........ s 161
Figure 143: Comparison between the real measurements and the electricity consumption pattern of
IMIONUAAY ..ot s bR 161
Figure 144: General architecture of DSM frameworks [186]. ..o 163
Figure 145: Basic load shaping techniques [87]. ........ccccccvuiiiiciiniiiciciiieinieescsesssassssssesssssnens 164
Figure 146: Example of hourly electricity demand and prices...........cocuuieicisiciciiiiiiinncncccicins 166
Figure 147: Example of a Smart Home and its sensors [193]........ccouviicinicininciiiiiicsssencncsenns 167
Figure 148: Smart meters implementation. Source: Endesa. ..o 168

Figure 149: From left to right: temperature and humidity sensor, motion sensor, door/window sensor.

Figure 150: Example of Area Network boundaries. Source: Fusion Energy Consortium. ..........c.cccccvvuuee. 170

Figure 151: Common impact factors leading from occupant behavior to energy consumption [200]. ...171

Figure 152: Average household electricity savings by feedback type [202].........cccocoeuveurinccniincineurirncnnnes 172
Figure 153: Integration of storage and Demand Side Management. Source: Energy Storage Association,
20021 oot SRR R RS e s aR s 173
Figure 154: Design parameters for solar-control systems [208]. ..o 176
Figure 155: Example of control of automatic shading devices [218]........ccccouvurirriineircciniciiicinieinens 178
Figure 156: Night cooling technique. Source: Illinois Institute of Technology..........cccccoeuecuriunciniuncirneunnce 178
Figure 157: Model of the dwelling and surrounding buildings. ...........ccccccvceriuneeniunecncevernceninccneeecsenens 179
Figure 158: Measured temperature of the household, July 2017. ..., 180
Figure 159: Results of cooling demand reduction for the analyzed solar control strategjes..................... 180
Figure 160: Results of excess degree-hours reduction for the analyzed solar control strategies............... 181

Figure 161: Example of baseline in summer with and without night ventilation. Free-floating mode...181

Figure 162: Example of the evolution of the indoor temperature and consumption with and without night

ventilation. 6% to 10t of July. Standard climate and USeT. ... s 182
Figure 163: Results of cooling demand reduction for the analyzed solar control strategies...................... 182
Figure 164: Results of excess degree-hours reduction for the analyzed solar control strategies............... 182



Index of tables

Table 1: Summary of reduction COEFICIENLS. ... 21
Table 2: CO:z emissions of the region for each approach of the study. ..o, 24
Table 3: Economic results for each proposed strategy and scenario. ... 25
Table 4: Example of attribute table in HULCGIS. ... sssassssssesens 36
Table 5: Analyzed strategies using day-ahead electricity market prices. ..o 51
Table 6: Selection of the optimal Strategies. ... 55
Table 7: Strategies and FRR price scenarios considered. ... 60
Table 8: Characteristics of the different models used in previous publications. Source: [141]..........cc.ccoeuuue.ce. 70
Table 9: Possibilities offered by the proposed baselines for DSM purposes..........c.ccceiuceereeeimnecmseuccssennenens 82
Table 10: Comfort indices in some spaces of dwellings of the district for neutralized users, considering the
TEAL CLIMALE. c.o.voeee R R 92
Table 11: Characteristics of the monitored dWellINgs. ... s 95
Table 12: Characteristics of all the dwelling typologies in the diStrict. .........ccucuvieireenineininccrcisecsciciceanes 100
Table 13: Overview of the average obtained results in the district. ... 107
Table 14: Results of the analyzed OPHONS. ... ssassnes 109
Table 15: Considered SCENATIIOS. ... s sassassrens 122
Table 16: Operating schedules of the air-conditioning systems for the dwellings and the school of the district.
............................................................................................................................................................................................... 123
Table 17: Precooling strategies CONSIAETEA. ..........ccwuuiuceeiucimiicireeeiieimceeceeee s csseessse s sssesse s esssnsens 124
Table 18: Results of different management alternatives for the district..........c.ccocuviiiiiniiiininiiiiicns 127
Table 19: Results of the considered precooling SCENATIOS. ..........ccocvuiumiueimiiiimiiiii s ssissses 130
Table 20: Example of data in the reference weather files. ... 143
Table 21: Example of the selection of the two most similar days. 15% of March. ... 147
Table 22: Monthly values of the solar gains, radiation in the south orientation and obtained ESSA. ........... 151
Table 23: Daily profiles, monthly variation and yearly output provided by several projects on consumption
patterns in residential BUIlAINGS. ......cc.oviiimiiiii e 159
Table 24: Total costs and annual savings of the strategies that were evaluated. ..........cccoocoviecincncinicnincennes 183



Xxii



Abbreviations

ACH Air Changes per Hour

CHP Combined Heat and Power

DER Distributed Energy Resources

DHW Domestic Hot Water

DR Demand Response

DSM Demand Side Management

EPBD Energy Performance of Buildings Directive
ESC Energy Sharing Coordinator

ESSA Equivalent South Solar Area

FAR Floor Area Ratio

FCR Frequency Containment Reserve

FRR Frequency Restoration Reserve

GIS Geographic Information Systems

HAN Home Area Network

HP Heat Pump

HULC Unified LIDER-CALENER software tool
HVAC Heating, Ventilation and Air Conditioning
ICT Information and Communication Technologies
IEA International Energy Agency

LCC Life Cycle Cost

LiDAR Light Detection And Ranging

LOD Level Of Detail

MPC Model Predictive Control

NREL National Renewable Energy Lab

NZEB Nearly Zero Energy Buildings

NZED Nearly Zero Energy District

pP2p Peer-to-Peer

PV Photovoltaics

RES Renewable Energy Sources

SOC State Of Charge

TABS Thermally Activated Building Systems
TCL Thermostatically Controlled Loads

TES Thermal Energy Storage

TOU Time-of-Use

TSO Transmission System Operator

USR Urban Shading Ratio

xxiii



XX1V



INTRODUCTION

1. INTRODUCTION

1.1. Energy and buildings: international commitments and gradual strengthening
of requirements

Buildings are fundamental to energy policies and climate change mitigation efforts. Nowadays, buildings
are increasingly expected to be more efficient and sustainable, driven mainly by new legislation. In the case
of Europe, the European Commission is looking at cost-efficient ways to make the European economy more
climate-friendly and less energy-consuming [1]. At the end of the year 2014, the European Council agreed
on a new 2030 Framework built on the 2020 climate and energy package, including EU-wide targets and
policy objectives for the period between 2020 and 2030 [2]. Looking beyond the short-term, those targets
would help meeting the more ambitious 2050 Roadmap, designed to achieve even greater emission
reductions for a more competitive low carbon economy in the long term.

The targets of the Europe 2020 strategy for climate change and energy, discussed by many studies, are [3]:
e 20% cut in greenhouse gas emissions (from 1990 levels).
e 20% of EU energy from renewables.
e 20% improvement in energy efficiency.
On the other hand, the 2030 framework for climate and energy sets three key targets for the year 2030 [2]:
e  Atleast 40% cuts in greenhouse gas emissions (from 1990 levels).
e Atleast 27% share for renewable energy.
e Atleast 27% improvement in energy efficiency.
Also, the low-carbon economy 2050 Roadmap [1] suggests that:
e By 2050, the EU should cut greenhouse gas emissions to 80% below 1990 levels.
e Milestones to achieve this are 40% emissions cuts by 2030 and 60% by 2040.
¢  The low-carbon transition is feasible & affordable.
e  All sectors need to contribute.

The conclusion of the 2050 roadmap is that the transition to a low-carbon society is feasible and affordable,
but requires innovation and investments. As the roadmap indicates, all sectors should contribute to a more
competitive low-carbon economy in the future. Figure 1 shows the final energy consumption by sector in the
EU. As it can be seen, households represent a quarter of the total final energy consumption. Therefore, it is
very important to develop new energy models directed at the improvement of the performance of the built
environment, with emphasis on the residential sector.
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Figure 1: Final energy consumption by sector, EU-28, 2016. Source: Eurostat.

Focusing on the residential sector, if we look at the types of end-uses responsible for the final energy
consumption, we can see in Figure 2 that space conditioning represents a very significant proportion. It
should be noted that the figure shows the average for the EU, where heating demands are the most
meaningful. However, there are countries such as Spain where the cooling demands are also significant.

Other end uses.
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Lighting and appliances,
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Cooking
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Space heating
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Figure 2: Final energy consumption in the residential sector by type of end-use, EU-28, 2016. Source:
Eurostat.

With regards to renewable energy production, which is another of the requirements of the legislation that
should be met, EU member countries have increased their share of renewables during the past years to meet
their targets. In Spain, renewable energies represent nowadays a significant portion of the energy demand
coverage, as can be seen in Figure 3.

= Nuclear = Coal = Combined cycle
Cogeneration = Residues = Wind
= Hydraulic = Photovoltaics = Solar thermal

= Other renewables  ® International import

Figure 3: Shares of energy demand coverage in Spain, 2017. Source: Red Eléctrica Espafiola.
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1.2. Background

1.2.1. The role of cities

Most of the world’s population lives currently in urban areas. Cities concentrate a large proportion of
economic development, technological change and resource consumption, intensifying climate change and
energy security issues. For those reasons, there is a growing need for collective action and innovation in the
urban environment. Such a collective action would ensure a higher involvement of the citizens, and also of
the demand side, which would lower the pressure on the generation infrastructure. Promoting the match
between energy production and energy consumption at small scales such as districts could bring many
benefits, both economic and environmental. In addition, the high densities of population and high
consumption of resources that characterize cities present a great potential for the implementation of
innovative energy models.

1.2.2. Sustainable urban development

Sustainable development has been traditionally defined as “development that meets the needs of the present
without compromising the ability of future generations to meet their own needs”. However, a new agenda
is needed to ensure that urban areas will become resource-efficient: not only by being sustainable, but also
by improving the current conditions and enabling policy frameworks that lay the foundations for positive
social and environmental change. Smart Grids play a crucial role in this regard. The ongoing progress that
we are facing towards unsustainability can only be mitigated by changing our way of thinking, modifying
the normative, promoting education and developing new energy models. The following lines have been
inspired by recent research sources and the interesting charter included in [4].

The increase of urban population is approximately exponential, and probably around the middle of this
century more than 70% of people will live in cities. The unsustainability and deterioration of the quality of
life in most cities of the world calls for a thorough regeneration of the energy systems at all scales. The
proposed solutions should pay attention to new urban developments, but more importantly, they should
look into solutions for the systems that already exist, which are the cause of the ongoing deterioration.

The profound impact that we are exerting on the earth’s ecosystems obliges us to change our way of
behaving. Cities are extremely complex urban ecosystems due to their mixed uses and functions, and the
only way to approach this complexity is to develop models that simplify the reality and allow us to
concentrate the efforts and apply multidisciplinary perspectives. The principles for urban development
given in [4] lay out the general guidelines that should be followed in cities. They summarize the keys for
urban regeneration, and allow obtaining a systemic equilibrium that guarantees the challenges that we are
facing. These proposed requirements for the regeneration of existing urban developments include:

-To maximize the efficiency of the collected energy, Smart Grids will be implemented through the
use of Information and Communication Technologies (ICT), which will be decentralized in high
density urban areas that consume most of the on-site generated energy.

-To create a decentralized, efficient, clean and renewable energy system is the main issue. This
decentralization reduces the vulnerability of the system and increases energy efficiency. Therefore,
self-sufficiency is preferred over dependency.

-To encourage the maximization of energy self-sufficiency in buildings by taking advantage of the
PV solar potential.

-The use of intelligent systems to enhance efficiency and reduce the consumption of resources will
be promoted.
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From the point of view of the present Thesis, several scales have to be distinguished in the urban
environment in order to analyze alternatives that contribute to a sustainable urban development when
focusing in buildings. The reason is that each scale approaches this mitigation from a different angle. Of
course, the behavior of a single building is important, both for its occupants and the whole energy system.
However, the present work will emphasize the even greater importance of considering larger scales, which
allow for a more widespread use of energy-efficient systems and integration of renewable energies, taking
advantage of the potential synergies between different buildings. The proposed scales are depicted in Figure
4. Each scale entails different assumptions, levels of detail and potential approaches.
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Figure 4: Urban scales proposed in the present Thesis.

1.2.3. Smart cities

The term “Smart City” has been widely used in recent years, but there is no clear definition yet. In [5], several
qualitative definitions of the "smart city" concept are considered. Even though every city has different
characteristics, a set of core technical energy measures towards a sustainable supply and use of energy can
be identified. and there are three main characteristics that seem to be common [6]: friendliness towards the
environment, use of ICT as a tool for smart management and ultimate goal of sustainable development.

1.2.3.1. Electricity generation from renewable sources in the urban environment

Traditionally, renewable energies have been implemented away from cities, in facilities such as wind farms,
hydropower plants or solar field installations. However, they could (and should) also be integrated in the
urban environment. The deployment of PV modules on the rooftops of buildings for instance is an interesting
way to generate local electricity, substituting partially or even totally the electricity taken from the grid.
Nevertheless, the microclimatic or morphologic conditions of cities should be carefully considered, since for
instance wind might have poor characteristics for the implementation of micro-turbines or the solar access
might be hampered by mutual shading between buildings in high-density cities. Therefore, a proper
assessment of the suitability of renewable energy implementations in cities is paramount for their
deployment, considering also the economics involved.

1.2.3.2. Development of smart grids

The increase of electricity generated in the urban environment thanks to the implementation of renewable
energies or micro-CHP technologies, together with requirements related to energy security, requires the
adaptation of the current power grids for an optimal management: smart grids. Several deployment
programs and demonstration projects of smart grids are already available, and others are currently under
way.

In general terms, a smart grid is an evolution of the existing electricity grid with additional intelligent
monitoring, control and communication systems, maximizing the efficiency of the grid, empowering
consumers and providing flexibility by relying on information coming from all participants. The European
Smartgrids Technology Platform, substituted since July 2016 by the European Technology and Innovation
Platform Smart Networks for Energy Transition, defined Smart grids as “electricity networks that can
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intelligently integrate the behavior and actions of all users connected to it - generators, consumers and those
that do both —in order to efficiently deliver sustainable, economic and secure electricity supplies”.
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Figure 5: Devised evolution of the electricity grids. Source: IEEE.

One of the main capabilities of a smart grid is that it encourages local renewable electricity production, which
is becoming increasingly important. However, a smart grid not only encourages local Renewable Energy
Sources (RES) electricity production, but also offers energy storage, Demand Response (DR) opportunities
and grid balancing. The main benefits associated with smart grids include:

e Anincreased integration of RES.

e Reduction of the environmental impacts.

e Simpler connections between technologies and generators of all sizes.

e Allowing customers to play an important role regarding the operation of the system.
e Consumers are more informed about the different alternatives of energy supply.

e  More efficient transmission of electricity.

e Quicker restorations of the grid after perturbances.

e Reduced peaks and improved security and quality of supply.

The smart grid concept and all the potentially involved participants, from generators to smart appliances,
are depicted in Figure 6.
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Figure 6: Smart Grid concept [7].
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On the other hand, in [8] the following capabilities are considered essential for the implementation of smart
grids:

e To enable the massive deployment and efficient use of distributed energy resources, including
renewable energy sources and energy storage systems;

¢ To enhance the efficiency, resilience and sustainability of an electric grid by incorporating real-time
distributed intelligence enabling automated protection, optimization and control functions;

e To allow the interaction of consumers with energy management systems to enable demand-
response and load shaping functionalities;

e To enable real-time, scalable situational awareness of grid status and operations through the
deployment of advanced metering and monitoring systems;

e To support the electrification of transportation systems by facilitating the deployment of plug-in
electric vehicles and their use as mobile energy resources.

Despite all its advantages, there are still some barriers which need to be overcome for a large-scale
implementation of smart grids, the most important of which are regulatory uncertainty, complexity of the
technology and lack of experience, since the operation under real conditions is still under study. In addition,
there are many different designs of distributed systems, which makes it difficult to have standardized
products.

There is an important issue that should be borne in mind: the evolution of the Smart Grid concept to that of
“Smart Energy Networks” or “Smart Energy Systems”, which do not only integrate the electricity grid but
also every source of energy that is available, with different management methods. The purpose is to combine
the knowledge of both worlds (thermal and electrical), frequently distinguished, and see the energy system
as a whole. In particular, cogeneration systems in Smart Energy Networks may be a promising solution to
supply energy in an effective way. The existing infrastructure should therefore be modified so as to satisfy
this new broader concept beyond the limitations of a merely electrical vision. Due to its more widespread
use, this Thesis will still refer to smart grids from now on, but bearing in mind that thermal energy will be
also considered.

Smart grids are a key factor in future urban developments, composed of the following main elements: energy
generation, renewable energy systems, transmission, distribution and grid operation, communication
systems, energy storage and energy demands. So as to provide with a general overview, some of these
elements will be briefly discussed in the following subsections.

1.2.4. Information and communication technologies

The measures that were previously suggested for their implementation in the built environment could be
managed in an effective way by using Information and Communication Technologies. Although ICT are not
a measure in itself, they could be a useful tool. In addition, ICT could help raising the awareness on climate
change problems and informing private citizens and businesses about their contributions to GHG emissions,
making them more active on reducing their energy needs and helping to integrate different sectors to reduce
the energy demands [6].

The cornerstone of Smart Grids is to employ ICTs to gather and act on information of both generators and
consumers in an automated way, interacting via a communication infrastructure. The communication
infrastructure needed in smart grids consists of a set of different communication technologies, networks and
protocols that support the connectivity amongst devices or grid sub-systems and enable the distribution of
information within the power system, requiring scalability, timeliness and security [8] . This infrastructure
may make smart grids more reliable, efficient, economical and sustainable for the electricity distribution and
production.
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There are different fields of communications within Smart Grids: smart metering, sensors, actuators,
building automation, substation automation, power line networking, Home Area Network standards,
application-level energy management systems, inter-control and interoperability center communications,
cyber security, electric vehicles, and control systems [9] among them. Nowadays, many technologies exist to
allow communications within the smart grid framework, including: cellular network, wireless
communications, ZigBee, Ethernet or power line communications, each of which has a specific usage in a
network. However, communication infrastructures require more than just a media and a standard to
communicate: they also require protocols to transmit the data reliably. There are many different protocols
for smart grid communication, some of which achieve the same tasks through different means since many
different utilities, engineering and telecom governing bodies produce their own standards [10]. In the case
of home or neighborhood-level communications, the best methods would be wireless. Among the different
possibilities, one of the planned communication standards to be used for the home is Zigbee, which has the
advantage of being low power and providing reasonable ranges for the communication between different
devices in the home [9].

Figure 7 illustrates a general architecture for smart grid communication infrastructures. The electricity is
distributed between the generators and the end-users with the use of bi-directional information, increasing
system reliability. Smart metering provides real-time energy consumption, and the networks’ operation
centers can retrieve the power usage data to optimize the electricity generation and distribution.
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Figure 7: General architecture of Smart Grid communications [9].

1.2.5. Energy storage

One of the major challenges associated with distributed generation, smart grids and renewable energies in
particular, is that they fluctuate with weather conditions, so storage needs to be used for mitigating their
variability. Energy storage devices will be one of the keys of success for smart grids, and they will be needed
to store excess electricity during hours, days, or even weeks.

The opportunities for storage are growing as a result of the increasing use of RES, the maturity of the
technology, commercial availability, awareness of their benefits, and increasing support from regulators.
Depending on the technology, some of them will supply energy during short periods, while others could
last longer. Energy storage technologies fall into five different categories: mechanical, electrochemical,
chemical, electrical, and thermal. Among those, electrical and mainly thermal storage (water tanks or
structural thermal energy storage in buildings) will be considered in the present Thesis.
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According to [11], structural thermal energy storage intends to activate the thermal mass so as to increase its
use on top of its passive behavior to store energy, allowing an interesting potential in a smart grid context
where moving loads contributes to increasing flexibility for the grid through demand response approaches.
The previous study also claims that since this approach is exploiting the mass of a material that has been
built for another purpose, it does not require additional investment in storage devices.

Previous studies on this subject have mainly focused on discussing the requirements to use the thermal mass
for flexibility purposes, their benefits and limitations in terms of energy consumption savings during grid
peaks [11]. In addition, the existing literature has shown that preheating or precooling strategies may achieve
great benefits given the right conditions [12-17]. These preheating and precooling strategies are further
discussed in Annex D.

1.2.6. Demand side Management and Demand Response

The last link in the energy chain is, obviously, its use. In contrast to the past, when energy suppliers used
costly backup reserves, consumers will be very important in future energy concepts. Energy is consumed in
four main sectors: industrial, transportation, commercial and residential. Among those, buildings are
responsible for the most significant portion globally — more than transportation or industry. Consumers in
smart grids will be able to purchase electricity depending on different signals, adapting their behavior in
accordance with their own needs, the state of the grid and the market prices. Building users will also play a
vital role in establishing realistic consumption forecasts, since they are familiar with the processes in the
buildings.

Equipped with automations, buildings may turn into “smart buildings” and be used to balance the
generation and demand of energy thanks to two increasingly important approaches: Demand Side
Management (DSM) and, similarly, Demand Response. The distinction between them is addressed in Annex
C. The balance can be achieved through very different perspectives, such as shifting the time of use of
appliances or using the thermal storage capacity of the buildings themselves. From the point of view of the
author of this Thesis, considering these relatively novel approaches together with other traditional energy-
efficiency improvement strategies will be a decisive step in order to attain the objectives set in recent
standards.

1.3. From NZEB to NZED

1.3.1. Nearly Zero Energy Buildings (NZEB)

The concept of NZEBs has become very important during the past years, particularly after the release of the
European Energy Performance of Buildings Directive (EPBD) Recast, which required all new buildings (and
existing buildings undergoing major renovations) to be NZEB by 31st December 2020 (31st December 2018
for public buildings). According to the EPBD, the definition of a NZEB is “a building that has a very high
energy performance and the nearly zero or very low amount of energy required should be covered to a very
significant extent by energy from renewable sources, including energy from renewable sources produced
on-site or nearby”. Even though the EPBD does not stipulate a specific procedure to implement NZEBs due
to the great variety of buildings and climates that may be found in the built environment across Europe, it
provides some clues for their implementation, such as the use of renewable sources or the use of district
heating and cooling.
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1.3.2. Nearly Zero Energy Districts (NZED)

According to [18], net zero energy communities are the next frontier in energy efficiency and sustainability,
paving the way for the development of future smart cities and playing a key role in fulfilling the EU’s
ambitious targets. The previous study also claims that these communities should be places of advanced
social progress, environmental regeneration and engines of economic growth. In addition, [19] states that
opportunities for future growth will be created by innovating the built environment to zero, minimizing the
energy consumption, eradicating energy poverty and mitigating the urban heat island and climate change.

The term NZED originates from NZEB, which is more popular. The idea of Nearly Zero Energy Districts is
similar to that of NZEBs, but applied to clusters of buildings. Therefore, NZEDs, designed to maximize
energy efficiency and the use of renewable energies at a district scale, are able to provide cost savings, bring
environmental and economic benefits and achieve nearly zero energy by sharing infrastructure and
resources. A Nearly Zero Energy District is an example of sustainable development, based on a holistic
integrated approach. It is not just a fancy name used to describe a building with solar panels, but a new
lifestyle that changes many details of a community, increases the energy awareness of its occupants and
paves the way for the development of the future smart cities. In general, it is agreed that if a community is
wasting energy or relying on fossil fuels, turning one of its buildings into a NZEB is almost meaningless. If
an entire community is net-zero, that’s more valuable, even if its individual buildings are not [20]. Therefore,
the concept of NZED is becoming increasingly more important.

Instead of focusing on individual buildings, better results in energy savings may be achieved with integrated
systems at a district level. However, even though the focus is not on individual buildings, the approaches
should not rely on having highly efficient energy systems but poorly efficient buildings: they should consider
a compromise solution. NZEDs will not be achieved without driving down the energy demand of the
individual buildings, but not every building will be necessarily net-zero. NZEDs also support the energy
efficiency in both new and existing buildings. If the district is new, this means that many design decisions
have to be evaluated, including locations, orientations, and so on. If the district already exists, those
parameters cannot be changed.

Even though there are some real examples of NZEBs that show that they are feasible, there are only a few
cases that demonstrate the NZE concept at district level. An overview of existing models and approaches for
sustainable development in districts is shown in [21], claiming that their review indicates limited literature
in district experiences, lack of informative support for district evaluation and limitations of tools for
individual buildings neglecting phenomena on urban agglomerations. The state of the art review given in
[22] also revealed that several challenges exist in the initial stages of energy performance assessments of
districts.

In Figure 8, a representation of the pillars of a NZED as considered in the present Thesis is shown.
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First, the energy needs of the district have to be considered. This includes energy consumptions of buildings
such as household electricity consumptions, Domestic Hot Water (DHW) and air-conditioning (heating and
cooling), but also other district consumptions such as transport that are out of the scope of the present work.
Also, energy production has to be taken into account, with an emphasis on renewable energies in the present
work. Last of all, energy storage plays a very important role, since it allows a more efficient integration of
renewable energies.

1.4. Smart cities within the H2020 programme

The Horizon 2020 programme is one of the major pillars of research and innovation initiatives in Europe.
Among the calls for proposals available during the past years, we can find the topic “Smart Cities and
Communities”. Here we may identify specific challenges such as “to demonstrate solutions at district scale
integrating smart homes and buildings, smart grids, energy storage, electric vehicles and smart charging
infrastructures as well as latest generation ICT platforms, accompanied by energy efficiency measures and
the use of very high shares of renewables at the level of districts”. More specifically, the European
Commission considers essential that the proposals in this case should:

e Integrate smart buildings to form a smart district with increased synergies and eventually increased
efficiency and decreased costs.

e  Consider the importance of a smart management of the different energy systems at district level and
going far beyond classical electricity grids management only (e.g. smart solutions for storage
including the intelligent use of the thermal mass of buildings that exploit synergies between these
urban grids in order to increase efficiency and reduce energy costs).

e Incorporate renewable energy sources maximizing the use of local resources (including waste heat,
electricity and/or heat storage) and high shares of self-consumption.

Within the scope of the most recent call in this respect [23], we may also find that integrated innovative
solutions for positive energy districts will be developed and tested, considering the interaction and
integration between buildings. Among the expected impacts of the proposals, we may find the contribution
to meeting EU climate mitigation goals, increasing the share of renewable energies, leading the way towards
wide scale roll out of positive energy districts, improved energy efficiency and district level optimized self-
consumption. All these topics will be addressed in the present Thesis.

1.5. Reasons for choosing the district scale

As seen in the previous section, current efforts are directed at demonstrating solutions at the district scale. In
order to achieve NZE in the built environment, several issues have to be considered. According to the
International Energy Agency, the appropriate planning level to achieve a successful urban energy and
climate change policy is at the neighborhood or district level. Besides, [24] claims that recent studies expose
the need to explore energy efficiency solutions for buildings at the neighborhood scale (block to city district),
since it is a scale large enough to identify patterns of energy consumption and supply beyond the boundaries
of the single building, but small enough to address concrete solutions. Contrary to single demonstration
buildings, the aim of neighborhood scale energy plans must be to find an economically optimized solution
for the whole neighborhood rather than the latest technical solution for a few showcase buildings, otherwise
a comprehensive implementation would not be achievable [25].

10
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On a district scale, the NZED status is obviously easier to achieve in new communities. Renovating an
existing neighborhood is more intricate, since some opportunities to increase the energy efficiency are no
longer available (building orientation, thermal envelope,...). Until now, achieving NZE in an existing
building meant to maximize its energy efficiency and use on-site energy. However, achieving NZE on a large
scale needs looking beyond individual buildings for several causes that justify extending the scope of action.

Therefore, there are various reasons why the district scale should be chosen instead of considering individual
buildings:

D)

2)

3)

4)

5)

6)

7)

8)

Depending on the characteristics of each individual building, some might be able to achieve NZE
but some may not. Widening the scale solves this issue, allowing the compensation between
prosumers (consumers that also produce energy). In addition, NZED are a better approach for
buildings that have more than a few stories. One of the reasons for this is that a NZEB is easier to
achieve in low-rise buildings or low-density sites due to better solar access and more space available
for the installation of PV modules, which is the most frequent way to generate their own energy.

NZED are able to use approaches that are not available for individual buildings, such as energy
recovery, energy sharing or district heating/cooling systems. District energy systems require less
fuel to operate than individual systems, using underground pipes with hot or chilled water
delivered to the buildings of a district. They are able to exploit the load diversities in ways that are
impractical for individual buildings. Also, the capacity of a district heating/cooling system may be
smaller than the sum of the capacities of the individual buildings.

Using larger scales and perimeters allows to use not only the energy produced by the buildings
themselves, but also in power generation systems located in their surroundings. This could
correspond to the consideration of “nearby” produced energy of the new EPBD in ISO 52000-1. In
particular, public spaces, streets or parking areas could be used.

Considering energy systems that contain many buildings offers also the possibility of sharing the
energy between them and taking advantage of load diversities. For example, residential buildings
are mainly used during the last hours of the day and during the night, while commercial or office
buildings operate during the day. This would eventually allow one single energy system to supply
both types instead of using two of them, with the consequent higher installed capacity, costs and
energy use. In addition, there is also a possibility of sharing energy, for example using cooling waste
heat for DHW use in dwellings [20].

Self-sufficiency could also be enhanced on larger scales. For example, the results in [26] indicate a
shift in the economically optimal level of electrical self-sufficiency with scale, which in single-family
houses means from around 30% at the individual building level to almost 100% in districts of 1000
single-family households.

The costs of a NZEB are usually high and paid by the users, while NZED could be funded by
investors, energy services providers or even governments who seek sustainability. Approaching
zero energy at a district scale creates opportunities for new business models, financing and utility
incentive programs [27].

Many energy systems are more efficient and reliable in large sizes, such as Combined Heat and
power (CHP), large boilers, chillers or other innovative technologies. The operation and
maintenance is also easier. They are also able to achieve more cost-efficient solutions, since benefits
can be obtained from economies of scale. For instance, the study in [28] is aimed at comparing the
long-term system cost of three heat supply options: “individual”’, “on-site” and “large heat
network”. Their results showed that the large heat network option had the lowest system cost,

whereas in most cases the individual option had the highest system cost.

Finally, many demand side management opportunities arise from the consideration of larger scales
by taking advantage of the synergies between buildings, with approaches such as dynamic pricing
or the participation in reserve markets with clusters of buildings. The aggregation of the loads at

11
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district level and their control enables the creation of new revenue streams related to ancillary
services, for example peak demand reduction, load shifting or frequency regulation [27]. This will
be discussed in detail in Chapter 3, including two applications.

9) Considering the district scale allows to utilize public spaces as a means to increase energy efficiency
by implementing techniques that allow to improve the microclimate around the buildings, reducing
their energy needs.

10) The number of degrees of freedom is increased, so there are more possibilities to reach the final
objective of achieving energy-efficient districts.

1.6. Road-map for an optimal design, sizing and operation of NZED

In this section, a summary of the stages that should be followed for achieving NZED will be presented. From
the point of view of the author of this Thesis, these are the key issues that are currently encountered when
performing large scale analyses for a proper optimization of districts.

1.6.1. Preliminary analysis of the district

Aim: To gather information about the district and all the resources at hand.

Requirements: Location, climate, building use, geometry and construction, energy requirements and their
variation.

Problem: Too many buildings, uncertainties related to the requirements.

1.6.2. Conceptual design and optimization of the technologies to be implemented at the district
scale

Aim: To develop a procedure for the evaluation of different alternatives based on cost-benefit analyses,
including solutions that affect energy demand reduction, the improvement of the HVAC installations or the
implementation of new systems.

Requirements: Estimation of the energy demands in the initial situation of the district at least on an hourly
basis and during a whole year, using a reference weather file. Tools for modelling and simulating energy
production installations to satisfy the energy demands.

Problem: Too many buildings. Uncertainties regarding the electricity, heating and cooling demands. In the
optimization of renewable systems (solar for instance), there is an additional problem due to the complexity
of mutual shading on a large scale.

1.6.3. Design development and final sizing of the optimal solution
Aim: Final dimensioning of the elements that compose the optimal alternative chosen during the previous
stage, and selection of the optimal control strategy.

Requirements: Accurate determination of the energy demands of the buildings through monitoring and the
laws governing the variation of the energy demands with climate and buildings’ use.

Problem: Inability to measure every building of the district in detail. Difficulty to link the measured demands
with the use of the building, especially in residential buildings. Knowledge gaps for the energy
characterization of buildings in the previously mentioned conditions.

12



INTRODUCTION

1.6.4. Optimal management of the district and the grid

Aim: Guarantee the selection of the optimal operating strategy by using an objective function and taking into
account energy production and different storage possibilities (such as thermal mass storage).

Requirements: Climate forecasting. Energy demand forecasting in simultaneous time scales (15 minutes, 1
hour, 1 day), to contemplate energy production and energy storage elements. Ability to anticipate the effect
of preheating, precooling, solar control or night ventilation strategies on the energy demands.

Problems: Existing forecasting algorithms that adapt to the decision-making process are not sufficiently fast,
especially if an optimal management includes simultaneous evaluations of the energy demands (including
thermal mass storage) and the distributed generation installations.

1.7. Aim of the Thesis

The present Thesis is based on the belief that the consideration of the district scale is necessary to undertake
enhancing energy efficiency in the built environment, as well as to address the commitments and obligations
of the existing regulatory requirements. The main purpose is to contribute to the elimination (or at least
reduction) of the problems linked to the development of NZED, which were mentioned in the previous
section. The work in this Thesis has an instrumental aspect, focused on the problems derived from widening
the scope of energy analyses to a district scale instead of considering individual buildings. In addition, there
is a conceptual aspect that puts emphasis on the characterization, forecasting and manipulation of the energy
demands of buildings. This is done with the purpose of finding solutions to the barriers that constraint the
implementation of smart management systems (demand side management and grid management) on a
district scale.

The present chapter of this Thesis has established that the former approach to enhance energy efficiency in
the built environment, which traditionally focused on the individual level performance of buildings, was not
optimal. This was justified by the fact that looking beyond the individual level offers many advantages, such
as the exploitation of the synergies between different buildings.

Chapter 2 will address the drawbacks of most current approaches for urban energy analyses at large scales,
which frequently make many simplifications. Several applications supported by 3D models will be shown
to perform evaluations of the solar potentials or the energy demands for entire regions. Then, to overcome
the drawbacks of simplified energy performance simulations, a new open-source tool will be developed.
This tool will be capable of performing dynamic simulations of whole districts in a user-friendly, accurate
way.

Once the advantages offered by large-scale energy analyses have been highlighted, Chapter 3 will explore
different demand side management approaches in buildings and districts, presenting two applications. The
first application will focus on the performance of a single dwelling, located in a plus-energy district in
Germany. In this case, the impacts of different dynamic pricing strategies that manage the activation of a
heat pump in response to price changes will be evaluated. As a continuation, the second application will
increase the scale and evaluate the benefits of allowing direct control of all the heat pumps in a district to
provide flexibility and obtain benefits from the participation in secondary reserve markets.

From the point of view of the author of this Thesis, the best way to evaluate a real district is to carry out a
monitoring campaign to reflect the reality of the operation of the buildings with sufficient accuracy.
Therefore, Chapter 4 of this Thesis will focus on defining a methodology for a proper characterization of
districts through monitoring. A novel proposal for obtaining energy baselines in residential buildings will
be developed and validated, both theoretically and experimentally, suggesting several possibilities for
combining the proposed models with DSM techniques.

13
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In Chapter 5, the methodology developed in Chapter 4 will be applied to characterize a district consisting of
buildings with a limited use of air-conditioning, where temperature and total electricity consumption
measurements are available. An innovative study will also be proposed, introducing the possibility of using
surplus electricity to power the heat pumps of a social housing district and improve the thermal comfort
conditions of the occupants.

Finally, Chapter 6 will combine several of the findings of the previous chapters to evaluate the benefits that
could be obtained from the exploitation of the synergies between buildings. This will be done by
implementing demand side management approaches on a district scale.

As alast contribution of this Thesis, Chapter 7 will summarize the results that were obtained. In addition, a
new comprehensive methodology for the characterization of any existing district will be proposed,
mentioning the necessary tools and procedures so that urban energy analyses can be carried out on a large
scale, in an accurate way.
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2. WIDENING THE SCOPE OF ENERGY
ANALYSES IN THE BUILT
ENVIRONMENT

In recent years, the research community is beginning to realize how important it is to focus on the building-
group-level performance instead of considering individual buildings in order to support the Net Zero
Energy concept. As highlighted in Chapter 1, the main reason is that individual actions are usually
performed in an uncoordinated way, leading to much less benefits compared to the assessment of groups of
buildings or districts as a whole, considering the interactions and synergies between them. Successfully
predicting and modeling the energy performance of urban buildings has the potential to inform the decision-
making of a wide variety of urban sustainability stakeholders including architects, engineers and policy-
makers [29]. However, the knowledge gap between what works and the widespread adoption of practical
implementations is a major preoccupation for them, since there seems to be no infallible solution for a
successful implementation of new innovations on a large scale. Thus, developing strong and reliable
evidence on the overall behavior of such innovations is a compulsory task.

Still, when a district needs to be characterized accurately, the energy performance of all of its buildings is not
easy to estimate. A monitoring campaign should be planned to evaluate the real performance and use of the
buildings, but the budgetary or technical constraints might only allow to monitor a few of them, and it is
very intricate to select the most representative ones. As a valuable addition to current knowledge, the present
chapter of the Thesis aims to provide the means so that evaluating approaches that require dynamic
interactions (such as accurate energy demand estimations, solar potential evaluations or innovative demand
side management opportunities) can be possible not only for individual buildings, but also on a district level.

2.1. Introduction

2.1.1. Redefining the NZE concept: from individual buildings to districts

During the last decades, the concept of energy efficiency has received widespread attention thanks to the
realization that energy generation requires fossil fuel resources that are finite, as well as the fact that climate
change is related to carbon emissions. This has encouraged a tremendous amount of studies with different
approaches related to the implementation of technologies capable of both producing energy in a more
efficient way and diminishing its environmental impact. Researchers should also bear in mind the evolution
in recent years from the concept of distributed generation and Smart Grids, to that of Smart Energy
Networks. Several studies point out that the existing infrastructure and the electricity generation process will
have to evolve in order to satisfy the new concept of Smart Energy Networks beyond the constraints of
distributed generation. In addition, due to their high contribution to energy consumption, buildings should
be particularly targeted in climate protection actions.

As mentioned in the introductory chapter, in order to achieve NZE in the built environment several issues
have to be considered. By creating solutions that start at the city scale but address both districts and
buildings, the potential for the uptake of synergistic and scalable solutions could be significant [30].
However, most approaches on a large scale do not have a detailed representation of the buildings in the area
and make many simplifications. For this reason, further research is necessary to optimize urban energy
systems on a district scale.

15



CHAPTER 2

2.1.2. Use of GIS for analysing energy performances at large scales

To help in the process of analyzing the energy performance of districts, Geographic Information Systems
(GIS) are a powerful tool. A GIS is a system able to store and manage geographic information of real objects.
This allows to analyze spatial information of many different elements in a certain area such as a district or a
city, as well as include additional information of such elements (in the case of a building, year of construction
for example). As mentioned in the introductory chapter, standards such as CityGML may be used for the
modelling of the 3D building data. 3D city models have shown huge potentials in the field of city planning,
and the number of cities represented is increasing exponentially, at the same time that the investment costs
and time required to build these models is decreasing thanks to new data collection technologies such as
Light Detection and Ranging (LiDAR). Drones have also become a very efficient and low-cost solution.

Another important characteristic of 3D models is that they may have different Levels of Detail (LOD).
According to [31], the CityGML 2.0 standard defines five LODs: LODO is a representation of footprints and
optionally roof edge polygons marking the transition from 2D to 3D GIS, LOD1 is a coarse prismatic model
usually obtained by extruding an LODO model, LOD2 is a model with a simplified roof shape, LOD3 is a
detailed model with windows and doors, and LOD4 completes an LOD3 by including indoor features.

>
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Figure 9: Five LODs of CityGML 2.0 [31].

GIS systems and 3D models may be used for many applications (see Figure 10). Estimating the solar potential
on a large scale is one of their most prominent ones. Without 3D models, evaluating the solar potential for
whole districts in an efficient way would be almost impossible. In addition, 3D models simplify greatly the
process of obtaining the real geometry of the buildings in a district. The difficulty to produce detailed
building models on a large scale is the reason why accurate simulation tools are usually only applied to
individual buildings. Therefore, the availability of 3D models of districts facilitates the process of evaluating
energy demands or solar potentials on a large scale.
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Figure 10: 3D city models may be applied in a multitude of application domains for environmental
simulations and decision support [32].
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2.1.3. Approaches for evaluating the thermal performance of buildings at urban level

A lot of information needs to be collected to estimate accurately the energy demand in a single building;: year
of construction, materials, area, shape, orientation, number of floors, height, glazing area and so on. For this
reason, most energy evaluation tools currently available are only able to effectively analyze individual
buildings. Therefore, there is a strong need to develop tools to precisely and easily perform a forecast of
energy demands from single buildings to a district level [33].

According to [24], there are two different approaches to characterize energy services in buildings: top-down
and bottom-up. Top-down approaches relate energy consumption to other macroeconomic variables and
treat the built environment as a black box without describing demand characteristics. Conversely, bottom-
up approaches analyze single buildings and address physical properties. Many bottom-up models have been
developed, the most relevant of which are based on statistical, analytical (building physics) or hybrid
methods of calculation. Statistical methods that are commonly used for the mentioned tasks are simple and
robust, and based on historical data such as building typology and occupancy. They require relatively small
amounts of information, but their limited characterization of energy services combined with coarse spatial
and temporal resolutions of analysis makes difficult their use for the study of concrete energy efficiency
measures in neighborhoods. On the other hand, analytical methods are based on physical approaches
describing the dynamic exchanges of energy and matter among buildings, users, and the surrounding
environment. However, their implementation in entire urban areas is usually constrained to data
requirements and overall high modeling complexity [24].

There are many reduced-order methods which simplify the process of modelling urban energy use. Among
them, we can find electrical circuit analogy based on resistor-capacitor networks, energy demand
calculations based on quasi-static monthly energy balance, degree-day estimations based on heat transfer
coefficient, steady-state methods based on energy balance equations, thermal shoebox models based on
insolation analysis or clustering and reduced complexity models based on simplified state space methods
[29]. However, such reduced-order methods often require large oversimplifications and require making
strong assumptions (e.g., the heating set point is constant). Therefore, although these models provide a useful
overview of the spatial distribution of energy demand, they cannot realistically represent the temporal
dynamics of load patterns and their dependency on transient phenomena [34].

According to [35], building simulation tools currently available that evaluate energy consumptions are
numerous, but the main lack of most of them is the ability of consider the environment around the building
under study. Moreover, a key challenge in enhancing the energy efficiency of buildings in dense urban areas
is the lack of accurate energy performance prediction models that consider the urban context, since building’s
energy use is significantly affected by other buildings (e.g., shading impacts heating and natural lighting)
and microclimate factors (e.g., changes in wind patterns impact heat transfer and cooling loads) [29]. The
urban context’s implications for the solar gains through mutual shading are frequently ignored, and the
effect of surrounding buildings in the reduction of heat emitting envelope area is only sporadically
considered [34]. Also, according to [24] most current approaches on a large scale fail to address parameters
such as solar radiation, self-shading phenomena, building thermal envelope, HVAC system performances
or building real geometry, which highly influence both the intensity and the temporal response of energy
services and represent important variables for a detailed characterization of energy consumption and the
analysis of energy efficiency strategies in buildings.

Some tools have been developed to evaluate microclimatic effects in the built environment. For example,
ENVI-met, a 3D microclimate model, has been integrated into EnergyPlus in order to quantify the interactive
effects of computational fluid dynamics and thermodynamics on building energy consumption, and Urban
Modeling Interface (UMI) is focused on modeling conditions such as shading and urban heat island effects
in addition to energy use within the context of urban planning [29]. However, it is worth noting that even
though UMLI is able to simulate many buildings, the process of creating an urban 3D model including all the
studied buildings, attaching the required information for thermal simulation purposes to every building,
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and running a stock energy simulation is labor intensive and time consuming, which limits its usability [36].
Also, the 3D numerical tool SOLENE-Microclimate takes into account the unsteady building thermal
behaviors, using the SOLENE thermo-radiative model which could be coupled with the outside airflow
computed by a CFD tool.

For all the mentioned reasons, performing accurate dynamic simulations of the thermal performance of the
buildings in a district on an hourly basis is essential when approaches such as demand side management
strategies want to be assessed in a whole district. However, as previously mentioned, obtaining all the
necessary information and carrying out simulations on such a scale is not an easy task. This issue will be
examined in depth in following sections of this chapter.

2.1.4. Domain reduction

If a whole district needs to be accurately assessed, the first option could be to create a model for every single
building. However, if it is desired to evaluate the buildings through precise dynamic simulations, this could
be an almost impossible task when dealing with districts composed of many buildings, even if 3D models
are available. The second option could be to choose and analyze in detail just a few buildings of the district,
obtaining their heating and cooling demands and extrapolating the results to the whole district. However,
this could lead to outcomes that are not representative of the district’s behavior, since apparently similar
buildings could in fact behave in very different ways.

Various methods for scaling such single building simulations have been developed, which include: using a
single aggregated building to represent all individual buildings in a district, multiplying energy use of a
single building by the number of buildings per archetype, scaling up results of an individual building model
by a floor area weighting function, or adding up the energy use of individual buildings to represent the
larger scale energy use [29]. Building performance simulation tools provide the means for an accurate
evaluation of the energy demands, but in order to employ them, a systematic approach toward stock
representation and domain reduction is required [34]. In this respect, clustering of the building sector has
been widely used in the literature to perform a first step in finding representative buildings (centroids) and
develop archetypes [36]. Choosing the representative buildings of a district also allows another possibility:
if a NZED wants to be achieved, it is possible to focus only on the optimal candidates, instead of making
economic efforts in buildings that might not easily achieve the NZE concept. The number of selected samples
or developed archetypes depends on the diversity of energetic behavior in the investigated urban area, the
computational and informational requirements of the underlying performance assessment method, as well
as the available resources [34]. These clustering techniques to reduce the study domain will be further
discussed in Section 2.6.

2.1.5. Evaluating solar potentials at urban level

An accurate assessment and understanding of the solar potential of cities is also paramount in the
context of the urban energy transition. In the conceptual phase of new urban environments, it enables urban
planners to design sustainable urban layouts and forms with optimized passive (influencing the heating and
cooling demand) or active (integration of photovoltaic or solar thermal systems) solar energy strategies and
better quality of life (daylighting). In existing neighborhoods, a solar potential analysis is a pre-requisite to
identify the roofs suitable for solar technologies and reach the renewable energy objectives essential in the
framework of energy policies and regulations [37]. Global estimates of suitable roofs for solar integration are
about 60% of the entire roof area in Europe [38]. The calculated solar potentials are often integrated in a solar
atlas (also called solar cadastre), which presents solar-related information for every roof of an entire city [39],
region or state [40].

18



WIDENING THE SCOPE OF ENERGY ANALYSES IN THE BUILT ENVIRONMENT

Electricity production by PV is growing world-wide and grid-parity is a reality in many places, even in low
irradiance countries such as Sweden [41]. Solar radiation is a clean and abundant source of energy and PV is
expected to contribute even more significantly in the future, since rooftops provide large areas suitable for
solar energy exploitation. However, unlike the non-urban environment with little constraints to energy
production, buildings have limitations on the available area, and many factors have to be considered such
as construction restrictions or obstructions due to the surroundings.

The better the knowledge about the PV potential and investment cost of a region, the easier it is to help
policy-making processes, prevent future disparities between supply and demand, and communicate the
advantages of building integrated systems to the general public [42]. Therefore, the first step for this
approach is an analysis to determine the solar potential of regions, which might be a challenging task due to
the complexity of the urban environment.

Although alot of research has been developed to measure the PV potential of buildings and plenty of studies
have focused on the improvement of solar assessment by developing software and algorithms, 3D city
models have not been made available in public domain on a full-scale yet. In order to estimate the PV
potential, different approaches are applied, from simple estimations to airborne LiDAR technologies [43].
Depending on the scale and the level of detail required, some methodologies will be more appropriate than
others.

2.1.5.1. Methods for estimating solar potentials

The first step for solar potential evaluations involves the use of models for estimating solar radiation. Since
solar radiation measurements on tilted surfaces are rarely available, they must be assessed based on local
global horizontal solar irradiance and the city geometry [44]. The total solar radiation on a tilted surface is
the sum of three basic components: direct (also called beam), reflected and diffuse radiations. Different
methods and models allow to estimate each of these components and to calculate inter-reflections between
objects. A review of these models can be seen in the publication [45] by the author of the present Thesis.

Asregards to the methods for estimating the solar potential, the literature review which has been carried out
shows that there are many different methodologies which aim to determine the PV potential of a region, but
as yet few methods for assessing urban scale impacts of solar energy system applications have been
developed [46]. One of the most important aspects which should be borne in mind is the scale, since the same
techniques cannot be applied at all levels (local, regional or continental). The study performed in [47] does a
very complete methodology review and intercomparison. According to it, the main difference among the
different procedures is the method used to determine the roof area: based on the ratio roof surface per capita,
establishing a correlation between the population density and the roof area, or computing the total roof area
of the target region. In [48] the solar potential in urban residential buildings is investigated at different levels
of site densities, comparing the solar potential under different urban forms whose total available roof area
was calculated with sample urban settings and weather data as the inputs. Other possible options are based
on building typology through on-site data collection and visual inspection of a certain area [43] or statistical
calculation models which compute the total roof area through aerial object-specific image recognition [49].

On the other hand, the three most important roof-area estimation methods according to [50] are the
following: constant-value methods, manual selection methods and GIS-based methods. Our focus in this
Thesis will be on GIS-based methods, since they can play a very important part in supporting decision
making by tackling the urgently required energy transition [51]. For very precise calculations the most
appropriate option is 3D modeling and building simulation [43].
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2.1.6. Aim of this chapter

Asjustified in the previous sections, the evaluation of energy performances on a large scale, for instance the
energy consumption of buildings or the solar potentials, can be very time-consuming when carried out with
single building simulation approaches, mainly due to the process of gathering all the necessary data. This
issue will be addressed in the present chapter. In order to show the possibilities offered by 3D models at
district level, Section 2.2 proposes a study on the evaluation of solar potentials, estimating the economic and
technical potential offered by the installation of rooftop PV systems in some 160000 buildings located in
several municipalities of Germany. As a follow up to that work, Section 2.3 introduces innovative city tiling
strategies for much more accurate estimations of urban shading and solar availability on a large scale, since
in this case it will be possible to consider the influence of mutual shading between buildings instead of using
reduction coefficients.

On the other hand, Section 2.4 develops a study on urban energy demand evaluation through 3D city
models, using a steady-state method to calculate the demand of thousands of buildings at municipality level.
To overcome the drawbacks of simplified thermal performance simulations that do not allow to evaluate
approaches such as demand side management, a new open-source tool which overcomes this issue has been
developed in Section 2.5, which allows the dynamic simulation of whole districts. Finally, clustering
techniques will also be introduced in Section 2.6, which allow to reduce the study domain and choose the
representative buildings of a district.

2.2, Evaluating solar potentials at urban level by using 3D city models

2.21. Introduction

The assessment of energy improvement measures at large scales such as districts is of paramount importance
for the increase of renewable energy integration within energy markets. Nowadays, photovoltaics is
considered as the most cost-effective option among the different renewable energy alternatives. For this
reason, its technology has been chosen here to show the potential of using 3D models for promoting
renewable energy integration in large areas. The scope of this section of the Thesis is to determine the solar
photovoltaic potential at an urban and regional scale by using CityGML 3D city models, introducing an
innovative tool: the Java-based SimStadt platform [52], which contains simulation models from the
INtegrated Simulation Environment Language (INSEL) [53], both developed at the Stuttgart University of
Applied Sciences.

With the view of showing its full capabilities when dealing with PV potential analyses for whole regions,
SimStadt has been used to estimate the PV potential of the Ludwigsburg County in south-west Germany, in
which every individual building was simulated (157724 buildings in total). Both technical and economic
potential (considering roof area and insolation thresholds) are investigated, as well as two different PV
efficiency scenarios. The main purpose of this study is to determine what fraction of the electricity demand
could be covered in both each municipality and the whole region, deciding the best strategy so as to reach
that aim, the profitability of the investments and determining the optimal locations. An economic analysis
and emission assessment has also been included, as well as some insights into the uncertainty of PV potential
estimations.

The contents of this section have been extracted from the paper “Assessment of the photovoltaic potential at urban
level based on 3D city models” [54], by L. Romero Rodriguez et al and published in the journal “Solar Energy”.
For more detailed information about the urban modeling platform, methodology followed and obtained
results, the reader is referred to that publication.
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2.2.2. Methodology

The first step to estimate the solar potential of the municipalities under study is to figure out how much space
is available for the installation of PV modules. Once the 3D models of the region are available, it is possible
to know the total built area and the geometry of the buildings that shape it by using SimStadt. However,
many circumstances may lead to the reduction of the initial roof area. An extensive literature review showed
the great variety of different reduction coefficients used for calculating the available roof area of a region.
After gathering all the information from related publications, it was decided to use for this study the
approach shown in the flowchart in Figure 11, which illustrates the way to calculate the utilization factor. It
should be noted that no previous study has used all of these factors at the same time, but only partially. Also,
unlike previous publications in which these coefficients are applied to the aggregated results of a whole
region, our study considers their application for each building individually, which increases the accuracy of
the procedure. Once the available roof area is known, the PV potential can be calculated taking into account
modules efficiencies, losses for temperature and irradiance, or the inverters efficiencies among others.

3D Model of the region
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Figure 11: Flowchart of the available roof area calculation process.

The summary of all the selected reduction factors in this study is presented in Table 1. Some of them were
selected by carrying out an extensive literature review. For further explanations about why these values were
chosen, the reader is referred to the publication.

Reduction factor Value Reduction factor Value

Ccon Flat roofs: 0.8 ; Tilted roofs: 0.9 Crv 1
Crror 1 Csr 0

Csu Flat roofs: 0.7 ; Tilted roofs: 0.8 et Scenario A: 0.16 ; Scenario B: 0.11
Csa Flat roofs: 0.97 ; Tilted roofs: 1 nH 0.9

Caz 1 (considered in SimStadt) Naz Az=0:1; Az#0: 0.95

Cs. 1 (considered in SimStadt) Tsvs 0.84

(@ Flat roofs: 0.46 ; Tilted roofs: 1

Table 1: Summary of reduction coefficients.
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The methodology was then applied to the German County district Ludwigsburg. This county is located in
the south-west of Germany, covers a ground area of approximately 700 km? and has a population of 354551
inhabitants. There is a total of 39 municipalities, of which 34 participated in a climate protection concept and
could be analyzed. In total, 157724 buildings were considered. Based on the 3D models, the photovoltaic
potential was calculated and compared with the electricity demand for each municipality. The calculation of
the electricity demand is based on the available concession bills of each municipality, with data of 2013 or
2012 depending on the case.

2.2.2.1. Technical and economic potential

The technical potential is defined as the implementation of PV panels on all available roof surfaces. This
means that the whole available roof area after applying the reduction coefficients in the previous section is
used. On the other hand, the economic potential is the result of considering only buildings with solar yields
on their roof above a threshold value, which indicates a minimum amount of radiation that is required for
the installation to be economically worth considering [38], or could be a percentage of the maximum PV yield
in the region [55]. In addition, a minimum roof area will be considered, so that buildings whose roof areas
are below that minimum will not be taken into account. These two thresholds reduce the number of PV
installations as a function of the economic profitability of their implementation. As justified in the
publication, the present study will consider for the economic potential an annual insolation threshold of 1000
kWh/(m?. year) and a minimum roof area of 40 m? for each building.

2.2.3. Results and discussion

2.2.3.1. Technical and economic PV potential

After gathering all the 3D CityGML models of the municipalities which constitute the County of
Ludwigsburg, each of them was simulated within the SimStadt platform. Once the software calculated the
area and solar radiation for each roof surface of the buildings by using the weather and radiation processors,
the reduction coefficients proposed in Table 1 were applied, depending on the characteristics of each
individual building. Then, the aggregated values of PV potential nominal power [kWp] and PV potential
yield [MWh/year] were calculated. This was done for the technical and economic potential, as well as for the
two PV efficiency devised scenarios.

As can be seen in Figure 12, the technical PV potential (installing PV modules on as much surface as is
available) differs in each of the 34 municipalities. Scenario A (wafer-based modules with a higher efficiency)
is always better than Scenario B (thin-film modules), due to the fact that the PV yield depends linearly on the
efficiency of the modules. While Scenario A suggests that many municipalities could achieve more than a
100% coverage of the electricity demand, which means an electricity surplus in the region, only two of them
would achieve it when Scenario B is considered.
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Figure 12: Percentage of the electricity demand covered in each municipality by PV for the technical
potential strategy.

On the other hand, Figure 13 shows the results for the economic potential in each municipality, discarding

every building with a roof area lower than 40 m? or an insolation lower than 1000 kWh/(m2year). As it is
apparent, the results are much lower than those of the technical potential in every municipality. In this case
only a few municipalities could achieve more than a 100% electricity demand coverage.
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Figure 13: Percentage of the electricity demand covered in each municipality by PV for the economic
potential strategy.

Regarding the aggregated values for the whole county, the results can be seen in Figure 14. If PV modules
could be installed on all the available surface (technical potential), using wafer-based silicon modules
(scenario A) could cover 77 % of the electricity demand of the region. On the other hand, if thin-film modules
were used (scenario B with less efficiency), then only 51% could be achieved. It should be noted that the
efficiency of the PV modules improves every year, so these percentages would increase accordingly.
Conversely, taking the economic potential into account would result in lower payback periods, but the met
electricity demand would be lower than that of the technical potential. Wafer-based silicon modules would
cover 56% of the electricity demand, while thin-film based modules would cover only 37 %. The summary
of the obtained results for the region is shown in Figure 14.
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Figure 14: Percentage of the electricity demand covered by PV in the whole region for the two scenarios:
technical and economic potential.

2.2.3.2. Emission savings

Quantifying the potential COz emission savings thanks to the implementation of PV modules is another
important outcome that may be inferred from this study. In this way, we are able to evaluate for each strategy
and scenario the amount of CO2 emissions avoided and the percentage of reduction compared to the initial
situation, in which all the electricity is obtained from the grid. Table 2 presents the results for the technical
and economic potential of the two considered scenarios. The results show the huge potential contributions
of rooftop PV to the reduction of CO2 emissions (and therefore other pollutants).

CO: emissions CO:z emissions CO savings
SCENARIO Strategy avoided produced achieved [g |
[tCOzfyear] [tCOx/year] ?
Technical potential 639141 279674 70%
SCENARIO A
Economic potential 464262 454552 51%
Technical potential 422907 495907 46%
SCENARIO B
Economic potential 312288 606527 34%

Table 2: CO:z emissions of the region for each approach of the study.

2.2.3.3. Economic feasibility

Another purpose of the present study was to develop an economic analysis of the implementation of PV
modules in the region regarding the proposed strategies, so as to assess their feasibility. After extracting the
required variables from SimStadt and applying certain chosen economic indicators, the results were obtained
for each proposed strategy and scenario (see Table 3). Several findings can be deduced from the presented
results. As can be seen, the economic potential of both scenarios would translate into much lower necessary
investment costs for the implementation of the PV modules compared to the technical potential strategies.
Nevertheless, it would also mean less PV yield, annual electricity savings and emissions reduction.
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Nominal Total Total Annual
Energy yield power Investment Savings
SCENARIO Strategy [GWh/year] [MWy] Costs [ME€] [M€/year]
Epy Ppy C; As
Technical potential 1318 1642 2101 116
SCENARIO A
Economic potential 957 1107 1416 89
Technical potential 872 1087 1391 77
SCENARIO B
Economic potential 644 744 953 60

Table 3: Economic results for each proposed strategy and scenario.

2.2.4. Conclusions

This section proposed to use 3D urban data models based on the CityGML standard to analyze the
photovoltaic potential on an urban or even regional scale. The simulation methodology is based on a
building by building roof surface analysis and irradiance simulation and carefully revises reduction factors
for the energy yield determination, applying them for each building separately. Realistic strategies and
scenarios for PV implementation were developed for a case study in Germany. Economic calculations were
also performed so as to analyze the feasibility of the required investments. The proposed methodological
approach should contribute valuably in helping policy-making processes and communicating the
advantages of distributed generation and PV systems in buildings to regulators, researchers and the general
public.

According to the results obtained, it is possible to achieve high rates of electricity demand covered by PV in
many municipalities (even more than 100% for low density municipalities, which means an electricity
surplus). Within the entire region with 34 municipalities investigated, PV systems could generate 77 % of the
electricity consumption by using all available roof space, producing a total of 1318 GWh/year through the
installation of 1642 MWp, thus reducing the CO: emissions noticeably. Conversely, 56% of the electricity
demand could be produced if only roofs with enough insolation and a minimum surface area for an
economically feasible PV installation are used. To realize the economically viable PV installations and reduce
the electricity related CO:z emissions by 51%, the estimated investment per capita is around 4000 Euros or a
total of 1416 million Euros in the County. In conclusion, if properly designed these PV systems could
significantly decrease primary energy consumption and emissions, reaffirming their usefulness and the
important role they can play in the near future.

2.3. Improving the accuracy of solar potential assessments at urban level

2.3.1. Introduction

Assessing accurately the solar potential of all building surfaces in cities, including shading and multiple
reflections between buildings, is essential for urban energy modelling. Although Section 2.2 introduced a
complete study on solar potentials at urban level, the mutual shading between buildings was estimated
through reduction coefficients found in the literature, since evaluating the interactions between such a huge
amount of buildings was not possible due to the fact that the number of surface interactions and radiation
exchanges increase exponentially with the scale of the district. Therefore, innovative computational
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strategies are needed, some of which will be introduced in the present work. They should hold the best
compromise between result accuracy and computational efficiency, i.e., computational time and memory
requirements.

Hence, the present section addresses the issue of calculating more accurately and efficiently the solar
potential of regions, using 3D city models. Studies such as the one presented here are essential for energy
planning, with the aim of helping to guide the process of developing future policies and being able to make
informed decisions at large scales. In this work, different approaches that may be used for the computation
of urban solar irradiance in large areas are presented. Two concrete urban case studies of different densities
(Manhattan in New York and Ludwigsburg in Germany) have been used to compare and evaluate the results
derived from three different methods: the Perez Sky model, the Simplified Radiosity Algorithm and a new
scene tiling method implemented in the urban simulation platform SimStadt, used for feasible estimations
on a large scale. The main objective is to find out the most suitable computational methods, showing the best
compromise between accurate shading calculation and reasonable computational complexity and
requirements for large scale potential analyses. In addition, the solar potential for various solar energy
thresholds as well as the monthly variation of the Urban Shading Ratios have been quantified for both case
studies, distinguishing between roofs and facades of different orientations.

The information of this section has been extracted from the paper “Setting intelligent city tiling strategies for
urban shading simulations” [45], by L. Romero Rodriguez et al and published in the journal “Solar Energy”. For
more detailed information about the methodology followed and the obtained results, the reader is referred
to that publication.

2.3.2. Brief description of the case studies

Two case studies of different densities have been selected in this work in order to analyze the impact of urban
morphology on different Urban Shading Ratios: a medium density area typical of German “middle cities”
(Ludwigsburg) and a part of Manhattan that represents high-density urban areas. Putting aside the
differences of ground areas which do not play a role in our urban shading study, these two case studies have
very different urban morphologies. Manhattan’s Floor Area Ratio (FAR) is ten times bigger than
Ludwigsburg’s FAR, while the building average height is three times higher. Manhattan’s buildings are also
more compact. The site coverage is higher in the case of Manhattan, with less solar penetration in particular
at low solar elevation angles. Finally, the facade density of Manhattan is twice as big as in Ludwigsburg.

Figure 15: Representation of the case study Ludwigsburg with an East view (up) and Manhattan with a
North-West view (down).
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2.3.3. Solar radiation calculation approaches for urban energy analysis

This study is based on different radiation models and approaches implemented in SimStadt and compatible
with urban scale applications: the Perez sky model, the Simplified Radiosity Algorithm (based on Perez sky
model), and the newly introduced adaptation of the latter by using automatic tiling strategies. These models
are explained in detail in the referred publication. The new automatic tiling algorithm was implemented in
the SimStadt platform to overcome the memory and computing time limitations of the SRA algorithm for
large districts or cities. This batch computing method divides the studied area in a number of square tiles
and runs the Radiosity algorithm separately on each of them. The user may define the length of each square
tile size, as well as the overlap length (see Figure 16). Besides reducing the required computational memory
and time, this process is highly parallelizable, which may reduce even more the computational time by using
a cloud computing approach.
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Figure 16: Example of tiling (tile size = 500m; overlap = 150m) for a studied area.

2.3.4. Identifying the best tiling strategies for middle and high-density urban areas

In this section, 23 tiling strategies which combine different tile sizes (50 to 500 meters) and overlaps (0 to 200
meters) were tested for both case studies. These tiling strategies generate different numbers of tiles and
considered radiation exchanges between the building surfaces, which potentially corresponds to the square
of the computed building surfaces number summed in all the tiles. This has a significant impact on the
computational time and memory capacity requirement. In Figure 17, the computational times of the
simulations related to the different tiling strategies and case studies that were carried out have been plotted
in function of the tile size and overlap. It becomes apparent that the behavior of the computational time is
more regular for Manhattan than for Ludwigsburg, since the buildings are more homogeneously distributed.
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Figure 17: Computational time versus tile size for the considered strategies in Ludwigsburg (left) and
Manhattan (right). The labels show also the number of tiles in each case.
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2.3.4.1. Tiling strategy comparison for roof irradiance calculation

The Urban Shading Ratio (USR) is calculated as the quotient of the yearly solar radiations on all building
surfaces computed using the studied tiling strategy, over the radiations computed with the reference tiling
strategy (size=0, overlap=0), which corresponds to a Perez sky model without SRA (i.e. unobstructed scenario
with the maximum solar potential). The 3D surfaces of Figure 18 represent the average USR of all building
roofs weighted by their area as a function of the two tiling strategy parameters (size and overlap). The higher
these parameters are, the more complete the consideration of the solar surface inter-obstructions and
reflections is and therefore the more accurate the calculation. On the other side, smaller tile sizes fail to
consider numerous surface interactions, and are therefore less accurate to evaluate urban shading impact.
As it can be seen, higher tile sizes have higher Urban Shading Ratios. This means that when the number of
considered buildings increases, the impact of obstructions is generally higher than the impact of reflections.
A second clear outcome of Figure 18 is the relative difference of USR between both case studies: the high-
density urban area of Manhattan has an USR two times higher than the middle-density area of Ludwigsburg.
For the most accurate tested tiling strategy {tile size=500m, overlap=200m)}, the annual USR reaches 12.8%
and 25.7% for the case studies of Ludwigsburg and Manhattan respectively. As can be seen in the referred
publication, focusing on the winter period this USR goes up to 17.4%, respectively 32.4%. Conversely, the
worst tiling strategies {tile size = 50 m, no overlap} present USR for both case studies between 5 and 10%.
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Figure 18: Urban Shading Ratios on roofs as a function of the used tiling strategy. Annual USR in
Ludwigsburg (left) and annual USR in Manhattan (right).

2.3.4.2. Tiling strategy comparison for facade irradiance

In this section, only the solar radiations on the building facade surfaces are considered, as it is generally the
case for building heating or cooling demand simulations, daylighting analyses or studies of building
integrated photovoltaics, which may have a relevant role in urban environments [56]. The USR presented in
Figure 19 is the average of the USR on all facades, weighted by their area. As illustrated by Figure 18 and
Figure 19, the USR of facades are much higher (factor 2 to 3) than for roofs. This result is due to the bigger
surrounding occlusions and therefore lower sky view factor of the facades.

28



WIDENING THE SCOPE OF ENERGY ANALYSES IN THE BUILT ENVIRONMENT

&
<
=

v
-
<
=

s
Q
=
@
<
Ea
£

50% .|

= E
2 o 2
5 30% 5 0%
&7 &
2 20% 30
3 T 0%
£ 10% g
< 1 < 10%
0% 0% o
200 N 200 N
= =
150 N 150 N\,
100N 100 N
7_~\——7_T__7~\
T, 300 400 500 T 300
Overlap [m] LN 100 200 Overlap [m] 0y 100 200
Tile size [m] Tile size [m]
(a) (b)

Figure 19: Urban Shading Ratios on facades as a function of the used tiling strategy. Annual USR in
Ludwigsburg (left) and annual USR in Manhattan (right).

As an outcome of this study for both roofs and facades, the tiling strategy {size=300m, overlap=100m) can be
considered as an accurate solar radiation calculation method for the case study Ludwigsburg, with a relative
uncertainty below 1%. It represents a good compromise between accuracy and computational performance.
For the case study Manhattan, any tiling strategy below {size=500m, overlap=200m} reduces the USR
significantly (by 5% or more), and therefore would be considered as inaccurate in comparison. Consequently,
the solar radiations on roofs and facades should be calculated at least with these “best tiling strategies”,
which are used in the next section.

2.3.5. Solar potential “Identity Cards”

In order to assess the solar potential of a district, it is often useful to quantify the total building surface area
that exceeds different solar energy thresholds. Facades of different orientations, flat roofs, and pitched roofs
will be distinguished from now on for both case studies. As previously mentioned, only flat roofs are
considered in Manhattan whereas an important part (60%) of the buildings of Ludwigsburg are represented
with pitched roofs. The cumulative solar radiation distribution represented in Figure 20 and Figure 21 show
an example of solar potential “identity cards” of the case studies.

In the case study Ludwigsburg, the total building external surface area is two square kilometers. Two thirds
of it are facade surfaces, 20% are pitched roofs and the remaining 13% are flat roofs. Half of this surface area
does not receive more than 600 kWh/(m?2.yr), mainly due to shading and unfavorable orientation of the
facades. Regarding the surfaces receiving more than 800 kWh/(m?.yr) solar radiation: only 15% of them are
facades (representing 7% of all facades), 50% are pitched roofs and 34% are flat roofs. This trend is
emphasized if one considers the surface areas receiving a minimum of 1000 kWh/(m2.yr), the typical
threshold of photovoltaic installation profitability: 57% are pitched roofs, 43% are flat roofs, and no facades
are present. The solar radiation received by flat roofs is limited by the global horizontal radiation
(approximately 1150 kWh/(m2yr) in Ludwigsburg). However, mounting solar systems on flat roofs with a
favorable tilt and orientation (35° South) enable to collect up to 1350 kWh/(m?2.yr).

29



CHAPTER 2

x10°

I Pitched roofs |
I Flat roofs

<1%1%
4%

Surface Area [m2]

0 200 400 600 800 1000 1200
Solar radiation threshold [kWh/m2.yr]

Figure 20: Cumulative solar radiation distribution in Ludwigsburg.

The Manhattan case study includes a total of almost 25 km? building surface area, of which 85% are facades.
However, the latter represents only 39% and 20% of the surface area receiving more than 600, respectively
800 kWh/(m2.yr), and none of them receive more than 1000 kWh/(m?2.yr). In comparison, 54% of all roof area
receives more than 1000 kWh/(m2yr) in Manhattan. While comparing both cumulative solar radiation
distributions, the curve of Ludwigsburg is almost linear between the radiation thresholds 200 and 1200
kWh/m2.yr, whereas the curve of Manhattan is much more convex.
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Figure 21: Cumulative solar radiation distribution in Manhattan.

In conclusion, although facades represent most of building surface areas (two thirds in Ludwigsburg and
85% in Manhattan), roofs have a greater potential for an economic exploitation of available solar energy than
facades do. However, the use of facades should not be disregarded for photovoltaic generation due to the
large areas concerned. The solar radiation on flat roofs may be optimally used by mounting tilted solar panels
with a favorable orientation (between 25 and 35° south in latitudes like in Manhattan and Ludwigsburg).

2.3.5.1. Solar irradiance per facade orientation

The solar potential of a facade with consideration of the urban shading depends obviously on the surface
orientation and the period of the year. In this section, the solar irradiances received on different facade
orientations are investigated in more detail for both case studies. A “no-shading” reference case, which
corresponds to the unobstructed scenario with the maximum solar potential, is compared with the “best

tiling strategies” found out in Section 2.3.4. Facades are regrouped by orientations, with a + 22.5° azimuth
tolerance.
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Figure 22: Monthly Urban Shading Ratio on roofs and facades in Manhattan

In Figure 30 we can observe that the USR yearly variation of the North facades with higher values in summer
than in winter is the opposite to that of the other facades. The sun trajectories in front of the different facade
orientations explain part of this outcome: contrary to other facade orientations, north facades receive direct
radiations only in summer and middle seasons. However, in a dense urban area like Manhattan this direct
beam is often shaded by surrounding buildings, since the morning and evening sun position is relatively
low. This tends to increase the USR in the summer season.

The general trends are similar in the case study of Ludwigsburg, although the USR are significantly lower
than in Manhattan (see Figure 23), as already seen in the previous section. The USR yearly variation has a
wider amplitude from 0.25 to 0.51 as compared to Manhattan. The street layouts, regular in the case of
Manhattan and without real pattern in the case of Ludwigsburg, explain this difference. For the South
facades, the solar irradiance maxima are less pronounced and closer to each other than for Manhattan, due
to the difference of latitude between these two locations.
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Figure 23: Monthly Urban Shading Ratio on roofs and facades in Ludwigsburg.
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2.3.6. Conclusions

In this study, different methods of solar radiation computation in urban areas have been compared. Two
representative urban case studies of different densities, New York (USA) and Ludwigsburg (Germany), have
been used for the evaluation, employing 3D city models based on the CityGML format for a full and realistic
urban environment analysis. Since the number of surface interactions and radiation exchanges increase
exponentially with the scale of districts, innovative computational strategies for solar irradiance modeling
that consider shading and inter-reflections have been introduced, partitioning the two case studies in square
tiles of different sizes and overlaps to evaluate the computing performance.

The main contribution of this study is the accurate quantification at urban scale of the considerable impact
of urban shading and multiple reflections on the solar radiation incoming on the building surfaces. They
reduce annual solar irradiance by up to 60% for facades and 25% for roofs in high-density urban areas such
as Manhattan. In medium density areas such as Ludwigsburg, tiles of 300 meters width and 100 meters
overlap are sufficient to calculate with 1% uncertainty the solar radiation including shading and inter-
reflections. In high-density districts like Manhattan, tiles of 500 meters width and 200 meters overlap are a
minimum requirement in this case to compute solar irradiance with an acceptable accuracy.

This work has also justified quantitatively that the traditional method applied in building performance
simulations, which considers only the direct-neighbor buildings, is far from enough to calculate reliably the
solar radiation reaching a given building. Therefore, assessing this phenomenon accurately is of paramount
importance for any reliable energy analysis in an urban context, including solar potential analyses,
daylighting analyses as well as heating and cooling load calculations.

2.4. Urban energy demand evaluation through 3D city models

2.4.1. Introduction

The two previous sections have dealt with the estimation of solar potentials at urban level, which is one of
the most frequently used applications of GIS. Another possibility offered by 3D models is the joint evaluation
of the thermal performance of all the buildings of a district, which is paramount for enhancing energy
efficiency at such scales. The present section will tackle this challenge by including a summary of the
outcomes from the paper “New 3D model based urban energy simulation for climate protection concepts” [57] to
this respect. This paper is co-authored by the author of this Thesis and was published in the journal “Energy
and Buildings”. All the information in this section has been extracted from that publication.

First of all, let me recall that climate protection concepts for cities and regions are designed to establish CO2
emission baselines and develop measures for climate change mitigation. Up to now, such concepts were
based on aggregated consumption and emission data and only qualitative estimations of the effect of
measures were possible. To better quantify the impact of mitigation measures, a large amount of data on the
building stock (i.e. the buildings thermal properties), the network and supply infrastructure is needed, since
it is a major challenge to quantify and predict the urban energy demand [58]. As mentioned in Section 2.1.3,
the two main modeling strategies for building energy consumption are top-down and bottom-up methods
(that apply either statistical or physical models). The former has some limitations, like the need of a large
sample group, and it does not specify the impact of the energy conservation measures, which is important
for urban energy strategies. If data can be combined with simulation models of buildings and energy
systems, very powerful analysis possibilities for an energetic and economic evaluation of scenarios arise.

In the present study, 3D data models in CityGML format of the entire building stock of a region with 34
municipalities in Germany were used (the same as the study in Section 2.2) and enriched with data of
building’s year of construction and their function, to allow an automatized simulation of the heating demand
of each individual building in the region (both residential and non-residential buildings). Not only the
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current heat demand, but also two refurbishment scenarios for each simulated building were calculated:
medium (standard refurbishment level corresponding to the German Energy Saving Ordinance 2009) and
advanced (a level of refurbishment which is similar to standards of passive houses, but without a ventilation
system with heat recovery). In this study, the proposed integrated climate protection concept had three main
goals:

e The first purpose was to determine potentials to reduce emissions and design innovative projects to
decrease or even avoid CO:z emissions. This required an energy status analysis to ascertain strengths
and weaknesses. Laying the foundations for continuing CO: monitoring and determining the
potentials of renewable energies should be ensured too.

e Another objective was to issue a realistic and viable package of measures forming a basis for a
financing concept.

e Thirdly, the rural district of the case study strives to become climate-neutral before the year 2050
and to reduce the total COz emission per capita in the county.

A validation of the results of the urban simulation was done by using aggregated consumption data from
each community. In addition, the local solar photovoltaic potential was also determined, although it will not
be shown here since it was present in the previous sections. Besides that, in this study new methodologies
were described to better quantify the costs and benefits of CO: mitigation strategies on a local or regional
level and to support decision making.

2.4.2. Obtained results of heating demands

The urban simulation platform SimStadt [59], which was also used for the studies in Sections 2.2 and 2.3, was
used to investigate the current status of energy demand of the buildings in the region under study, evaluate
prospective energy demand scenarios and serve as an advanced base to design concrete measures for action.
Within the space heating calculation workflow, the thermal energy demand was calculated for each building,
where some basic data like year of construction, building usage as well as proper 3D geometry was available.
Geometry data were provided in the CityGML data format. The 3D model included 80% of the objects in
LOD2 and 20% in LOD1. The monthly energy balance was calculated according to DIN 18599-2, a quasi-
steady-state method. The simulation results were then classified in different building categories: residential,
public and industry, trade, commerce and services. Municipal concession bills for total electricity and gas
consumption were used to compare the simulated results with the real consumptions.

Once the energy demands were available, the approach to validate the results was to use gas supply bills
from the municipalities and compare them with the space heating demand simulated in SimStadt (see Figure
24). The heat demand of non-residential buildings was not considered in this analysis as their use is very
variable with a high uncertainty in the simulation results due to uncertain usage profiles. As Figure 24
illustrates, the deviation ranges between -20 % to +20 % for almost half of the municipalities. Higher errors
might be due to inaccurate sources of information for the measured gas consumption. Also, each
municipality is supplied by different types of energy carriers, one of which is gas, therefore only the gas
proportion of the heat demand was compared with the measured gas consumption.

Lacking of adequate data is always a big issue in analysing urban demands. This study found out that even
the statistical data from communal sources of information can sometimes be thoroughly different from
various sources, which makes the simulation validations very difficult. Proper user-related attributes such
as internal gains, ventilation rates, daily and annual operation time of the building could lead to more
realistic heat demands for the buildings. In our study, the values for these attributes were taken from a
German standard, DIN 18599-10: 2011-2, however they might be very specific for some non-residential
buildings such as the industry.
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Figure 24: Comparison of simulated and measured aggregated heating consumption of residential
buildings with gas heating.

Two refurbishment scenarios were also analyzed. The results showed that within the residential sector single
family buildings had the highest efficiency potential, as their specific heating energy consumption was
higher than for more compact multi-family apartment buildings (see Figure 25).
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Figure 25: Specific heating demand for different building types in the municipality Hemmingen as a
consequence of the refurbishment scenarios.

2.4.3. Conclusions of this study

Urban 3D models enriched with data on building’s construction, thermal properties and functions like
residential or office offer excellent support for establishing climate protection concepts, allowing to quantify
measures to improve energy efficiency and integrate renewables. In this study, SimStadt was employed for
developing a climate protection concept for the case study of Ludwigsburg with almost 177,000 residential
and non-residential buildings, quantifying COz emission reductions, energy savings and energy cost savings
for different measures and initiatives. The heat demands of the buildings were calculated building by
building. This study indicated that it is very challenging to get detailed and reliable municipal consumption
data to seriously validate simulation results, since sometimes the measured gas consumptions in a large scale
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such as a municipality can even be not trustable. This problem bolds out the advantages of an automated
platform for calculating heat demand in large scales such as cities, especially if there is no measured
consumption data available or a prediction for a new scenario is needed.

It was shown that for this case study, on an aggregated municipal level, the deviations between measured
and simulated gas consumption were between 20-30%, or sometimes higher where the input data like
refurbishment data was not fully available. However, previous validation works at scale of building-blocks
with good monitoring data quality demonstrated that the error between consumption and modeled yearly
heating energy demand could be less than 10%. Therefore, it is recommended for the municipalities to pay
greater attention on intelligent data collection with particular focus on the building’s year of construction
and refurbishment status in their databases. It was also shown that for Ludwigsburg, applying the highest
standard refurbishment scenario reduced the heating energy demand of the building sector up to 58%, or by
46% applying medium level of insulation.

All in all, using the automated workflows for urban energy modeling makes it possible to establish and
evaluate policies on a municipal and regional level. With reliable input data such as up-to-date 3D models
as well as buildings construction and usage data, this work showed that building efficiency, refurbishment
scenarios and renewable integration can be well quantified to support decision making for developing
climate protection concepts. It is even more worthy where achieving current state of consumption of the
buildings is challenging, or analyzing different scenarios (e.g. refurbishment scenarios) is of great interest.

2.5. New tool for modelling and estimating the energy performance of districts

Nowadays, it is very common to find 3D models of cities all around the world. Tools such as SimStadt are
able to calculate the energy demand of thousands of buildings in a district. However, they do so through
simplified calculations such as static energy balances that only consider dynamic effects through correlation
factors. The interconnection of 3D models with software tools that evaluate the thermal performance of
buildings in an accurate and dynamic way is very rare, but such tools are necessary in order to evaluate the
thermal performance of a district in which complex interactions take place (not considered in simplified
models). Only in this way could time-dependent strategies such as demand side management be assessed
properly on a large scale.

The proposal of this work is to introduce a new tool that has been developed and will allow to simulate the
thermal behavior of whole districts in a user-friendly, accurate and simple way. In order to evaluate the
thermal performance of all the buildings in a district, the first requirement is to know their geometry. In this
work, using open-source software was considered compulsory, so that any potential user could employ it.
The proposed method solves also the problems of scarce publicly available urban digital building
information, since potentially, any district of the world could be modelled following this procedure thanks
to the widespread availability of open-source geometric data such as Google Maps. However, it should be
mentioned that this tool could also be eventually coupled with other 3D model formats such as CityGML,
which would provide the necessary geometric information, or even models obtained from the cadaster of
the municipality where the district is located.

2.51. HULCGIS

After reviewing all the free and open-source Geographic Information Systems softwares that are available,
QGIS [60] was considered as the most suitable option. QGIS is an application that supports viewing, editing,
and analyzing geospatial data. QGIS also supports both raster and vector layers. In the latter, vector data are
stored as either point, line, or polygon features. Most importantly, QGIS allows the integration of plugins
written in Python, which can perform many geoprocessing functions.
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A plugin named “HULCGIS”, due to its combination of HULC (Unified LIDER-CALENER software tool)
and GIS, has been programmed in Python and integrated within QGIS. HULC is one of the official building
energy certification tools in Spain, which allows to obtain the energy demands of individual buildings
through detailed models and dynamic hourly simulations. The new plugin that has been developed allows
to obtain an attribute table that contains the information of all the buildings of the district under study:
geometry (coordinates of all the nodes), year of construction, number of floors, floor height, glazing, area
and so on.

First of all, the user creates the polygons that represent the buildings of the district. This can be done in two
ways: either the user uploads a file in which the polygons are already created (such as the Spanish cadaster),
or the polygons are created manually by clicking on the screen for each node (using Google Streets, Google
Satellite or Open Street Maps for example as background images to help in the process). Once each polygon
is created, the user is asked to fill in the necessary information such as the year of construction, which could
be obtained from the Spanish cadaster. In Figure 26, an example of the polygons created in a district in
Southern Spain can be seen, as well as the HULCGIS user interface programmed in Python.
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Figure 26: Screen capture of the HULCGIS plugin within QGIS.

After creating all the polygons of the district, the steps shown in the HULCGIS interface are followed: the
polygons are converted into nodes, these nodes are then numbered, and finally their relative coordinates
after choosing a reference node are obtained. Once the process is finished, the user exports the results, and
an attribute table is saved as a text file. An example of attribute table is given in Table 4.

Building number | Year | Floors | Floorheight | Glazing[%] | Area | Vertex Coord_X Coord_Y X Y
1 2000 2 3 15 302.52 1 -1503675.273 | 3405314.082 0.00 0.00
1 2000 2 3 15 302.52 2 -1503676.297 | 3405315141 | -1.02 | 1.06
1 2000 2 3 15 302.52 3 -1503681.206 | 3405320.256 | -5.93 6.17
1 2000 2 3 15 302.52 4 -1503691.693 | 3405310.191 | -1642 | -3.89
2 1980 5 3 15 843.13 21 -1503459.603 | 3404507.953 | -8.89 | 3520
2 1980 5 3 15 84313 22 -1503480.709 | 3404467.99 | -1581 | 2621
2 1980 5 3 15 843.13 23 -1503455.384 | 3404456.165 | 4.48 | 14.40

Table 4: Example of attribute table in HULCGIS.
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2.5.2. Creation of HULC models

The file with the attribute table of the district contains all the information that is necessary to create a model
for each of its buildings. This file is read by a tool programmed in Visual Basic for Applications (VBA), which
will use all the available information. HULC is not able to simulate more than one building at the same time.
Therefore, this tool will generate one HULC file for each building individually, iterating between all the
buildings included in the attribute table. In addition, if two buildings are adjacent this would be identified,
and the corresponding walls would be modelled as adiabatic.

One of the most important steps towards a more accurate evaluation of the thermal performance of districts
offered by this tool, apart from performing dynamic hourly simulations, is that the surroundings of each
building are accurately considered, since the geometry of all the other buildings of the district is taken into
account in every simulation. Nevertheless, in order to reduce the computational time, not every building of
a district should be considered, since a building 1 kilometer away from the one that is being studied would
produce no shading on it. To limit the distance of the surrounding buildings that should be considered, the
outcomes of the study developed in Section 2.3 regarding city tiling strategies will be used. Therefore, in the
case of a medium density district, a square tile size of 300 meters around the case study building would be
enough. In case of high density districts, the size should be increased up to 500 meters.

For example, focusing on the information of one building in Table 4, we can see that the coordinates of all of
its nodes as well as the number of floors and their height is known. This allows to convert this information
into that which HULC needs to create all the geometry of the building, including the walls with different
orientations, the component in contact with the ground and the roof of the upper floor. Then, the percentage
of glazing is used to create a window in each wall of the building, located in the middle and with the
corresponding area. Since it is not possible to discern the location of the windows in walls of different
orientations in this simplification of the district, it will be considered that every wall of a building will have
a window whose size depends on the percentage of glazing of the building and the area of the wall where it
is located (unless it is adjacent to another building). Last of all, the year of construction allows to estimate the
materials of the walls, roofs, types of windows and so on, assigning default values from typical buildings of
the corresponding year. Eventually, the 3D model of the district could also include information about the
use of the building, assigning different internal gains, operation schedule and so on. An example of a
building model generated in HULC is shown in Figure 27, for the same district that was displayed in Figure
26. The current level of detail obtained by HULCGIS corresponds to approximately an LOD1, although it
could potentially be used to create even more detailed multi-zone models if the information were available
in the 3D models.

Figure 27: Example of HULC building model created by HULCGIS.
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2.5.3. HULCGIS validation

For the purpose of determining the effectiveness of the developed tool when assessing the thermal
performance of a building, a validation has been carried out. HULCGIS was used to obtain a simplified
model of a building located in the province of Seville, in which the real plans, construction features and so
on were known. A detailed model with the real geometry was developed and simulated in HULC. Then, the
HULCGIS simplified model was created and simulated. A comparison of the geometry of both building
models can be seen in Figure 28.

DETAILED BUILDING MODEL

HULCGIS MODEL

Figure 28: Comparison between the building models.

The hourly energy demand results in Wh are compared in Figure 29, where the positive values are hourly
cooling demands, and the negative values are heating demands. As it can be seen, the values given by the
HULCGIS model are a bit higher than those of the detailed model. However, it should be taken into account
that there are many simplifications in the process: the shape of the roof, estimation and location of the
glazing, allocation of the materials depending on the year of construction and so on. Despite this, the
correlation between the results at building level is quite good.
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Figure 29: Comparison of the results between the detailed model and the HULCGIS model.

2.5.4. Tool for the estimation of demand reduction measures in districts

The tool that has been developed in the present work offers another potential approach. Since the
information of the geometry of all the buildings of the district is already available, why not use it to simulate
whole districts with different thermal mitigation or even DSM strategies? This is possible thanks to an
additional tool that has been developed, which allows to select the values for certain parameters instead of
using the default values assigned through the year of construction.
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Tool for the estimation of demand reduction measures in districts
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Figure 30: User interface of the tool for the estimation of demand reduction measures in districts.

In this way;, it is possible to simulate a whole district with the base case scenario, and then simulate it with
an improvement of the thermal insulation of all of its buildings for example. This provides a very powerful
tool for an accurate assessment of the potential savings achieved by thermal mitigation strategies in whole
districts. This tool allows to change the transmittance of walls, roofs, floors and windows, as well as the
internal gains, solar factor of the windows, thermal bridges and ventilation. Furthermore, it is possible to
carry out the simulations in free-floating, so that the effect on the thermal comfort of the occupants after
applying different improvement measures can be evaluated, instead of evaluating the energy demands.

Last of all, it should be mentioned that there are open access plugins available in QGIS that allow the
visualization of districts in 3D. Any of the parameters could be used to color the polygons of a district.
Therefore, it would be possible for example to add a column to the attribute table with the result of the energy
demand of each building calculated by HULCGIS, and visualize then the results in 3D. An example of this
kind of illustration is shown for some buildings in La Graciosa Island in Figure 31.

Figure 31: Example of visualization of results for some buildings in La Graciosa Island (Las Palmas, Spain).
2.6. Review of clustering techniques for decision making in districts

2.6.1. General concepts of clustering approaches

As mentioned in Section 2.1.4, it is unfeasible to produce a very detailed model for every single building of
a district in order to assess its overall energy performance in an accurate and dynamic way, mainly due to
the intricate data gathering processes and the enormous computational power and time that would be
needed. Even if a detailed tool such as HULCGIS is used, the characterization of a district should involve a
domain reduction process afterwards, capable of reducing the sample of buildings so that even more detailed

39



CHAPTER 2

modeling and monitoring has to be carried out only on just a few samples.

The use of representative buildings of a district permits the creation of benchmarking models, as well as the
possibility to assess in detail different approaches that involve dynamic interactions such as demand side
management. Also, by limiting audits and metering to representative buildings, data gathering challenges
are mitigated and the use of data analytics coupled with building simulation has the potential to provide
efficient solutions [61].

According to [61], most studies that select representative buildings use statistical approaches, but they
usually analyze single building features only (e.g., total energy consumption) and do not focus on the
analysis of multiple features in parallel. For this reason, the identification of representative buildings may be
biased towards a particular feature and consequently other building characteristics that are important for
building energy modelling may be underrepresented. In this context, statistical methods can exhibit a
weakness in terms of providing holistic results for representative building identification. An alternative to
statistical methods is clustering, a data-mining technique that allows the grouping of elements sharing
similarities, identifying hidden structures in datasets and defining classes.

Clustering has been applied for different purposes in the building sector, summarized in five major areas of
interest [61]: building benchmarking, energy profiling, representative building identification, predictive
modelling and other areas mostly related to occupant behaviour. Once the clusters have been defined, it is
possible to select the most representative object of a given group. Clustering techniques are well
documented, and most common clustering algorithms include: k-means, model based clustering,
hierarchical agglomerative clustering and k- medoids [30].

According to [34], determining the optimal number of clusters is not a trivial problem. For instance, the k-
means method can generate as many clustering schemes as the numbers within the given range. For that
reason, a criterion is required to identify the optimal number of clusters. Assuming that each cluster is to be
represented through at least one building, the upper limit for the number of clusters depends on the
computational resources and time available for the performance assessments. A lower limit can also be set
to ensure a minimum of diversity in the resulting sample.

The distinction between a cluster centroid and medoid is also important, and it is well explained in [61]. A
centroid is a hypothetical central point in a cluster, whereas a medoid is a specific element, i.e., a building.
Cluster algorithms, such as k-means, are able to identify centroids. A further step is required to link centroids
to medoids. This operation comprises first identifying centroids (using k-means) or group memberships
(using a hierarchical algorithm) and then calculating a distance matrix of the elements in a cluster. From the
distance matrix, the closest element to the centroid (using k-means) or the element with the smallest distances
from all the other elements (using a hierarchical algorithm) is selected. This element is assumed to be the
medoid of that cluster. Therefore, this technique uses the most representative point for a group of data
(medoid) as a measure of the center of the cluster, ensuring that real data points are selected as prototypes
for the clusters [36].

2.6.2. Studies based on clustering techniques

Many research studies are focused on clustering techniques in the building sector, some of which are going
to be mentioned due to their similarity to the approaches proposed in this Thesis. For instance, in [62] a new
methodology based on the use of the principal components analysis was developed, selecting the
representative buildings among a total of 1100 schools. The classification method was based on the
application of k-means clustering techniques, proposing five robust energy classes for space heating. The
methodology that was followed allowed to define accurately the typical building of each energy class, so as
to perform analyses on the potential energy savings for each group. In addition, [61] outlines a novel
methodology for identifying representative buildings, utilizing a combination of building classification,
building clustering and predictive modelling.
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The study in [36] presented a new method for developing typical residential reference buildings at district
level for bottom-up energy modeling purposes. According to this study, apart from k-means techniques, k-
medoids is also widely used. As a case study, this work employed k-means and k-medoids techniques, for
determining the representative archetype buildings of a sample. The energy consumption of the studied
stock calculated by using representative archetype buildings was analyzed and compared with that from the
‘building-by-building’ simulation approach. Their performance analysis indicated that the k-medoids
clustering technique was more accurate than k-means, by showing a lower relative error of stock energy
consumption compared with dynamic stock simulations of real building shapes.

2.7. Brief summary

The present Chapter has justified the selection of the district scale as the most optimal one to improve the
energy performance of the built environment, increase renewable energy integration and carry out
innovative approaches such as demand side management, which need to consider dynamic interactions. In
addition, this chapter also allowed to reach important conclusions with regards to solar potential estimations
and accurate energy demand calculations. The drawbacks of most current approaches for urban analyses
which make use of simplified methods have been highlighted, and an alternative tool has been developed
to couple 3D models with detailed dynamic simulations of the thermal performance of buildings. Due to the
complexity of dealing with models that may contain even hundreds of buildings, the importance of reducing
the study domain has also been brought forward, emphasizing the usefulness of clustering techniques for
the purpose of choosing the most representative buildings of a district.

The next steps to address the challenges mentioned in Chapter 1 will be taken in the following chapters. First,
Chapter 3 will enable us to figure out whether it would be beneficial to implement DSM approaches at
district level. Once that is achieved, Chapter 4 will allow us to learn how to characterize a district properly.
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3. SMART END-USE: DEMAND SIDE
MANAGEMENT APPROACHES

In this era of uncertainty with regards to energy planning, consumer demand has emerged as a central figure,
since it can be seen as a means of balancing the energy supply and demand of electricity by providing the
system with a flexibility whose responsibility no longer falls only on the generation infrastructure. Unlike
other energy resources, electricity has to be used when it is generated, since its storage on a large scale is still
an intricate (and costly) task. Utility companies increasingly have to deal with peak demands in constrained
networks, so regulating the electricity use is critical. This long-term increase of energy demand throughout
the world requires new power utilities and transmission and distribution capacity additions, but building
new capacity as back-up power is expensive and the new power plants could be used infrequently. The aim
of Demand Side Management is to attenuate these requirements.

The previous chapters have highlighted the need to widen the scope of energy analyses and consider the
district scale, which integrates many buildings and makes it possible to investigate their potential synergies.
With this in mind, it becomes clear that looking into the possibilities that DSM can offer on a district scale is
worth investigating. As a first step, this chapter will review the role of DSM in this context, exploring
innovative approaches that have not yet been implemented in many countries such as Spain. First, Section
3.1 will include a brief introduction to DSM. For more information, ANNEX C presents an extensive review
of issues related to DSM that aims to gather much of the information that is present in the literature butin a
very disperse way, discussing its current state of deployment and giving some insights into how it can be
implemented with the help of smart homes.

As a further step, this chapter also introduces two new applications to prove the benefits of DSM in buildings
and districts. The first one is developed in Section 3.2, to demonstrate the benefits of using dynamic pricing
and the structural thermal energy storage capacity of buildings for DR purposes, focusing on one specific
plus-energy dwelling. As a continuation of this proposal the second application, presented in Section 3.3,
increases the scale to a neighborhood level and focuses on proposing strategies where a cluster manager
controls all the heat pumps of a district, providing flexibility and obtaining benefits from the participation in
secondary reserve markets.

3.1. Introduction

3.1.1. The concept of DSM

Traditionally, the demand in the built environment has been addressed by requiring green-rated buildings
and energy efficient equipment. However, retrofitting solutions to existing buildings can be a difficult and
costly task [63]. In the power grid, the frequency is the indicator of the balance between supply and demand,
dropping when the consumption exceeds the supply and increasing when generation exceeds consumption.
Blackouts happen if the supply is incapable of meeting the demand, which can be solved either by investing
in new power plants and transmission lines, or by reducing the electricity demand. However, the first option
might not be economically feasible, since critical periods only occur a few hours per year and increasing the
price of electricity would not easily solve the problem. With the increasing penetration of intermittent
renewable generation, there is a growing need for ancillary services to absorb the related disruptions [64]. In
order to relieve the electricity grids, it is of paramount importance to be able to reduce the peak demands or
shift the loads during peak periods through Demand Side Management system:s.
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DSM, also known as Energy Demand Management, was defined in the 80’s as ““the planning, implementation
and monitoring of those utility activities designed to influence customer use of electricity in ways that will produce
desired changes in the utility’s load shape” [65]. It can also be defined as the modification of consumer demands
through several methods, with the intention of adapting the total energy consumption or moving the time
of use to off-peak times. Generally speaking, all programs intended to influence the customer’s use of energy
are considered DSM and can be addressed to reduce the demand at peak times, reduce the seasonal
consumption or alter the time of use [66]. In general, these programs encourage the end user to be more
energy efficient, but DSM can also help to reduce network congestion and the need for investment in new
generation equipment [67].

During the past years there has been a noticeable increase of interest in Demand Response strategies, which
is reflected in the rise of scientific publications from 219 in the year 2000 up to 1418 publications in 2016 (own
survey in the ScienceDirect database). The distinction between DSM and DR and their scope is addressed in
ANNEX C in more detail, since it has been subject of discussions between researchers during the past years.
Many different DSM approaches are being evaluated, for example by determining the potential of electric
vehicles to provide reserve power as a vehicle-to-grid concept [68]. Nonetheless, incentives, dispatch
methods and compensation of DR remain challenges that restrain system planners and operators from
adopting these strategies [69].

According to [70], the status of EU Member States regulation concerning DR can be divided into three
groups: those who have yet to seriously engage with DR reforms (Portugal, Spain, Italy, Croatia, the Czech
Republic, Bulgaria, Slovakia, Hungary, the Baltics, Cyprus and Malta), those in the process of enabling DR
through the retailer only (Germany, the Nordic countries, the Netherlands and Austria) and those who
enable both DR and independent aggregation (Belgium, France, Ireland and the UK). Nowadays, Spain relies
mostly on hydro and gas for its flexibility needs, and the regulatory development of DSM is at a very low
level [71]. A very complete review of dynamic pricing programs in the U.S. and Europe was done in [72],
stating that Europe has a strong focus on large-scale roll-outs of smart meter devices.

As mentioned in the introduction of the present Thesis, buildings are responsible for a large portion of the
total electricity consumption in many countries, and they are critical in efforts towards attaining the much
needed operational flexibility in the grid [16]. Among the different contributors, heating, ventilation and air-
conditioning systems are the most influential. To reduce HVAC energy consumption, a very simple and
effective way would be to improve the control strategies, allowing the use of DR instead of replacing the
existing equipment. For more detailed information about DSM, including the techniques available, the role

of the users, smart homes, sensors and actuators as well as the importance of energy storage, the reader is
referred to ANNEX C.
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Figure 32: Demand Side Management within the Smart Grid environment [7].
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3.1.2. Review of the existing literature on DSM

3.1.2.1. Studies focused on pricing, renewable energies and storage

There are countless publications on DSM and there is a noticeable increase in recent years of the number of
published papers on this issue. However, they emphasize different aspects. Many studies focus on price
based DSM, quantifying the suitability and impact of DSM approaches under variable prices or real-time
pricing [73-77]. Conversely, other publications emphasize the influence of DSM on Smart Grids, developing
different frameworks for its integration into micro grids or Smart Grid environments [78-87]. According to
[67], electric appliances consume around 62% of the electricity of a home in Spain, where unattended
appliances such as washing machines are responsible for 13% of the total electricity demand. This means
that being able to program these appliances to work at non-peak times could achieve considerable savings
at no cost.

There are also many studies which stress the importance of storage within a DSM framework. For instance,
the study presented by [88] assesses the impact of using Phase Change Materials (PCM) in buildings to
leverage its thermal energy storage capability, claiming that significant advantages can be obtained for space
heating applications. On the other hand, [89] analyzes the potential of Thermal Energy Systems, integrating
conventional storage technologies like hot water tanks as well as the structural thermal energy storage
capacity of a building. The study developed by [90] presents an existing installation of a TES system coupled
with heat pumps, performing simulations to show the load shifting potential of the storage while assessing
energy and cost savings. [91] also showed some interesting results regarding load shifting, arguing that the
peak load of a dwelling can be reduced on average by 24% and 13.5% as a result of washing machine and
dishwasher load shifting respectively. Last of all, the potential to improve the balancing between electricity
used for heating and local production of a NZEB by active use of the structural thermal energy storage
capacity of a building is analyzed by [92].

On the other hand, [67] make a comparison between renewable generation and DSM, suggesting that DSM
exhibits the best performance in terms of economic efficiency and environmental sustainability, reducing
peak loads and losses in the system. COz emissions could also give customers an environmental motivation
to shift loads during peak hours. It has been shown that the impact of Demand Response programs is
significant and most appreciable at aggregated households than individual households [93]. This will be
further investigated in this chapter and the ones that follow.

3.1.2.2. DSM and optimization of energy consumption

A proposal of a control architecture focusing on the optimization of self-consumption over a DSM system
with PV generation is given by [94]. The objective of its DSM system is to schedule different tasks
commanded by the user throughout the day, modifying the time at which they are executed so as to optimize
an energy criterion. As an alternative, the approach discussed by [95] consists on the determination of an
optimal schedule of the operation of predictable devices. At the beginning of each day, the energy flows are
forecasted, modifying the consumption of the house accordingly. Furthermore, significant savings can be
achieved with actions such as changing the settings of the thermostats or retrofitting projects. Shiftable loads
are heating, cooling air-conditioning, washing machines, dryers and dishwashers [91]. Command and
control of heating and cooling systems is becoming a cost-effective viable option, particularly applicable to
the existing building stock [63]. Further studies are the one presented in [96], that reviews various
optimization techniques applied to DSM, or by [97], who affirm that the number of electric vehicles will grow
considerably in the future, representing an opportunity as dispatchable energy sources.

On the other side, the time-scale of DSM methods could be either day ahead (sensitive to error in data
forecasting) or real time (not so accurate but with a good performance if they complement day-ahead
methods). However, day-ahead negotiations between different parties may not be feasible in many
electricity grids, where such infrastructure is still not available [98]. Therefore, efforts are being made to find
algorithms which react in real time, but there is a drawback that should be taken into consideration: there
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has been insufficient attention to the possible energy losses incurred because of DR, since at fast time scales
perturbations on the building controls may actually increase the energy consumption [99]. Therefore, a
thorough knowledge of the overall behavior of the system is necessary so as to evaluate the energy cost
savings in a realistic way.

3.1.2.3. Reported cost savings

Focusing on the use of the structural thermal energy storage capacity of buildings for DSM purposes, it
should be mentioned that in some cases DSM may not achieve a significant reduction in the energy demand,
but the electricity bills could be reduced as a result of the implementation of time-use tariffs and incentives.
Few studies have been performed on optimal DR control to maximize cost savings by considering also the
trade-off between peak demand reduction and the possible energy increase, which is highly nonlinear and
complex [100]. For instance, [101] used a control strategy with a cooling storage system and stated that
although the costs were reduced by 24%, the energy consumption increased 20% due to longer operation of
the chiller and pumps compared to the base case.

Also, the study in [102] presents an algorithm to assign temperature set-points to price ranges based on
discomfort tolerance indexes, with a controller based on Model Predictive Control (MPC) for HVAC usage.
The authors of [102] showed that their strategy could lead to significant cost savings. Conversely, [103]
developed an advanced controller by combining the use of TRNSYS and Matlab programs. This study
proposed to reduce the cooling set-point temperature for precooling before the peak hours start, storing
cooling energy in the building and keeping the HVAC system off during the peak hours to reduce energy
costs. Another possibility is the one given by [104], in which a controller changes the set-point temperatures
when retail prices are higher than customers preset price, providing up to 10.8% of energy cost savings.
Moreover, [13] demonstrated that ground source heat pumps present a high potential as flexible loads when
combined with the thermal storage capacity of the building, proposing a load shifting strategy by preheating
the building and avoiding peak periods, leading to a reduction of electricity costs of up to 34 %. Another
strategy was to apply longer preheating times to guarantee that the temperature is stabilized in the first peak
period, turning it off during the duration of the peak and thus avoiding higher costs. This study also tested
different preheating times, taking into account the outdoor temperature and achieving cost savings of 16-19
%.

Focusing on a combination of air-conditioning use and time-shiftable appliances, [105] develops a MPC
scheme minimizing peaks and flattening the overall energy use profile by altering the thermostat set-points
in individual homes, removing 10 % of the heating load without affecting the quality of service. The
publication [106] devised an Energy Management and Control System to schedule electricity end-uses in a
University campus, analyzing the effect of different schedules and using different control strategies for
HVAC split systems. The results showed a high potential for peak reductions and economic benefits. Also,
[107] presented a novel control algorithm for joint thermal comfort optimization and DSM in microgrids
with RES and TES. Conversely, [108] focused on quantifying the potential energy savings in HVAC systems
through set-point and deadband changes. This study also considered the effects of some influential factors
on building HVAC energy consumption using building energy simulations. In summary, the study stated
that increasing the deadband would result in an increase of energy savings. Alimohammadisagvand et al.
[109] investigated DR actions on thermal comfort and energy costs in detached residential houses in a cold
climate, reporting maximum annual savings in total energy costs of up to 10 %.

In [110], a residential DR context is described, using a multi-objective strategy for space heating and DHW
production with heat pumps and a TES system. Chassin et al. [69] presented detailed simulation and
performance studies showing how thermostatically controlled electrical loads can provide very valuable
energy storage and how they could be prime candidates for fast DR. Also, [15] investigated how residential
heat pumps which participate in load shifting can contribute to the reduction of emissions and operational
costs. Last of all, [111] analyzed the performance of a dynamic thermostat controller of HVAC systems in
homes that have dynamic price of electricity. The consumers in this case set a threshold price that the
thermostat uses to set the temperature during peak power price periods. The results show that 12% of annual
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energy cost savings for HVAC operation can be achieved without significantly changing thermal comfort.

3.1.2.4. Reserve market opportunities

The growing share of renewable energies and the use of the potential of DR require power networks that
intelligently link producers and consumers with the status and demands of energy transmission and
distribution systems. Many studies related to the use of heating and cooling strategies for DR focus on
dynamic pricing and time-of-use tariffs. Another option, however, is the participation in ancillary services
markets. Integrating DR into ancillary services for electricity networks has received interest internationally
and has to varying extents been integrated into national markets [112]. For Germany alone, depending on
the technology, 18 to 27 GW of flexibly controllable load and 35 GW of negative controllable load could
become available [113], which is comparable to the ramp-down or start-up of approximately 20 large-scale
power plants [114]. In addition, Continental Europe has a need for 3 GW of Frequency Containment Reserve
to stabilize the grid frequency automatically within seconds.

The provision of ancillary services to grid operators is organized differently across national power markets.
[112] reviews and provides a comparison of national ancillary services markets in the context of DR in
Europe. Participation in providing these grid services is contingent on various requirements on bidding
generation plants and DR providers. Among other factors, this also includes a minimum power requirement
needed to bid for participation in most countries. For example, in Germany, this requirement is a 1 MW
symmetric flexibility band for Frequency Containment Reserve (FCR) and 1 MW (asymmetric positive or
negative) for automatic Frequency Restoration Reserve. In addition to such country specific requirements,
the European Network for Transmission System Operators for Electricity (ENTSO-E) establishes standards
and common structures for the European market as a whole and aids the European Commission in
establishing guidelines in the form of common regulations [115]. Thus, before participating in ancillary
services, generators and DR assets must document and prove their suitability and fulfillment of the
requirements. This is a challenge for small DR assets and in particular for assets such as household heat
pumps whose suitability to providing these grid services is dependent on aggregating many small assets
that individually would not otherwise, alone, qualify for participation.

Several model-based approaches are proposed in the literature. In [116] commercial building frequency
regulation capability is estimated. [117] exploited HVAC and internal thermal storage systems to show the
provision of DR by buildings, and concluded that the intraday market allowed for successfully meeting
objectives of maintaining comfort while providing dependable DR capacity. An aggregated model of a
fridge-freezer population is developed in [118], examining a price control strategy to quantify DR savings.
In the study current ancillary service payments are analyzed and it is shown that they are insufficient to
ensure widespread uptake by small consumers, and that new mechanisms need therefore to be put in place
to make providing DR with consumer appliances such as refrigerators an attractive option. The challenges
in distributed provision of FCR can even lead to undesirable rebound effects in system frequency if
distributed algorithms for the control of small load shedding DR assets (such as refrigerators, HVAC systems
or heat pumps) are not properly synchronized [119]. A case study for a battery energy storage system under
the German regulatory framework is investigated with different operation strategies in [120].

Providing ancillary services in the context of microgrids is also the focus of some studies. For example, [121]
proposed an optimal scheduling model for a microgrid which coordinates the aggregated prosumers net
load in its connected distribution feeder. Furthermore, [122] developed an algorithm for the aggregation of
flexible loads for DR applications at the substation level, while [123] developed a framework focusing on
domestic storage heating DR capability in balancing markets. Simulation studies of building flexibility and,
as particularly shown in the literature referenced above, studies about integrating heat pumps into flexibility
markets and grid services have clearly received attention in the literature. Several demonstration projects of
such systems have been set up in recent years, for example [124] demonstrated flexible DR provision with
54 residential heat pumps.
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More recently, other studies that deal with the provision of Frequency Restoration Reserve (FRR) have been
published. For example, [125] includes a very accurate description of the German Frequency Restoration
Reserve market and presents an operating strategy for battery energy storage systems providing FCR. In
[126] the benefits of combining PV-battery systems and the provision of FRR are assessed, concluding that
prioritizing the provision of FRR over self-consumption enhancement results in even higher revenues, but
significantly reduces self-consumption. Also, [127] proposes a distributed price-based optimization scheme
for involving a population of consumers in day-ahead procurement of electricity and frequency containment
reserves, while [128] introduces plug-in electrical vehicles as a way to store energy, taking part in both day-
ahead and reserve markets. Last of all, a similar study to that which will be proposed in this chapter is given
in [129], which focuses on the integration between the heating and the power systems by analyzing a heat
pump supplying a district heating island system.

3.1.2.5. The importance of the interactions between buildings

As highlighted in Chapter 2 of this Thesis, widening the scale and considering the synergies between
buildings offers many advantages. This is also true for DSM and DR approaches. In [100] the importance of
coordinating flexible DR assets to avoid undesirable side effects of DR at the distribution network level is
shown, and the performance of conventional DR at the level of a group of buildings is evaluated. Control
strategies that coordinate at the cluster level are important, especially for ancillary services such as FRR. [130]
estimates the amount of energy storage and revenue that thermostatically controlled loads can provide in
residences participating in ancillary service markets. The study presented in [131] developed a methodology
to quantify the flexibility in buildings, which returns the amount of energy that can be shifted and the
associated costs. The results are presented in cost curves, which allow the comparison between buildings
and the aggregation of flexibility, and reveal large variations depending on time, weather, utility rates,
building use and comfort requirements. Also, an aggregator controlling a cluster of residential heat pumps
to offer direct control flexibility services is evaluated in [132]. In that study, heat pumps are required to
supply hot water and space heating at certain times and are activated flexibly in order to do so. The results
show a larger potential for upward modulations than for downward modulations.

Another example of such a study is [133], which considers HVAC and domestic electric water heaters for
potential DR applications and an interaction between the system operator and consumers to facilitate
managing cyclic operation of consumer heating loads. In this case, the system operator and the consumers
signed a contract allowing the operator to control the operating cycle of HVAC loads without overriding the
user preferences. In the algorithm proposed in [133], house modules submit operating proposals to a system-
wide module, which judges the received proposals and accepts those in line with the objective, resulting in
significant benefits.

3.1.3. Aim of this chapter

The first sections of this chapter have shown the numerous possibilities offered by DSM. One of the most
interesting ones is the exploitation of the buildings’ thermal mass. In order to analyze the potential benefits
that exploiting the structural thermal energy storage capacity of buildings can offer for DSM purposes, two
applications will be proposed in the remainder of this chapter. The first application will focus on an
individual building: a plus-energy dwelling. Here, the impacts of different dynamic pricing strategies by
managing the activation of a heat pump in response to price changes will be evaluated, analyzing the
influence on cost savings, indoor comfort, heat pump consumption, reduction of the Heat Pump (HP) use
during peak hours and photovoltaic energy self-consumption ratio of the building. Different price thresholds
will be used, fixed or variable, which either constrain the use of the heat pump during its normal operation
or enforce its activation.

As a follow up, the second application will increase the scale and assess the benefits of allowing the direct
control of the heat pumps in the dwellings of a district, in order to sell the flexible power on the market for
Frequency Restoration Reserve. In this case, a cluster manager makes the decision whether the buildings that
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are managed should activate their heat pumps or not when an activation call from the FRR is received. The
main goal is to analyze the potential cost savings of different cluster manager strategies at district level,
providing load flexibility through the use of the thermal mass while bearing in mind the thermal comfort of
the occupants.

3.2. Contributions of heat pumps to Demand Response: a case study of a plus-
energy dwelling

3.21. Introduction

Using a plus-energy dwelling located in Germany as a case study, the main purpose of the present work is
to analyse the impact of different dynamic pricing strategies on several aspects: cost savings, indoor comfort,
heat pump consumption, reduction of the HP use during peak hours and photovoltaic energy self-
consumption ratio of the building. A controller is proposed, which can automatically manage the activation
of the HP in response to price changes, so that cost savings can be achieved and the overload on the grid
during peak periods can be diminished by shifting the loads from peak to off-peak periods. In order to do
so the energy has to be stored in the building, which is possible thanks to the mass within the thermal
envelope, offering a passive thermal storage to shift the electricity demand. As far as the author of this Thesis
knows, no study such as the one proposed here has been previously done on the potential of dynamic pricing
strategies in plus-energy buildings.

The aim is also to analyse the influence of changing set-point temperature bands (range around the set-point
where room temperature oscillates) with regards to the previously mentioned aspects. Sixteen strategies
were simulated for three set-point temperature scenarios. Different price thresholds are used, fixed or
variable, which either constrain the use of the heat pump during its normal operation or enforce its
activation. Temperature thresholds will also be considered to avoid overheating. Another interesting
question is whether there may be a good compromise between cost savings, the increased energy
consumption, the thermal comfort of the occupants and the contribution to the reduction of the grid’s peak
load. Several conclusions are drawn, and the optimal strategies for each set-point temperature scenario are
presented.

The contents of this section have been extracted from the paper “Contributions of heat pumps to Demand
Response: a case study of a plus-energy dwelling” [134], by L. Romero Rodriguez et al and published in the journal
“Applied Energy”. For more detailed information about the case study, the methodology followed and the
obtained results, the reader is referred to that publication.

3.2.2. Case study: Modelling and Simulation

The case study is a real dwelling currently being intensively monitored, located in a new district in Wiistenrot
(Germany) which consists of more than 20 plus-energy houses recently built with high insulation standard
(KfW 55), PV arrays of different sizes as well as an electrical storage of 5 kWh. Heating is provided inside the
dwellings by using underfloor heating, supplied by heat pumps which are connected to a cold district
heating network located in the area. In addition, each building has thermal energy storage capacity through
a space heating tank and a DHW storage tank. An illustration of the dwelling under study can be seen in
Figure 33.
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Figure 33: SketchUp model of the building.

Both the supply system and the building have been modeled in the TRNSYS 17 [135] environment, which
allows to perform the planned simulations optimally in view of the fact that all parameters can be adjusted
in a flexible way. The aim was to develop a model which could reflect the reality, so as to be able to validate
it with experimental data and analyze the impact of the chosen dynamic pricing strategies. The building’s
geometry was created with the software SketchUp, the sizing of all the elements (thermal storage, battery,
PV modules, heat pump characteristics, fluid flowrates, temperature of the cold district heating network etc.)
corresponds to the reality and the chosen time-step for the simulations is 30 minutes, considered as a good
compromise between simulation time and accuracy for the purpose of this study. A weather file was created
by using available measurements at the location of the dwelling. A representation of the TRNSYS supply
model and its connection to the building can be seen in Figure 34.
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Before proceeding to analyze different strategies of dynamic pricing, a validation of the model was
considered appropriate so as to check that the behavior of the model was close to the reality. Once the model
has been adjusted and validated, the results of the strategies that will be studied can be considered as more
reliable and realistic. For more information about the validation of the model with regards to the heat pump
consumption, PV production and indoor temperatures, the reader is referred to the publication by the author
of this Thesis [134].

3.2.2.1. Proposed dynamic pricing strategies

Different dynamic pricing strategies will be compared with the situation in which there is no price restriction
to use the energy, considered as the base case (strategy 1). The focus will be in the month of February, which
is the period of the validation of the model. Some of the strategies proposed imply that the heat pump will
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work whenever the requirements of the normal operation control are fulfilled, but with different price
thresholds (upper limits). Other strategies will involve turning on the heat pump until that threshold is
reached, but with varying indoor temperature (Tair) limitations to avoid overheating. Three different
scenarios with the same temperature set-point (20 °C) but different temperature bands (20 +0 °C, 20+ 1 °C,
20 + 2 °C) will be considered. The list of the sixteen different devised strategies as well as set-point scenarios
is presented in Table 1. The chosen indoor temperature thresholds are one or two degrees higher than the
set-point temperature. Conversely, the price thresholds are: close to the average price of the whole period
(0.21 €/kWh), high so as not to be so restrictive with the HP operation (0.23 €/kWh), the average price of the
day, the lowest 25% of the day and with no specific price limitation but the HP operation is only allowed

during the night, when prices are often lower.

Set-point o o o
controls 20+ 0°C 20+ 1°C 20+ 2°C

Strategy 1 No limit. Static price of 0.22 [€/kWh]. HP works whenever necessary.

Strategy 2 No limit. Day-ahead dynamic prices. HP works whenever necessary.

Strategy 3 HP works whenever necessary if the price is less than 0.21 [€/kWh]

Strategy 4 HP works whenever necessary if the price is less than 0.23 [€/kWh]

Strategy 5 HP works whenever necessary if the price is less than the average price of the day.

Strategy 6 HP works whenever necessary, only during the night.

Strateqy 7 HP works always if the price is less than 0.21 [€/kWh] if HP works always if the price is less than 0.21 [€/kWh] if
& T<21°C. T, <22°C.

Strateqy 8 HP works if the price is less than 0.23 [€/kWh] if Tair HP works always if the price is less than 0.23 [€/kWh] if
a9y «Q1°C. T, <22°C.

Strateqy 9 HP works always if the price is lower than the average HP works always if the price is lower than the average
y price of the day and Tar <21°C. price of the day and Tar <22 °C.

Strategy 10 HP works always during the night if Tar <21°C. HP works always during the night if Tar <22 °C.

Strateay 11 HP works always if the price is less than 0.21 [€/kWh] if HP works always if the price is less than 0.21 [€/kWh] if
9y Tar <22 °C. Tair<23 °C.

Strateqy 12 HP works always if the price is less than 0.23 [€/kWh] if HP works always if the price is less than 0.23 [€/kWh] if
9 T<22°C. Tur<23°C.

Strateay 13 HP works always if the price is lower than the average HP works always if the price is lower than the average
oy price of the day and Tair <22 °C. price of the day and Tar <23 °C.

Strategy 14 HP works always during the night if Tar <22 °C. HP works always during the night if T <23 °C.

Strateay 15 HP works always if the price is among the lowest 25% of | HP works always if the price is among the lowest 25% of
£ the day and Tair <21 °C. the day and Tair <22 °C.

Strateay 16 HP works always if the price is among the lowest 25% of | HP works always if the price is among the lowest 25% of
gy the day and T,<22 °C. the day and T <23 °C.

Table 5: Analyzed strategies using day-ahead electricity market prices.
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In order to show how these strategies work, an example during a certain period will be given. In strategy 7,
the heat pump will always work if the price is lower than 21c€/kWh and the temperature is lower than 21
°C, while in strategy 8 the price threshold is increased up to 23 c€/kWh. Conversely, strategy 15 maintains
the same temperature threshold, but in this case the heat pump will always work if the electricity price is
within the lowest 25 % of the day. Figure 35 depicts the operation mode of these options, showing the indoor
temperatures of the simulations as well as the price thresholds and the times at which the heat pumps were
activated in each case.
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Figure 35: Example of different modes of operation depending on the strategy (ST).

3.2.3. Analysis of results

3.2.3.1. Cost savings and thermal comfort

As regards to the costs of running the heat pump to provide heating for the building, the results for all the
options considered are shown in Figure 36. As it can be seen, among the most cost-effective options for the
three set-point scenarios are strategies 3, 5 and 7 with given fixed price limits for activation, achieving savings
up to 21 % when each strategy is compared to their base case. In the case of set-point 20 + 2 °C, strategy 11
has an even lower cost. Conversely, strategies 12, 13 and 14 (in which the heat pump always works with
certain temperature and price thresholds) are among the most expensive options.
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Figure 36: Comparison of heat pump monthly cost for heating electricity.
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There is however a reason behind these results: due to the price thresholds, the heat pump might not be
activated when needed, or it may be activated more often than necessary. Therefore, in order to choose the
optimal strategies, the focus cannot be merely on costs, and it is of paramount importance to check the indoor
temperatures achieved by each of the strategies to detect comfort problems. Figure 37 shows a comparison
of the daily average temperatures for some strategies of the 20 + 0 °C set-point scenario. It becomes apparent
that for instance in strategy 3, among the best when focusing on costs, the heat pump is not activated often
enough so as to keep an appropriate indoor comfort. The reason is that its price threshold is too low, so there
are some periods in which the heat pump would not be activated at all. This could be expected because the
limits for strategy 3 are only costs, and not temperature. Conversely, strategy 13 (HP works always if price
is lower than average and Tar < 22 °C) behaves in the opposite way: much higher indoor temperatures than
in the base case are achieved, therefore increasing the heat pump consumption and costs. However, some
strategies such as 4, 5 or 15 are capable of maintaining acceptable indoor temperatures.
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Figure 37: Comparison of the daily temperature of different strategies. Case 20+ 0 °C.

Figure 38 presents the sum of excess of degree-hours during the whole month for every strategy and set-
point scenario. Positive values mean the sum of excess degree-hours above 20 °C, while negative values
mean the sum below 20 °C. It is evident that strategies 3, 7 and 11 (which have a low price threshold of 21
c€/kWh) are not capable of reaching 20 °C during many hours of the month, while strategies 11, 12, 13, 14
and 16 (with less restrictions for the HP operation) produce too much overheating.

800
600

400

200 I

-2

-}

8
—

Excess of Degree Hours [°C-h]

-400

o S 5 & > > o o
‘_&\ ‘&‘ ‘_,,G‘ \,,%‘ ‘_.,G‘ &GG‘ N,ya\ ‘ec\ ‘_‘G‘ . &\N . &\'» . &\x . '9& »@,G‘N y G‘N 'a‘&\»

T
Setpoint=20+0 M Setpoint=20+1 ™ Setpoint=20+2

Figure 38: Comparison of the amount of excess degree-hours. Positive values show >20°C and negative
values <20°C.
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3.2.3.2. Heat pump consumption and self-consumption ratio

The heat pump consumption is strongly linked to the cost savings and the thermal comfort. One conclusion
of the set-point scenario 20 + 0 °C is the fact that if no negative deviation from the set-point is allowed, i.e.,
nearly no <20 °C excess degree-hours, then the HP consumption is always increased. That is the case of using
strategy 10 (HP works always during the night if Tair < 21°C ) instead of the base case. The reason is that
increasing the temperatures above its normal set-point temperature (from 20 to 21 or 22 °C) for these
strategies results in an increase of the energy losses of the building. Therefore, although there may be cost
savings, the heat pump consumption is increased.

On the other hand, the ratio of self-consumption of the household is influenced by the used HP strategy, the
state of charge of the battery and the time-dependent match between PV production and HP consumption.
In general, most of the strategies use the electricity during non-peak periods, which are not normally during
the day (when there is PV production). Therefore, the heat pump (which is the main electricity consumption
contributor) would be rarely used at the same time as the electricity is produced by the PV panels. As aresult,
the self-consumption ratio could decrease. The amount of decrease would then depend on the capacity of
the electric battery. However, there are only slight variations, always lower than 8 % among all the different
strategies.

3.2.3.3. Use during peak hours

One of the main reasons of the existence of DR is the benefits it can bring with regards to the reduction of
peak demands, which might cause grid stress and entail an increase of the use of less efficient power plants.
To illustrate the influence of the chosen strategies on peak reduction, Figure 39 shows the percentage of heat
pump use during peak hours. As we can see, the base case strategies have the highest percentages of heat
pump use during peak hours. The obvious reason is that there is no time restriction for their use, and no
price thresholds. The strategies which have a price threshold of 23 c€/kWh (4, 8 and 12) are the ones with a
highest percentage of use during peak hours among the proposed strategies, since the threshold is quite high
and the heat pump is used during peak hours more often. On the other hand, strategies 3 and 7 (price
threshold of 21 c€/kWh) use the heat pumps only rarely during peak times, and the same happens with
strategies 6, 10 and 14, which only allow their use during the night. For the rest of the strategies, we can
observe that the heat pump is never used during peak hours, showing how beneficial they could be when
the focus is on peak reduction.
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Figure 39: Percentage of HP use during peak hours [%].
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3.2.3.4. Optimal strategies

A good compromise between thermal comfort and cost savings needs to be achieved so as to choose the
most interesting strategies, which vary depending on the set-point scenario. Moreover, the reduction of the
heat pump consumption, use during peak hours and increase of self-consumption ratio should be also borne
in mind, since they entail environmental benefits. A summary of the best considered strategies for each set-
point scenario is shown in Table 6. It should be noted that due to the interaction of different aspects, the
criteria for choosing the optimal strategies are somewhat subjective.

Cost Cost Sum of Sum of HP cons. Percentage
up | savings [%] | savings [%] excess excess Savings Ratio of self- of use
(compared | (compared | emperature | temperature | (compared consumption during
costs to own to 20+0 degree- degree- to own peak hours
[€] base base hours hours base [%0]
scenario) scenario) <20°C > 20°C scenario) [%0]
(S;'s"’gegs;) 4438 0% 0% 222 227.9 0.0% 33.6% 40.6%
Set-
point Strategy 5 37.9 15.3% 15.3% 69.3 104.1 9.2% 34.3% 0%
20+0
Strategy 15 40.7 9.2% 9.2% 58.6 315.8 1.4% 35.2% 0%
Set- Strategy 5 39.1 7.3% 12.7% 107.3 1814 2.1% 38.2% 0%
point
20+1 Strategy 8 39.7 5.9% 11.3% 94.4 1441 2.5% 39.8% 12.7%
Set- Strategy 6 34.4 17.5% 23.1% 295.0 2273 10.9% 36.0% 39%
point
20+2 Strategy 10 33.7 19.2% 24.7% 309.2 207.2 12.8% 36.2% 40%

Table 6: Selection of the optimal strategies.

Several conclusions can be drawn from the selection which has been made. Compared to the base case (the
way in which the real household is controlled), it is possible to achieve around 15 % of cost savings for the
energy used to heat the building, without changing the set-point temperature band, and without sacrificing
noticeably the thermal comfort. This involves using strategy 5, in which the heat pump will work when
necessary, but only if the price is below the average of the current day. As a result, the HP consumption is 9
% lower, the self-consumption ratio also increases by 1 % and there is no use of the HP during peak hours.
Strategy 15 (turning on the HP always if the price is within the lowest 25 % of the current day and the indoor
temperature is below 21 °C) can also achieve 9 % savings with almost the same heat pump consumption as
the base case and no use during peak hours, although with a bit more of overheating. On the other hand,
increasing the temperature band up to + 1 °C would increase the self-consumption ratios and achieve around
12 % of cost savings by using strategies 5 or 8. However, this involves obviously an increase of the <20 °C
excess degree-hours. Last of all, using the set-point scenario 20 + 2 °C would allow to use strategies 6 or 10,
which achieve around 24 % of cost savings compared to the base case in 20 + 0°C, also reducing the HP
consumption and the use during peak hours, and increasing the ratio of self-consumption.
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3.24. Conclusions

The present work has analyzed the benefits of DR strategies for heat pumps incentivized by day-ahead
pricing signals. A recently constructed plus energy district in Southern Germany was taken as a case study,
with monitoring data available for decentral heat pumps connected to a cold district heating network.
Several dynamic pricing alternatives which depend on temperature and price thresholds were evaluated to
control the operation of the heat pump in one of the buildings. This was done with the purpose of finding
those strategies that could lead to significant cost savings while maintaining an acceptable thermal comfort.

Evidence has been obtained on the importance of choosing the correct price thresholds when using dynamic
pricing strategies for DR purposes. The results show that fixed price thresholds are not the best option, since
the high variations of the market could result in reduced activations of the heat pump, with the consequent
thermal comfort losses. Instead, dynamic thresholds depending on the variations within the day are a better
alternative.

Savings up to 25% were achieved by using optimal strategies, also resulting in increases of self-consumption
ratios for the given photovoltaic systems and without sacrificing noticeably the thermal comfort of the
occupants. Apart from the previously mentioned benefits, the proposed optimal strategies achieved
significant peak reductions on the grid, since the heat pumps were mostly used during low-peak periods.
These strategies also highlight the importance of knowing how much the users are willing to sacrifice their
comfort to achieve savings. If the thermal discomfort tolerance is decided upon, the present study provides
answers to estimate the savings which may be achieved, helping with decision-making. In addition, it is vital
to take into account the heat pump energy consumption when choosing the best option, since overheating
the building above its normal set-point temperature results in energy losses, therefore increasing the energy
consumption unless the sum of excess degree-hours below the set-point temperature is also noticeable. In
the case of having local renewable generation, the self-consumption ratios should always be considered,
since their increase is also valuable to relieve the electricity grids.

The outcomes of the present study have shown the great impact that the use of heat pumps and the thermal
storage capacity of buildings may have by using dynamic pricing strategies within a DR framework. The
importance of looking at all the implications of these strategies was also demonstrated, since it was proven
that the decisions to choose the optimal strategies should not rely solely on one of many potentially
contradictory aspects. Bearing this in mind and once the benefits of using heat pumps for the provision of
DSM has been proven for an individual building, the next application will expand the scope of action.

3.3. Heuristic optimization of clusters of heat pumps: a simulation and case study
of residential frequency reserve

3.3.1. Introduction

As countries continue to implement support mechanisms for volatile renewable energy production, the
systems and processes needed to maintain balance in power grids continue to increase in importance, and
are consequential for the success of energy transitions. Methods for accommodating this volatile generation
in the grid are being supported by new technologies (e.g., battery storage), regulatory measures such as
strategic stability reserve plants, and innovation in the private sector with tariffs incentivizing flexible
demand for electricity users [136,137]. The demand side has been acknowledged as an important part of
ensuring this future stability in power grids more dependent on the fluctuations of renewables [138].
Especially, heating applications coupled with heat storage are promising in providing a significant
contribution to power grid stability. Households with own onsite distributed generation augmented by
electrical and thermal storage capacities (prosumers), can adjust energy use based on the current needs of
the electricity grid and heat pumps, as an established technology for enhancing energy efficiency, are
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increasingly seen as having potential for shifting electricity use and contributing to Demand Response.

The present work is carried out in the framework of the EU Horizon2020 project Sim4Blocks, and the
application is based on a newly built plus-energy settlement in the rural municipality of Wiistenrot in
Southern Germany, the same as in the previous application. Using a model developed and validated with
monitoring data of one of the households, the technical and financial viability of utilizing household heat
pumps to provide power in the market for Frequency Restoration Reserve are studied. The research aims to
evaluate the cost savings and the flexible electrical load offered by a cluster of buildings whose heat pumps
are activated depending on selected rule-based participation strategies, focusing also on other important
factors such as the thermal comfort of residents, the heat pump consumption or the influence on the PV self-
consumption ratios. In this way, the potential benefits offered by clusters of buildings that exploit their
structural thermal energy storage capacity are evaluated on a district scale.

The contents of this section have been extracted from the paper “Heuristic Optimization of Clusters of Heat
Pumps: A Simulation and Case Study of Residential Frequency Reserve”, by L. Romero Rodriguez et al and currently
accepted for publication in the journal “Applied Energy”. For more detailed information about the FRR
market, the case study, the methodology followed and the obtained results, the reader is referred to that
publication.

3.3.2. Market integration: frequency restoration reserve

The provision of FRR to the electricity market can be either positive (to compensate excess demand) or
negative (to compensate excess power supply). In this study, the focus will be on the provision of negative
FRR. Negative utilization payments, which imply a cash flow from the electricity network operator to the
customer, lead to short activation periods of typically less than two minutes. This is a problem for heat
pumps operations, since such short cycles have a negative impact on lifespans. Figure 40 shows that FRR
activations are typically very short (on the order of minutes) and that they decrease rapidly with decreasing
(also negative) utilization price bids on the part of participants. Activations of participants bidding positive
prices last significantly longer.
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Figure 40: Example of the duration of the activation calls vs. energy price bid. Own analysis of data for
calendar year 2015. Data published by Transmission System Operators (TSOs) and publicly available at
www.regelleistung.net.

The benefit that can be achieved in this process consists on the avoided supply of electricity purchased
through the standard heat pump tariff (assumed based on local market conditions to be 22 cEUR/kWHh, a flat
tariff) and in the additional income from participation in the FRR market. However, several regulatory
surcharges and taxes must be subtracted, and an additional fee for the participation and services of an
aggregator must also be set aside.
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3.3.3. Case study: Modelling and Simulation

3.3.3.1. Description of the case study

The case study used in this work is based on a group of plus-energy dwellings located in a district of real
inhabited houses in Wiistenrot (Germany). Six different building typologies were chosen for the study, with
the same geometry (two floors of around 125 m?) and ventilation schedule but with different internal gains
(people, equipment and lighting) as well as different infiltration rates and size of the heating tanks. Building
1 exists in the reality including the actual energetic parameters, and the rest of buildings are hypothetical,
with different energetic parameters. In this way the sample is quite heterogeneous, which allows to draw
conclusions for different building typologies. Since these dwellings have a significant thermal mass, their
structural thermal energy storage capacity is used. It is this capacity that allows to store the heat inside the
dwellings during a certain amount of time. The parts of the energy supply system which will be included
for each building model are: PV modules, heat pump, heating water storage tank, DHW water storage tank
and electricity storage. For the specifications of these elements, the reader is referred to the mentioned
publication.

3.3.3.2. Model description and selection of the time interval

Both the building model and the supply model have been developed by using TRNSYS 17 [135], trying to
reflect the reality as closely as possible. The models will be the same for each building typology, but varying
the parameters mentioned in the previous section. A representation of the TRNSYS model can be seen in
Figure 34, and a validation of this model (building 1) was also carried out so as to ensure that the results of
the simulations would be representative of the reality.

Although usually the minimum running time of heat pumps is between 10 and 15 minutes, in this study 30
minutes will be considered for the simulations. One of the reasons is that to preserve the life cycle of the heat
pumps this timeframe should be increased, since the heat pumps will be activated much more frequently in
this FRR framework than during a normal operation. In addition, our study looks into the ability of buildings
to provide energy flexibility with their heating systems and focuses thereby on the limits of their
participation in terms of energy restrictions. The decision to analyze 30 minute time steps of heat pump
operation allows for abstracting away from the nontrivial issues of hardware failure and maintenance costs
that are also associated with fast on-off reactive heat pump activations. We thus allow heat pumps to
participate in the market in our simulation while assuming that the cluster manager and aggregator will
compensate this minimum runtime restriction with internal balancing within their portfolios (compensating
positive capacity reactions, battery capacity, etc.).

3.3.3.3. Cluster manager: analyzed strategies

The main aim of the present work is to study the potential cost savings achieved by different strategies when
a cluster manager controls the heat pumps of several buildings, by participating in the FRR market. For doing
so, the cluster manager needs to know what would happen regarding the status of each building if the heat
pump had to be activated, and decide whether a building is suitable to be used or not. The focus of the study
has been on the month of February, and data from the FRR for that month in 2015 has been used. The cluster
manager will deal with 6 buildings.

Figure 41 depicts the cluster manager framework in our study. First, there is an interaction between the TSO,
which releases the activation calls, and the aggregator, who has a portfolio of customers willing to provide
power to participate in the FRR. Then, there is an open option between the aggregator and the cluster
manager, since they can agree to sign a private contract with different requirements.
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Figure 41: Overview of the cluster manager framework.

Our analysis studies two different configurations of such private contracts. The first one is an agreement
which allows the cluster manager to provide the aggregator with as much flexible power as it has available
by activating the flexibility of its portfolio of buildings. In this case, any building that fulfills several set
conditions will activate their heat pumps at full power if the aggregator sends the cluster an activation
request. Settlement between the cluster and the aggregator is then based on the total energy used by the heat
pumps during the activation time period, irrespective of how much additional energy this turns out to be
compared to the original baseline expected consumption of the heat pumps (up to the maximum possible
power consumption of the devices). In the second type of contract studied, the agreement is such that the
cluster manager always has to provide the aggregator with a specified (and constant) amount of power. In
this case, the cluster must decide which subset of buildings to activate, in order to comply with the activation
of only a fixed, limited amount of power. The assumption that our work tests is whether heat pumps, with
dynamic and complex physical constraints but with nonetheless high degrees of flexibility, could benefit
and/or be appropriate for participation in both types of market contractual arrangements.

Table 7 displays the considered bidding strategies for the cluster manager. We analyze bids of three different
FRR prices including the case of a negative value (the customer is paid for consuming the energy), although
in all cases, regulatory taxes and surcharges are still applied to the overall incurred costs of the dwellings.
Strategies 2, 3 and 4 are simulations studying the variable power contract between the cluster manager and
the aggregator (the cluster provides maximal flexible power, and the aggregator pays for all of it, irrespective
of amount or variability). In this case, any building would activate its heat pump if the following conditions
are met: an activation call is received, the building is electrically self-sufficient during the time step and the
indoor temperature of the building is below a certain threshold. On the other hand, strategy 5 involves the
contract which guarantees a constant power. In this strategy, the three buildings with the lowest indoor
temperatures will always be chosen by the cluster manager to be activated. In this case, there are no self-
sufficiency or temperature thresholds.
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FRR(-50)
Price: -50 FRR(0) FRR(+10)
FRR EUR/MWh Price: 0 EUR/MWh | Price: +10 EUR/MWh

Strategy 1 Normal control, no activation calls.
Strategy 2 Activate HP if electrically self-sufficient and Tar below 21 °C.
Strategy 3 Activate HP if electrically self-sufficient and Tar below 22 °C.
Strategy 4 Activate HP if electrically self-sufficient and Tar below 23 °C.
Strategy 5 Choose the 3 buildings with the lowest temperature.

Table 7: Strategies and FRR price scenarios considered.

The acceptance level of the activation calls depends on the price: the more the customer is willing to pay, the
more often he gets activated. Depending on the FRR bids (-50, 0, or +10 EUR/MWh), a different number and
frequency of activations occur. The higher the FRR price, the longer the duration of the activations and the
more often they occur. This is shown in Figure 42. These three very different scenarios have been chosen to
consider different alternatives when participating in the German FRR market and to be able to check their
influence in the obtained results.
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Figure 42: Comparison of the number of activation calls for the three scenarios depending on the duration.
Real FRR data from February 2015.

3.3.3.4. Control strategy of the simulations

Whenever an activation call is received, a prediction of what would happen regarding the indoor
temperature of the buildings if the heat pump is activated is necessary, since otherwise the activation of the
heat pump could result in temperatures outside the comfort limits. However, predicting the state of each
building after an activation call is a problem that incorporates many dynamic interactions, including solar
and internal gains, climate, and the temperature of the thermal storage tanks. To overcome this, simulations
with the control strategy shown in Figure 43 were developed for this work.
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Figure 43: Flowchart of the simulations.

At the start of the simulation, the TRNSYS models of the six buildings are simulated in parallel through a
batch file until the first FRR activation call is received. The control strategy during the simulation of each
time step in TRNSYS can be seen on the right part of Figure 43, giving priority to activating the HP for the
building if an activation call (Sac) is received, then to the DHW tank if there is no activation call but its
temperature is below 40 °C (so that the provision of hot water is always guaranteed, which is the behavior
in the real system), and last of all to the building to try to maintain a consistent temperature of 20 °C. It should
be taken into account that the simulation in 30 minute intervals means that the HP will be either on or off
during the whole time step. Note that a short duration of an activation call implies using the heat pump at
the retail price of 22 cEUR/kWh for a long time, until completing the 30 minutes of its minimum running
time.

Once the six buildings have been simulated until the first activation call (including it), the information flow
is returned to the cluster manager, which checks the status of every building, and then makes a decision
about the activation of each building depending on the strategy that is being followed. Then, the distribution
of the activation calls among the buildings and the logging of the respective data are updated based on the
decision. Then the simulations start again from the beginning, this time bypassing those activation calls
where a decision has already been made.

3.3.4. Results: DR potential of a cluster of dwellings

3.3.4.1. Overview of the strategies

In order to illustrate the way in which the different strategies work, Figure 44 shows an example of activation
call decisions for the price scenario FRR (+10). In the graph, if an activation call is received and accepted its
value is a 1. If it was received but discarded, it is shown as a 0.5. There were an observably large number of
activation calls on this day for this price scenario. At the beginning of the day, none of the strategies accepts
any activations. This is because the self-sufficiency constraints were not fulfilled for strategies 2, 3 and 4, and
the building was not among the three with the lowest temperature in strategy 5. Later, some of the self-
sufficiency constraints were fulfilled and the simulated building accepted some of the activations in the
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different scenarios, reaching higher temperatures in those with higher temperature thresholds. Note that
ventilation and solar gains also influence the temperature patterns in the simulation.
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Figure 44: Example of activation call decisions and indoor temperatures.

3.3.4.2. Acceptance of the activation calls

In this section, we study the amount of times that each building accepted the activation calls for each strategy

and for each price scenario. This is shown in Figure 45 as a percentage of activations. The nature of the data

and experiment is such that there were a different number of activation calls in each price scenario, as higher
price bids received more activations.
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Figure 45: Percentage of accepted activations.

From the data we see, first, that strategy 5 results in the highest number of accepted activations. The reason
is that there are no temperature constraints, and that three buildings are always chosen. Second, the higher
the temperature threshold is, the higher the number of activations, which is a logical consequence of the
building being allowed to be more overheated. However, the differences between strategies 3 and 4 are much
smaller than between strategies 2 and 3. Third, the number of accepted activation calls is rather low due to
the self-sufficiency constraint, which could be partially solved by having supplementing the heating systems
with electric batteries with higher capacities. Fourth, these results allow for confirming that the number of
activations generally increases in the price scenarios which have a higher number of activation calls. It is
interesting to see that depending on the characteristics of the buildings, one participating in the price scenario
FRR (+10) could be called less times than another one in the scenario FRR (-50). That is the case for example
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of FRR (+10) Building 3 compared to FRR (-50) Building 6, even if the number of potential activation calls
goes from around 100 to 1000. The reason is that building 6 has much higher energy losses, and so it would
be able to accept the activation calls more often than building 3 which retains more thermal energy. The
differences between the building typologies are further discussed in Section 3.3.4.7.

3.3.4.3. Thermal comfort

An important indication of the residents’ levels of comfort, despite control of their heating systems, are the
temperatures reached in the buildings during the different strategies’ simulations. Figure 46 shows the total
excess degree hours above 20 °C reached in the scenarios. By definition, this amount always increases with
increasing temperature thresholds. However, we observe that the behaviour of strategy 5 is very different
depending on the price scenario. In FRR (-50), the number of activation calls is low, so the amount of
overheating is similar to that of the other strategies. In FRR (0) the excess degree-hours is already higher than
in the other strategies and in FRR (+10) it is hugely increased. We also observe that there is not a noticeable
difference when going from strategy 3 to strategy 4 in the case of building 6 for the price scenario FRR (+10).
This is explained by the combination of there being a large number of activation calls, relatively high energy
losses in the building and that the self-sufficiency requirement does not allow the building to reach the upper
temperature limit of 23 °C.
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Figure 46: Total excess degree hours (> 20 °C).

All these observations allow us to conclude the following: if there is a contract requiring a constant power to
be delivered by cluster manager to the aggregator, and the number of activation calls is rather high, then
either temperature constraints should be imposed, or the amount of power offered should be decreased so
that it is not necessary to activate large numbers of buildings. Otherwise, the overheating would result in
unacceptable comfort levels for the residents.

3.3.4.4. Cost savings

The cost savings that can be achieved by the cluster manager when participating in FRR is one of the most
important outcomes of the present work. The cost savings are calculated in each case by comparing each
building with its own baseline case (strategy 1, no FRR participation). Figure 47 shows the results. As it can
be seen, almost none of the proposed strategies are profitable, and those that are, produce practically
negligible benefits. The main reason for such poor profit results is the following: as stated before, the
assumption of the present work is that the heat pumps cannot be activated for less than 30 minutes to prevent
a reduction of lifetime with many activation calls among other reasons. However, participating on the FRR
market means that the heat pumps will be activated more often than in the original scenario, thus increasing
their consumption and costs. Profits could still be made if the revenues from the FRR market were
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considerably higher, but in the present context, these revenues (or cheaper electricity costs) do not
compensate for the higher HP power use. Although the heat pumps benefit from lower prices during the
activation calls, their duration may be short, and during the rest of the time that they are running until
completing 30 minutes, the normal price will be charged. For this reason, there needs to be a large difference
between the retail price and the energy price available on the FRR market if actors such as heat pump owners
are to be motivated to participate in FRR. We discuss this further in Subsection 3.3.4.8.

RELER
|

Cost savings [%)

Figure 47: Cost savings [%] of the proposed strategies (negative values mean higher costs than their base
case).

3.3.4.5. Self-consumption ratio and heat pump consumption

Changing the price scenarios does not significantly affect the ratios of self-consumption. Within this study,
whenever an activation call is accepted, the negative power provided as FRR is that of the heat pump, and
the rest of the system is isolated from this exchange. Since in the analysed strategies the heat pump
consumption would in that case be assumed by the FRR, the ratio of self-consumption of the household is
slightly increased. As regards to heat pump consumption, both increasing FRR price bids as well as
increasing temperature thresholds increase the consumption of the HPs, which is as expected.

3.3.4.6. Power to the FRR

Depending on the strategy considered, a different amount of energy will be exchanged. The higher the HP
consumption or the temperature threshold, the higher the exchange of energy between the cluster manager
and the aggregator, therefore being able to provide more power as FRR. For the purpose of estimating the
amount of energy obtained from the FRR market, we assume that there are 100 buildings of each of the 6
building typologies. When looking at the cluster results for FRR(0), the amount of power exchanged during
the month can be seen in Figure 48. Strategies 2, 3 and 4 vary in the provided power, which can reach up to
2 MW in some cases but the activation calls are not always accepted. On the other hand, strategy 5 activates
always the heat pumps of 300 buildings, providing in this way a more or less constant power of almost 1
MW, however with the thermal comfort issues stated in section 3.3.4.3.
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Figure 48: Power provided for price scenario FRR (0).

3.3.4.7. Comparison between building types

As shown in the previous sections, there are significant differences among the different building typologies.
Regarding the number of activations, the buildings with higher energy losses (for example building 6)
participate much more often on the FRR than those with fewer losses. The HP costs and consumption are
obviously also higher, as well as the power exchanged with the FRR. The self-consumption ratio is also
lower. The main conclusion is therefore that buildings with higher energy losses are more suited for
participation in FRR than highly insulated buildings. These buildings can accept more activation calls, thus
making their participation using these strategies more viable (although the thermal losses and the increase
of HP consumption should also be carefully assessed).

3.3.4.8. Possible future price scenarios

Since the present study demonstrates that almost none of the proposed strategies are economically feasible
with the current prices and taxes applicable to the DR participation in FRR in the studied German case, a
sensitivity study based on different prices has been done to analyse the potential of these strategies if the
market were to change. These prices would already include the taxes, so they are the final costs that the
cluster manager would pay for the energy whenever an activation call is received. The rest of the time, the
constant price of 22 cEUR/kWh is kept. Figure 49 shows the results, which consider different prices but
keeping the same number of activation calls as well as duration of the previous scenarios.

Asis apparent, there is a high influence of the number of activation times and their duration. The higher the
number of activations and duration, the higher the profits. Strategy 5 is not profitable unless a very negative
price is achieved, which seems unrealistic. The strategy 5 of FRR(+10) was discarded due to extreme
overheating of the buildings. On the other hand, the profits of using the activation calls of price scenarios
FRR(-50) and FRR(0) are mostly negative or negligible. In the case of using the activation calls of price
scenario FRR(+10), the strategies start to be profitable when a final price around 10 cEUR/kWh is applied.
Once that limit is reached, the lower the price, the higher the profits. Last of all, it can also be seen that the
profits are higher for the number of activations and duration of the FRR(+10) price scenario when compared
to FRR(-50) and FRR(0), even if the price for FRR(+10) is higher. All these outcomes highlight the importance
of the number of activation times and their duration for heat pumps to participate in secondary reserve
markets, as well as the need to reduce the taxes in order for them to be economically feasible.
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0.20 -0.5% | -2.6% | -3.8% | -4.6% |-0.2%|-3.2% [-5.5% |-18.6%| -1.4% | -5.5% |-11.5%
0.15 -0.2% | -2.1% | -3.2% | -4.1% | 0.3% |-2.2%|-4.3% |-16.5%| 1.2% | -0.5% | -5.1%
0.10 0.0% [ -1.6% | -2.7% [ -3.5% [ 0.8% [-1.3%|-3.2% [-14.4%| 3.7% | 4.5% | 1.3%
0.05 03% | -1.1% [ -2.1% [ -3.0% [ 1.2% [-0.4%|-2.1% [-12.3%| 6.3% | 9.5% | 7.7%
0.01 0.4% | -0.7% | -1.6% | -2.5% [ 1.6% [ 0.4% |-1.2% [-10.6%| 8.3% | 13.6% [ 12.8%
0.00 0.5% [ -0.6% [ -1.5% | -2.4% [1.7% [ 0.6% |-1.0% [-10.2%| 8.8% | 14.6% [ 14.1%
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-0.10 1.0% | 0.4% | -0.4% | -1.3% | 2.7% | 2.5% | 1.3% | -6.0% | 14.0% | 24.6% | 26.9%
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-0.5 29% | 4.4% | 4.3% | 3.0% | 6.5% |10.0%|10.2% | 10.7% | 34.4% | 64.8% | 78.2%

Figure 49: Cluster cost savings depending on different price scenarios. Positive values mean the
achievement of cost savings compared to the case with no FRR participation.

3.3.5. Conclusions and outlook

This work analyzed the role of heat pumps controlled by a cluster manager and equipped with both electrical
and thermal storage systems for flexibility when providing FRR to the grid. Simulations with a time
resolution of 30 minutes for a case study based on a plus-energy district built in southern Germany showed
that the DR potential is significant, but for profits to be achieved, particular attention needs to be given to the
number of activation times, and most importantly to their duration. Otherwise, it is very difficult for such a
framework to be economically viable. As shown by an analysis of possible future scenarios, even if the prices
paid by the grid operator were higher, the influence of the duration would be more important, since lower
durations would entail a longer runtime billed at the normal price of electricity due to the minimum running

time of the heat pumps.

For the reasons given in the previous discussions, some changes are necessary before these approaches that
activate the heat pumps of a portfolio of buildings can be put into practice. If it is foreseen that households
will participate in DR business models, then further control system algorithms at the cluster and aggregator
levels need to be studied and applied to effectively manage and coordinate the availability of individual
systems in and across households.

3.4. Summary of findings of this Chapter

In this chapter, evidence has been obtained on the contributions that demand side management approaches
can bring to the energy system, with particular emphasis on the exploitation of the structural thermal energy
storage capacity of buildings. In the first application that was shown in Section 3.2, several dynamic pricing
strategies for DR purposes in a plus-energy dwelling were studied, concluding that savings up to 25 % could
be achieved without sacrificing the thermal comfort of the occupants and achieving significant peak
reductions on the grid. The importance of choosing the correct price thresholds when using dynamic pricing
strategies was also highlighted, as well as that of knowing how much the users are willing to sacrifice their
comfort to achieve savings. All in all, the outcomes showed the great impact that the use of heat pumps and
the thermal storage capacity of buildings may have by using dynamic pricing strategies within a DR
framework.

Widening the scale, the second application analyzed then in Section 3.3 the role of controlling the heat pumps
in a district when providing FRR to the grid for flexibility. Simulations with a time resolution of 30 minutes
showed that the DR potential is significant, but for profits to be achieved, particular attention needs to be
given to the current economic incentives, the number of activation times, and most importantly their
duration. Otherwise, it is very difficult for such a framework to be economically feasible. Also, buildings
with higher energy losses are more suited for participation in FRR than highly insulated buildings, since they
can accept more activation calls (although the increase of energy consumption should also be carefully

66



SMART END-USE: DEMAND SIDE MANAGEMENT APPROACHES

assessed). Some changes are therefore necessary before these approaches can be economically viable, but
their benefits with regards to providing flexibility for reserve markets given the right conditions has been
demonstrated.

Finally, we should bear in mind that even though building models such as the ones created for the purposes
of this chapter can be quite precise, and allow to reach important conclusions regarding the benefits provided
by demand side management approaches, they are not sufficiently adequate for evaluating real cases on a
district scale. This is mainly due to the assumptions that are made in the process, related to the real
characteristics of the buildings under consideration and their use patterns. In Chapter 2, it was highlighted
that in order to assess innovative approaches that require dynamic interactions such as demand side
management in a certain district, it is necessary to characterize its buildings in an accurate way that reflects
their real characteristics and operation. Before addressing that issue, here in Chapter 3 we analyzed first the
benefits that could be obtained from the implementation of demand response approaches on a district scale.
Once this has been accomplished, the next step in this Thesis will be to define a methodology in Chapter 4
for a proper characterization of districts through monitoring, which will then be applied in Chapters 5 and
6 for further demand side management applications.
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4. BASELINE MODELS FOR
CHARACTERIZATION, FORECASTING
AND DECISION-MAKING IN DISTRICTS

In the author’s opinion, any district should be evaluated based on its real performance. Even though very
precise simulation models can be developed, ideally a monitoring campaign should be carried out, which
would provide the necessary information for an even more accurate assessment. The spatial and temporal
variability of the conditioned spaces in a district make their operation very different from each other, and
also from that of the standard uses of the normative. Depending on the climatic zone where a district is
located, there may be cases of relatively benign climates in which the buildings operate in free-floating
during most of the time, or other harsher climates in which the buildings use frequently the air-conditioning
systems. As a consequence, the air-conditioning energy use in districts presents the following features:

¢ Difficulty when comparing the energy performance between dwellings (benchmarking), since their
conditions are not homogeneous.
o Difficulty to distinguish the impact of energy saving measures.
e Difficulty to justify and prioritize the implementation of energy saving measures (if there is no
consumption there are no savings).
o Difficulty to evaluate the efficiency of retrofitting measures by comparing the conditions before and
after their implementation.
For these reasons, it is necessary to carry out measurements that provide precise knowledge of the real
behavior and operation of the buildings under study. The methodology proposed in Chapter 2 to select the
representative buildings of a district could be followed, monitoring those buildings in detail.

In this chapter, a novel proposal for obtaining energy baselines in residential buildings will be developed,
which consists of transfer functions that are able to characterize any building based on measured data of its
air-conditioning consumptions and indoor air temperatures. The procedure is also sensitive to the different
operating conditions of buildings, which may vary through time, and will be validated both theoretically
and experimentally. In addition, short monitoring campaigns would be sufficient. The proposed model
solves the difficulties of characterizing a district in detail. This means a qualitative step forward, since most
existing tools are simplified and are unable to reach such detailed analyses, mainly due to the high
computational costs and time consumption.

Having a method to characterize buildings allows many possibilities. Among them is calibration, which
would enable to calibrate simulation models. Also, another potential alternative would be to use the
proposed baselines for forecasting purposes, using them in real time when integrated within an energy
management system. Last of all, decision-making would also be possible, since for instance different
approaches of demand side management could be evaluated simultaneously before deciding the optimal
alternative.

In this chapter, Section 4.1 will include the fundamentals of baseline models. Then, Section 4.2 will develop
the mathematical basis of the model. Section 4.3 will include a theoretical and experimental validation of the
model, and last of all Section 4.4 will propose several alternatives for the integration of the proposed baseline
models with DSM approaches.
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4.1. Fundamentals of baseline models

One of the main issues related to existing buildings is to conduct accurate assessments of the energy
savings achieved after implementing improvement measures. This process is known as Measurement and
Verification (M&V) of energy savings [139], which is illustrated in Figure 50.
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Figure 50: Baseline concept [140].
The M&V process can be summed up in four stages:

Measure the initial situation for its energetic characterization (baseline model).
Evaluate different alternatives for energy saving and efficiency, choosing the optimal one.
Implementing the optimal alternative and measuring the new energetic status of the building.

L

Guarantee the energy and economic savings, comparing the measurements from the previous stage
with the baseline.

The proposed model derives from the need to have versatile and reliable energy baselines, which allow not
only to evaluate the impact of energy saving measures in buildings, but also other alternatives. In the present
Thesis, the baselines that will be proposed could be used as a tool for the characterization of the thermal
performance of districts, the design of retrofitting strategies, software calibration or as a support for
management algorithms that aim to forecast future energy consumptions or the impacts of improvement
measures. Since one of the premises required from the proposed model was that the physical component of
the characterization had to be predominant over the mathematical component, this guarantees a good
extrapolation of the results when the conditions of climate or use of the building are different from the ones
used for the adjustment of the model.

Forecasting energy consumptions is very important for the optimization of energy management, and it is
also needed for energy storage. There is no single way to create a model to perform consumption forecasting,
since each model presents different advantages and disadvantages. However, the most widespread line of
research is based on neural networks. The following table shows a comparison between the models found
in different publications.

Model Complexity Simplicity Applicability Inputs Accuracy
Detailed Very high No Low Detailed Very high
Simplified High Yes High Simplified High
Statistical Reasonable Yes Very high Historic Reasonable
Neural Networks Very high No High Historic High
SVM
Very high No Low Historic Very high
Vector

Table 8: Characteristics of the different models used in previous publications. Source: [141].
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As could be seen in the previous table, the simplified alternative presents features significantly valid.
Simplified models are used due to their low computational costs, which allow their implementation in tools
such as those for the support of urban planning or the integrated management of districts. Both cases present
similar requirements: high accuracy, but limited computational costs that allow their execution multiple
times in real time.

Forecasting the variables related to energy consumption allows the estimation of their future evolution, with
the aim of being able to anticipate peak demands or predict future consumptions. In the case of electricity
consumptions, forecasting is an essential tool for an optimal management of energy production and
consumption. The problem of electricity is that it cannot be stored in an efficient way. Therefore, knowing
the future evolution of the consumptions would allow reducing the losses due to an excess of produced
electricity.

The application of predictive algorithms for the estimation of the consumption in buildings is very
convenient due to three main reasons:

e Long-term forecasting provides an advantageous position with respect to the electricity supplier,
since knowing the estimated consumptions would allow to negociate the terms of the contract.

¢ Knowing the demands beforehand and being able to program the activation of systems such as air-
conditioning units would also allow to avoid peak demands.

e  Areliable forecast with a one day time horizon would allow not only to schedule the consumptions,
but also the possibility of benefitting from dynamic pricing markets or time-of-use tariffs.

The main objective of the present chapter is to develop and validate a novel proposal for obtaining energy
baselines, valid for residential buildings. The model should be dependent on the indoor air temperature, as
a thermal response of the building, and the air-conditioning consumption, as response to the air-conditioning
systems. In addition, due to the high thermal inertia of buildings, the proposed models should contemplate
dynamic effects, taking into account what is happening in the current time-step but also what happened in
the previous ones. Furthermore, as explained above, the proposed procedure should be sensitive to the
operating conditions of the building, since they may vary throughout the period of verification of energy
savings. Within the framework of this Thesis, the prediction of energy consumption will be used for the
evaluation of different strategies that operate the air-conditioning systems. This will be presented in Chapters
5and 6.

4.2. Mathematical basis of the developed QT model

In this section, the model that has been developed will be explained in detail. The proposed model will be
named “QT”, due to its combination of thermal loads (usually represented by Q in heat transfer equations)
and indoor air temperature (represented by T).

4.2.1. |Initial hypotheses

The model presents the following assumptions:

e  The time base is variable. During the development of the model, scenarios that consider ranges from
10 minutes to 1 day have been validated.

e The invariance of the models due to the fact that the coefficients are constant require to consider as
many options as different operating modes. In this methodology, the heating and cooling periods
are distinguished, particularizing the procedure in each of them.

e Itisnecessary to know the weather conditions, the times when the air-conditioning was operating
as well as the corresponding set-point temperatures in order to make use of the baseline model.
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e It will be considered that when the air-conditioning system is activated, the target variable will be
the air-conditioning consumption, and the representative indoor air temperature during the
operation would be known.

e The limitations linked to the invariance of the model or hard to measure excitations (such as internal
gains variations, heat flows due to long wave radiations or the effects of the building’s inertia) are
implicit in the indoor air temperature model. This means that, if the building is retrofitted, the
evolution of its indoor temperature when the air-conditioning system is activated can be an input
for the calculation of the energy use through the characterized model. This is due to the fact that the
temperature-humidity conditions can be compared to the ones of the building if it had not been
retrofitted. However, the evolution of the indoor temperature of the building when the air-
conditioning system is not activated is different for the retrofitted and non-retrofitted building, since
it is as if they were different buildings. This difference of temperatures is linked to the energetic
difference between the initial situation (monitored scenario used for the adjustment of the models)
and the new situation that wants to be evaluated.

4.2.2. Development of the baseline models

The procedure that is going to be explained requires measured data of the heating or cooling consumptions
for its application (through direct monitoring or through the estimation of the disaggregation of the total
electricity consumptions) and indoor temperature data of the representative spaces. In addition, it is
supported by the use of an energy performance of buildings assessment tool such as HULC, which allows
to obtain the excitations of each relevant space. Therefore, a geometric, constructive and operational multi-
zone definition is required, distinguishing the monitored spaces.

The procedure for the characterisation of the energy demand consists in developing and applying
sequentially two baselines:

e Primary baseline: characterization of the full free-floating indoor temperature assuming that the
user has been neutralized (no air-conditioning systems are operated).

e Secondary baseline: characterization of the air conditioning consumption with the real operation of
the building.

4.2.2.1. Primary baseline

For the development of the model, an analysis of the fundamentals of buildings” thermal demands will be
done. The calculation principles of these demands in a steady-state are included in the standard ISO 52016-
1:2017 [142] and can be synthesized in the following equation.

D= QLOSS -n: [QGAIN—SUN + QGAIN—INT] Eq 1

Where D is the thermal heating (+) or cooling (-) need. Qross refers to the heat losses of the building through
its thermal envelope, as well as due to ventilation/infiltrations. Qcan-sun are the solar gains, and Qcan-rare
the gains due to internal sources. 7 is the utilization factor.

If the functional dependency of each of them is analyzed in a simplified way:

QLoss = (U "A+p-C,-ACH, - V) “(Tiny — Tour) Eq. 2
Qgav-sun = AS - RAD Eq. 3
Qav-inr = @ -t Eq. 4

Where U is the thermal transmittance, A is the total area of the thermal envelope, p is the density of air, C, is
the specific heat, ACH,, is the equivalent Air Changes per Hour of the ventilation, V'is the volume, T} is the
indoor temperature, Tyyr is the outdoor temperature, AS is the Solar Area of the space, RAD is the solar
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radiation and @ is the internal gains. All these variables are detailed in the cited standard, together with the
particularities of its formulation.

Note that in the case of having no air-conditioning equipment, the air-conditioning consumption would be
null, just as the real demand of the building. This allows relating the indoor temperature with climatic
excitations, the use of the building through its internal gains as well as the characteristics of construction and
geometry of the building.

Tiy = £ (TEXT,RAD, @ - t,(UA+ p - C, - ACHpq - V)) Eq. 5

This temperature is known as the full free-floating temperature, since it makes explicit reference to the indoor
temperature that the building would have if it were never air-conditioned. The effect of air-conditioning is
linked to the effects of the users, who turn on/off the air-conditioning units and establish their operating
conditions.

As mentioned before, the proposed model has the same principles and formulation as transfer functions,
whose mathematical formulation takes the form of:

fO) =X Xoa; - Yi(t =) = Xjydj - fE =) Eq. 6

Where: {(t) is the target variable; Yiare the k independent variables or excitations; ajjare the m adjustment
coefficients (numerators) of each variable Y;and d;j are the n denominators or dependencies of the target
variable with the past time-steps.

It should be noted that the target variable f(t) is a function of the excitations Y(t) in the current time-step but
also in the previous ones, and also depends on the target variable itself in previous time-steps. These
dependencies are linked to the inertia of the system. Therefore, the number of previous time-steps to be
considered should be optimized depending on the characterized system.

The proposed methodology has also adopted the same nomenclature of numerators and denominators as
transfer functions [143], which comes from their definition as the quotient between the Laplace transform of
the response of the system Y(s) and the causative excitation U(S).

The concrete expression of primary baseline takes the form of:

N1 N1 M1
T (t) = Z a; - Toyr(t — 1) +Z by - SG(¢t —0) +Z d; - Typ(t — i) + CONST Eq. 7
i=0 i=0 i=1

N1 and M1 are the number of numerators and denominators. These numbers depend on the time constant
of the system that needs to be characterized as well as the period of observation [144]. The parameter CONST
refers to the use of the building, which is considered invariant and therefore is included as a constant term
of the model. On the other hand, SG represents the solar gains, which will be explained in more detail in the
next section.

In real circumstances of operation, it is difficult to find continuous periods in which the building operates in
free-floating during a sufficient amount of time (several days for example) during the heating and cooling
periods. In this work, an innovative procedure that uses free-floating hours interspersed between
conditioning periods has been used, developing a statistical base that allows to obtain the correlation
coefficients of the primary baseline expression.

Last of all, it may be convenient to analyze the physical meaning of the coefficients of the proposed model.
This physical meaning establishes the restrictions that should be taken into account in the process of
identifying the coefficients.

1. The radiant exchange of the building with its surroundings is simplified to the effect of the outdoor
air temperature by the coefficients ai.
ZIL‘V=0 ai

~1 Eq. 8
1_2%1 di q
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Values between 0.8 and 1 are accepted, where 1 implies that in steady-state the indoor air
temperature would match the outdoor temperature if there were no internal or solar gains, and 0.8
implies that there would be a 20% difference between the indoor air temperature and the outdoor
temperature due to the excitations that are contemplated implicitly such as the radiant exchange
with the surroundings.

2. The coefficients related to the solar gains allow to infer the net solar gains. This implies that the value
of these coefficients in a steady-state should be lower than 1.

Z?]:obi
-3 a4 <1 Eq. 9

3. The internal gains produce an increment of the indoor temperature. This increase is linked to the
constant CONST, which should be higher than 0.

It must be stressed that modifications of the adjustments should be made differentiating the winter and the
summer season due to the invariance of the model. The reason for this is that the behavior of the occupants
is different in both seasons with regards to the use of the solar shading devices (such as blinds) or the opening
of windows during the night.

4.2.2.2. Solar gains

First of all, the net solar gains will be formulated as a function of the transmitted radiation (direct and diffuse)
and that absorbed by the windows of the building.

SG(t) = Y3, Dg; - DC(t — j) + dg; - dC(t — ) + ag; - AR(t — ) + X2, k; - SG (t — ) Eq. 10

Where DC(t) and dC(t) are the direct and diffuse radiations respectively, transmitted to the interior of the
building through the windows. Also, AR(t) is the radiation absorbed by these elements. The coefficients Dgj,
dg;j and ag; are obtained through simulations and they allow to convert the gross gains into net gains. N3
and M3 are the number of coefficients. M3 normally takes a value between 1 and 2, whereas N3 should be
optimized in order to obtain a good adjustment of the model.

The following graph shows an example of direct and diffuse solar radiations in a certain building for the
South orientation.
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Figure 51: Example of direct and diffuse solar irradiance for the South orientation during several days.

The values of solar radiation for each orientation allow to obtain the transmitted direct and diffuse solar
radiations, as well as the one absorbed, by using the following equations.

DC(t) = XiAy; - gi - DR;(Y) Eq. 11
dC(t) = XiAvi - g - dR;(D) Eq. 12

Where the area of each window is known, Ay; [m?], as well as their modified solar factors g;, absorptivity «;
and orientation. This allows to obtain the incident global radiation GR;(t), as well as the direct DR;(t) and
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diffuse dR;(t) components. It should be highlighted that the modified solar factor refers to the amount of
radiation transmitted through the window.

In the following graph, the magnitude of these gross solar gains on the building is shown. In this case, the
building has a window of 3 m? oriented to the south, and another one of 2 m? oriented to the west.
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Figure 52: Example of gross solar gains on a building.

Finally, by using the previous equations it is possible to obtain the net solar gains through simulation, as well
as the estimation carried out by using the proposed transfer function. In this case, M3 takes a value of 1 and
N3 of 3.
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Figure 53: Thermal load on the space due to solar gains.

This graph shows the achieved accuracy and also how the gross solar gains, when converted into net solar
gains (in other words the thermal load on the space), are delayed in time and even appear once the excitations

have ceased.

4.2.2.3. Secondary baseline

Once the primary baseline has been obtained, the energy consumption Q(t) in a certain timestep can be
determined by observing the deviation that exists between the desired set-point temperature and the free-
floating temperature obtained by the primary baseline. The formal dependency that regulates the previous
relationship takes the following form:

QW) =XJ5 G- AT(t - D+ X% D Q (t =) Eq. 14

Where AT (t) = Tinp(t) — Trp(t) is the difference between the desired set-point temperature in the building
(using an air-conditioning system) and the indoor temperature that the building would reach spontaneously
without air-conditioning systems (full free-floating temperature).

The Q model requires knowing the air-conditioning consumption as well as the indoor air temperature
response of the space/building. In this way, when the air-conditioning system is not activated the energy
consumption is zero, and the indoor air temperature is obtained from the previous expression. On the
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contrary, if the air-conditioning system is activated, the electricity consumption would be obtained through
the T model and the measured or desired (set-point) indoor temperature.

If the previous expression is considered in steady-state, and instead of knowing the air-conditioning
consumption the thermal energy delivered to the building is known, the UA value of the thermal envelope
of the building may be obtained.

Ua =2 = ZioCi

AT 1—2?”31 D;

Eq. 15

Due to the approach followed for the secondary baseline, it is obvious that it is applicable when the set-point
temperatures or the air conditioning periods are changed. Therefore, it proves its applicability as a method
to obtain the energy demand in standard conditions for instance (reference climate and standard user).

4.3. Validation of the model

In this section, the proposed baseline models will be validated in two ways: first, a theoretical validation will
be carried out through simulation, and then an experimental validation will be done by using temperature
and air-conditioning consumption measurements obtained from the monitoring of a household.

4.31. Theoretical validation

4.3.1.1. Case study

A dwelling located in a social housing district in Seville (Spain) will be considered for the validation of the
proposed models. This dwelling is located on the third floor of one of the building blocks of the district (see
Figure 54).

Figure 54: Location of the dwelling under study.

In order to carry out a detailed analysis of the thermal behavior of the dwelling, it is necessary to know the
distribution of the different spaces, so a HULC multi-zone model was created to reflect the reality. In
addition, it is necessary to include the shading effects due to the surrounding buildings, since these could
have a great influence on the energetic behavior of the dwelling due to reduced solar access, particularly in
the building under study. The building where the dwelling is located was built in 1983. The main facade is
oriented to the South-West, and the quality of construction of its walls and windows is rather poor.
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Figure 55: HULC model of the dwelling (left) and real image (right).

4.3.1.2. Results of the theoretical validation

The main objective of this theoretical validation is to show the details of the application of the proposed
baseline models. In order to do that, the first step is to simulate the HULC building model that was created,
considering the real weather conditions. This is done by creating a weather file following the procedure
explained in Annex A. The first simulation is performed without air-conditioning. That means that the full
free-floating temperatures can be obtained, giving way to the primary baseline. An example of the
temperatures that are reached inside the dwelling during the heating season is shown in the next figure.
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Figure 56: lllustration of the evolution of the indoor and outdoor temperatures.

If the whole year is shown (see Figure 57), the effect of the internal and solar gains can be observed. In
average, the indoor temperature is higher than the outdoor temperature. Then, once the effect of the gains
has been demonstrated they should be characterized. In order to do so, another simulation is performed in
such a way that the thermal load due to solar and internal gains can be disaggregated.
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Figure 57: Effect of the internal and solar gains on the indoor temperature.
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Finally, the proposed model for obtaining energy baselines will be obtained. To do so, first the primary
baseline is identified, and then the secondary baseline with 6 numerators and 1 denominator. The primary
baseline allows to estimate the full free-floating temperature, which combined with the secondary baseline
model allows to estimate the thermal loads of the space when the air-conditioning equipment is activated,
or the air temperature when the air-conditioning is not working. The following graph shows a comparison
between the air-conditioning consumptions obtained by the simulation and the ones estimated through the
proposed baselines, as well as a comparison between the temperatures obtained by the simulation and the
ones estimated. The validity of the proposed procedure is demonstrated, as well as the goodness of fit offered

by the physical sense that was forced in the identification of the coefficients of the proposed transfer
functions.
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Figure 58: Comparison between simulated and estimated temperature and consumption measurements.

To illustrate the way the baselines work, we can see for example what happens at the end of March. Since
the indoor air temperatures are over 20 °C and below 25 °C, there is no need for air-conditioning. As it can
be seen in the figure below, although the indoor temperatures and the ones estimated by the primary
baseline (full free-floating temperature) were very different during days when the air-conditioning system
was working, after turning off the air-conditioning for some days they are very similar.
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Figure 59: Evolution of the full free-floating temperature and the indoor temperature.
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4.3.2. Experimental validation

4.3.2.1. Required monitoring

The first requirement in order to evaluate the real thermal performance of a district is to have temperature
measurements of its representative buildings. This could be done by installing temperature sensors,
preferably in the spaces that use the air-conditioning systems, but also in those which do not use them. More
information about these sensors is given in Annex C.

On the other hand, an accurate assessment of a district would require data of the HVAC energy consumption
of its representative buildings, which could be possible by installing a Smart Plug on the air-conditioning
systems. However, if this were not possible, disaggregating these consumptions in residential buildings is
an intricate task. The main reason is that even when there is access to the total electricity consumptions, they
are very volatile and depend on the number of occupants, their behavior, income, size of the dwelling or
climatic zone. Nevertheless, there are some ways in which this disaggregation of the air-conditioning
consumption could be estimated: using the total electricity consumption combined with measurements of
temperature, or using standard profiles. These alternatives are presented in Annex B in more detail and will
be applied in Chapter 5.

4.3.2.2. Estimation of the matching climate

The energy consumption and thermal comfort of the dwellings in a district may be inferred by using data
from a monitoring campaign, but the real weather conditions are also necessary for an accurate assessment.
Ideally, a weather station should be installed in the district. However, if this were not possible (mainly due
to budgetary constraints) there are other alternatives. Annex A describes the procedure developed in the
present work to obtain a weather file at any location, modified through real measurements of outdoor
temperatures, humidity and solar radiation that are typically obtained from weather stations that are located
nearby. Once this new weather file is created, it can be used to perform simulations under real climatic
conditions, or it can be applied for the baseline models developed in this chapter.

4.3.2.3. Case study

The same dwelling that was used in the previous section for the theoretical validation will be considered
here. In this case, a temperature sensor was installed in the living room of the dwelling under study, and a
Smart Plug was installed on the air-conditioning unit to measure its electricity consumption. A Smart Meter
was also installed to check the total electricity consumption of the dwelling. The devices were operative from
the 25t of July to the 15" of September 2017. The measurements obtained during this period can be seen in
Figure 61.

Figure 60: Installation of the temperature sensor (left) and smart plug on the air-conditioning system
(right).
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Figure 61: Measurements obtained from the monitoring campaign.

4.3.2.4. Results of the experimental validation

In order to show the results obtained by using the proposed methodology of energy baselines, we will focus
on 3 weeks in August 2017. Since the real air-conditioning consumptions were available (as well as the total
household electricity consumptions), in this case there was no need to disaggregate the consumptions during
this period. Once all the process for obtaining the baselines was carried out, it was possible to establish a
correlation between the real air-conditioning consumption and the temperatures that were reached in this
dwelling. The following figure shows the measured indoor temperature of the living room of the dwelling
compared to the correlated values that were obtained, demonstrating the validity of the procedure.
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Figure 62: Comparison between the measured and estimated indoor temperatures.

In addition, the full free-floating temperature that the space would have had if the air conditioning system
had not been used at all (obtained by using the primary baseline), as well as the total electricity consumption
and the air conditioning consumption (measured and the one estimated in the previous section) can be seen
in Figure 63.
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Figure 63: QT diagram of the dwelling during 3 weeks in August 2017.
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4.4. Integration of the QT model and DSM techniques

The present section focuses on the proposal of different DSM strategies, which were in the past usually
considered only as traditional energy efficiency strategies: dynamic solar shading, ventilation and pre-
heating/cooling. These strategies are based on the most essential parameters in order to achieve low-energy
buildings, but they will be considered here within a DSM framework.

First of all, the proposed procedure can be synthesized in the following way:

1. The net solar excitations are obtained through simulation, as well as the order of the model (number
of denominators M1, M2 and M3).

SG(t) = X3, Dg; - DC(t — j) + dg; - dC(t — j) + ag; - AR(t — ) + X2, k; - SG (t - j) Eq. 16

DC(t) = ¥ Fsp; - Avi - gi - DR;(D) Eq. 16 A
dC(t) = X Fsq; * Avi - g; - dR; () Eq. 16B
AR(t) = ¥ Fsgi - Avi - (1 — g;) - GRy(t) Eq. 16 C

Where Fsp;, Fq; and Fgg; are the shading factors. The rest of the variables were explained in Section
4.2.

2.  Meanwhile, the previous simulation is not critical since the model will be corrected by using the real
conditions obtained through measured experimental data.

N1 N1 M1

Top(t) = Z a; - Toyr(t — 0) +Z b; - SG(t — 0) +Zdi Tpp(t — i) + CONST  Eq.17
i=0 i=0 i=1

Q) =X2C - ATt - N+ XA D -Q (t =) Eq. 18

Also, the effect of the variation of the ventilation air flow with respect to the adjusted reference value is taken
into account in the model in the following way.

AQuenr(®) = p - Cp -V - AACH (L) - (Tyn(£) — Tour(t))/3600 Eq. 19
AACH(t) = ACH(t) — ACHger Eq. 20
Q(t) = AQVENT(t) + AQHVAC(t) Eq 21

Once the model has been identified, it is possible to use it for characterization or forecasting in real time. As
shown in the table below, another possibility is to use it to support decision-making in any demand side
management system.
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and ON/OFF with fixed set-points)
Operation of the air- Q(t) is null
5 conditioning system: - Tt Eq. 17 to calculate Ter(t) and Eq. 18 to obtain
set-point temperatures (air-conditioning system not () Tin(t)
and ON/OFF raeiing
Operation of the air-
3 condllt'lorung system: T e e Tngt) Eq. 17 to calculate Te(t) and Eq. 18 to obtain
set-point temperatures Tin(t)
and ON/OFF
Eq.16 A, 16 B and 16 C to obtain the new
gross solar gains.
Solar control by using Eq. 16 to obtain the new net solar gains. Eq.
shading devices in Tiv(t) 17 to calculate TFF(t) and Eq. 18 to obtain
4 certain windows, using (HVAC system activated Q(t) Q(t).
Equations 16 A, 16 B h £ ;
£ a‘:::lsl 6C with fixed set-points) Note: Solar control could also be considered
with the air-conditioning system inoperative,
mixing these guidelines with those explained
in Case 2.
Variation of the .
ventilation air flow for Eq. 18 to obtain Q()
Indoor Air Quality Tin(t) and a variation of the With the new AACH (t) (Eq. 20) calculate

> (1AQ) ventilation air flow AACH(E) O AQS()! “’iﬂ‘(}f;* 19, Calulate Q) tocbtain
nvac(t) as the energy that the air-

Demand-.Co?trolled conditioning system should deliver.
Ventilation
Q(t) is null and there is an Eq. 17 to calculate TFE(t) without night
g ilati ventilation.
6 Night ventilation u?crement of the ventilation Tin()
air flow qu CH(t) as shown Obtain Tin(t) from Eq. 21, using Eq. 19 and
in Eq. 20 Eq. 18.

Table 9: Possibilities offered by the proposed baselines for DSM purposes.

Cases 1, 2 and 3 refer to strategies that operate the air-conditioning system, while case 4 is variable solar
control, case 5 would be the case of demand-controlled ventilation through presence detection, and case 6 is
night ventilation for precooling during summer. In Chapter 5 of this Thesis several scenarios will be
considered, applying the proposed energy baselines of case 3 of the previous table. Then, Chapter 6 will
integrate the use of the baselines for cases 1 and 2. Finally, Annex D gives some insights into the use of cases
4 and 6.
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4.4.1. Conclusions

The model that has been proposed as an energy baseline for residential buildings presents a combination of
two models: one to characterize the evolution of the indoor air temperature, and another one for the air-
conditioning consumption. The model is based on transfer functions, but the physical information of the
characterized building is implicit in the value of the coefficients. This provides the model with the capacities
of an optimal baseline that can be executed under different climate and use conditions, offering robust and
accurate results.

In addition, as a baseline, it allows to perform an accurate evaluation of the impacts of energy saving
measures or demand side management strategies. Also, its physical component allows it to be used as a
diagnosis tool or for an energy management tool.

The differentiating features of the proposed methodology are the following:

- Regarding its replicability, it is easy to identify the methodology with a reduced amount of
monitoring data to adjust the model. It is also affordable, as demonstrated in the experimental
validation.

- The duality of the QT model allows to obtain good results at short intervals with a discontinuous
use of the air-conditioning systems, as is typical of residential buildings.

- The dynamic effects related to the inertia of buildings as well as operating conditions can be
characterized by the model, even if they are variable.

- The characteristic parameters of the buildings are related to the coefficients of the models that have
been developed. This allows to perform accurate estimations with different inputs than the ones
used for adjusting the coefficients. In addition, it would eventually allow to calibrate simulation
models, for example the ones proposed in Chapter 2 of this Thesis.

In addition, the work that has been developed in this chapter presents other highlights, such as:

- Theindoor temperature model allows its implementation in an independent way for dwellings with
a limited or null use of the air-conditioning systems, which could be sometimes at risk of energy
poverty. In this case, since there are no significant air-conditioning consumptions in the buildings,
the indoor temperature would be the variable used to estimate the effects of energy saving
measures, through the calculation of comfort indices. This will be further elaborated in Chapter 5 of
this Thesis.

- The proposed methodology could be used as a diagnosis tool, since its estimation may turn into a
reference value with which other scenarios can be compared.

- Finally, this work could be incorporated within an energy management tool. This is due to the fact
that the proposed baselines are able to perform precise forecasts of the energy needs of a building
due to the physical information contained within their mathematical model. These baselines could
be combined for instance with storage, energy production, or the optimization of electricity
purchase from the grid (demand response). This will be further studied in Chapters 5 and 6.
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5. CHARACTERIZATION OF DISTRICTS:
APPLICATION FOR BUILDINGS WITH
LIMITED USE OF AIR-CONDITIONING

The opportunities offered by the application of the models introduced in Chapter 4 are enormous. From the
point of view of the author of this Thesis, one of the most outstanding ones is the characterization of districts.
For this reason, the methodology that was previously described will be applied in this chapter in order to
characterize a district in which temperature and total electricity consumption measurements are available,
but with no data of the air-conditioning consumptions. Several applications will also be mentioned, such as
buildings’” diagnosis, benchmarking possibilities, or even demand side management. However, this chapter
will introduce an innovative application of the developed methodology: buildings with a limited use of air-
conditioning supported by renewable energy.

The motivation for that is that the high energy consumption of the building sector, climate change and
energy poverty are the major problems encountered in the built environment in Europe [19], and the three
sectors are strongly interrelated, presenting significant synergies. Energy poverty refers to the situation in
which a household is unable to maintain a proper level of indoor thermal comfort as a consequence of a
combination of three causes: low income, high energy prices or poor energy efficiency of housing [145]. This
affects the capacity of the occupants to consume energy so as to keep the proper indoor environmental
conditions, thus deteriorating their health and quality of life. The issue of energy poverty has devastating
implications for the society, and it has been aggravated in the past years due to the economic crisis and the
increase of energy prices. According to the study in [146], 5.1 million people in Spain, which means 11% of
the households, claim that they are incapable of maintaining a proper indoor temperature in winter.

To improve the thermal comfort of buildings, for example in social housing, it is very common to carry out
thermal mitigation strategies by rehabilitating the existing building stock: increasing the thermal insulation,
improving the thermal bridges or reducing the air infiltrations (winter), as well as using solar control
strategies or night ventilation (summer). However, this study seeks to offer a different alternative, which
could either substitute or, even better, work hand in hand with traditional retrofitting strategies. This will be
done by making use of energy baselines that will be obtained from the characterization of a social housing
district, following the methodology proposed in Chapter 4. Together with the estimation of the PV potential,
this study will innovatively introduce the possibility of using surplus electricity to power the heat pumps of
the district, improving the thermal comfort conditions.

The content of the chapter is summarized as follows. First, in Section 5.1 the characterization of a district
without monitored air-conditioning consumptions will be explained in detail for a case study. In Section 5.2,
several applications based on the characterization of districts will be mentioned. Then, the novel application
of the energy baselines for buildings with limited use of the air-conditioning systems will be included in
Section 5.3.

5.1. Characterization of a district without monitored air-conditioning consumptions

5.1.1. Description of the case study
With the aim of demonstrating the proposed methodology for the characterization of districts through

energy baselines, a social housing district in Seville (Spain) owned by the Agency for Housing and
Rehabilitation in Andalusia (AVRA) will be considered as a case study. This district is composed of 235
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dwellings, distributed among the buildings in the area. These dwellings are rather particular, since they
belong to a category which makes a limited or null use of the air-conditioning systems, either because they
don’t even have such a system, or because their limited resources do not allow the occupants to use them.
The city where the district is located has an average income of 12900 €/household per year, and the
unemployment rate is very high (22.90% in January 2018). The climate is severe both in summer and winter
and the thermal efficiency of the buildings is rather poor, thus the households that will be assessed are living
in conditions of extreme energy poverty. Group A (Figure 64) is formed by 11 residential blocks builtin 1981,
while group B has 6 blocks built in 1983. Most of them have 3 or 4 floors with 2-4 dwellings in each floor,
each of which has between 2 and 3 bedrooms.

Figure 64: District under study.

5.1.2. Monitoring of the district

In summer 2016, smart meters and temperature dataloggers were installed in some of the dwellings. After
one year and a half, the collected data showed that good measurements of electricity consumption and
temperature were available for the whole year of 2017 in several dwellings. Among them are the ones shown
in Figure 65.

With the purpose of illustrating the usefulness of the proposed application of the energy baseline models,
the case of one of the dwellings in the district is going to be analysed in more detail. This dwelling
(highlighted in Figure 65) consists of two floors, and the monitored spaces in this case are the living room (in
the ground floor) and 3 bedrooms (upper floor).

Figure 65: Location of some of the monitored dwellings and the developed models.
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Figure 66: Plan of the dwelling and location of the temperature sensors.

If we compare the average daily indoor temperature in all the spaces of the dwelling during the monitoring
period, we can clearly see that the temperatures are very similar in the intermediate months, a bit different
in winter, and very different in summer, since the living room and the main bedroom have an air-

conditioning unit.
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Figure 67: Comparison between the daily average indoor temperature measurements of the different
spaces.

An example of indoor temperature and total electricity consumption measurements is shown below. During

these 3 days, it can be observed that every indoor temperature drop coincides with peaks in total electricity
consumption.
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Figure 68: Example of temperature and consumption measurements in the dwelling under study.
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5.1.3. Identification of air-conditioning consumptions

To discern the air-conditioning consumption from the total household electricity consumption data obtained
from the Smart Meters, the best option is to observe the relationship between the total electricity
consumption and the indoor temperature data. An example can be seen in Figure 69. Days in which there is
clearly no air-conditioning can be used to estimate the household electricity consumptions. Once the patterns
of use are known, the air-conditioning consumption can be obtained by calculating the difference between
the total consumptions and the household electricity consumptions in hours were a difference can be
observed between the measured temperature and the primary baseline temperature. For more information
about the disaggregation of electricity consumptions, the reader is referred to Annex B.
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Figure 69: Example of days with and without air-conditioning.

5.1.4. Estimation of the matching climate

The real climate was obtained from the measurements in the closest weather station where data of outdoor
temperature, humidity and solar radiation for the monitoring period were available (see Figure 70) for the
district. Afterwards, the process explained in Annex A may be followed in order to produce a weather file
with the real climatic data.
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Figure 70: Chosen weather station in La Puebla de Cazalla, Seville, Spain.

5.1.5. Primary baseline

Once the matching climate was available, a HULC model of the dwelling was created and used to carry out
a simulation with the real weather file. As a result, the solar gains of the different spaces and the monthly
Equivalent South Solar Area (ESSA) per m? of the dwelling were obtained. In Figure 71, the solar gains of the
dwelling obtained by the simulation can be compared to the horizontal radiation given by the weather
station. As it can be observed, the solar gains of the dwelling are higher during the last hours of the day,
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which is logical due to its orientation. The average value of the internal gains obtained through the
calculation of the household electricity consumptions is 2.43 W/m2.
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Figure 71: Comparison of horizontal radiation and solar gains. The black arrow points to the North.
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Figure 72: Monthly ESSA of the living room per m? of conditioned area. Real climate.

Then, the primary baseline was obtained by using indoor temperature measurements during periods of no
air-conditioning use. Once the proposed procedure is finished, the coefficients obtained for the primary
baseline are obtained. The experimental UA value of the dwelling was in this case 81.56 W/K. When the
coefficients of the primary baseline are known, it is possible to obtain the full free-floating temperature (no
air-conditioning systems are ever used). Assuming such neutralized users, the estimated temperatures by
the primary baselines can be compared with the measurements in the two monitored bedrooms that have
no air-conditioning system. As it can be seen in the next figure, the estimations are quite accurate.
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Figure 73: Comparison between the estimated and the real daily average indoor temperatures in two of the
bedrooms.
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However, when we compare the hourly measurements in the living room (which is air-conditioned) with
the temperatures given by the primary baseline in typical days of winter, summer or intermediate months,
we can see that in intermediate months the estimation is very accurate, but in winter and summer, when the
air-conditioning unit is used, there are differences of temperature.

Temperature [°C)
Temperature ['c]

— Living rave measured temperature  — Primary baseline tem perature R room measured temperatute  — brimary baseline temperarure

Figure 74: Comparison between the temperatures estimated by the primary baseline and the real
measurements in February (left), April (center) and July (right).

The fit between the estimations and the real measurements in the 4 monitored spaces can be seen in the next
figure. As expected, the fit of the primary baseline is obviously better in the bedroom, which has no air-
conditioning system.
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Figure 75: Fit between the measured temperatures and the estimated ones at hourly time-steps. Living
room (left) and bedroom (right).

5.1.6. Secondary baseline

Last of all, the secondary baseline was obtained by looking at the consumptions that produce differences
between the measured indoor temperatures and the full free-floating temperatures. An example of such
differences is shown in Figure 76.
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Figure 76: Example of a comparison between measured indoor temperatures, full free-floating
temperatures and their associated consumptions.
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indoor temperature in the living room of the case study, both measured and estimated by using the
secondary baseline. As it can be seen, the correlated temperature and the measured temperatures are very
similar, and there is a clear relationship between air-conditioning consumptions and temperature decreases.
Also, as soon as there is no air-conditioning the temperatures tend to be similar to the full free-floating
temperatures. It can also be observed that during the 19t and 20t of August 2017, which was a weekend, the

occupants were away and the air-conditioning system was not used, which is why the temperatures were
similar to the full free-floating temperatures. In addition, during these two days the only electricity

The following figure shows the relationship between the correlated air-conditioning consumption and the
consumptions were those of the compressor of the fridge, with a cyclical behavior.

After completing the process explained in Chapter 4, the coefficients of the secondary baseline are obtained.
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Figure 77: Comparison between the indoor temperature/consumption estimations and measurements and
In order to validate the obtained disaggregation of air-conditioning consumptions, the following figure
shows the comparison between the correlated air-conditioning consumption in this case, and the one that
was measured through a Smart Plug in Chapter 4 for the same period. As can be observed, the obtained
results are very satisfactory, and it can be concluded that the estimation of the air-conditioning consumption

carried out in this section is not very far from the reality.

-----Correlated air conditioning consumption

Air conditioning consumption

Figure 78: Comparison between the measured air conditioning consumption and the one estimated.
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5.2. Applications based on the characterization of districts

5.2.1. Calculation of comfort indices

One of the possibilities offered by the characterization of districts through the application of primary and
secondary baselines is the ability to calculate comfort indices that evaluate the thermal comfort of the
occupants of the different buildings. By performing this under the same conditions of weather and use of the
HVAC systems, benchmarking studies under real conditions become possible, comparing the results for all
the dwellings of a district. This could be done for cases with air-conditioning consumptions, but also in
scenarios with a limited or null use of air-conditioning,.

As an example, Table 10 shows the results of thermal comfort in different spaces of some dwellings located
in the same district that was presented in Section 5.1.1. In this case, the analysis is performed under real
climatic conditions and the users were neutralized through the primary baseline, so there is no use of the air-
conditioning systems. Without going into too much detail, the following magnitudes were considered to
measure thermal comfort, distinguishing between summer and winter:

e Accumulated annual excess degree-hours.

e Accumulated annual excess degree-hours considering the Percentage of People Dissatisfied
(Fanger).

e Hours in which the indoor temperature is outside the thermal comfort limits.

e Percentage of ours in which the indoor temperature is outside the thermal comfort limits.

e Hours in which the indoor temperature is outside the thermal comfort limits considering the
Percentage of People Dissatisfied (Fanger).

Winter Summer
I'chl ['ChppD] hl [%h] [hPPD] ['chl ['ChpPD] th 1%hl [hPPD]
5 Temp. dif| Te'("F:'"‘::r’; PPD | comfortw | Comfortw c°'":::|:::; PPD | 2 T:i': P [ 2 Te':::ﬂ‘::r’; PPD | Comforts | Comforts c°";f:: :e’:)”"

D1, room 1 9541 6658 713 93 1523 12550 10454 2880 98 1962

D1, room 2 7665 4794 2606 90 1186 13458 11702 2817 96 2021 -
D1, livingroom | 11013 8760 2663 %2 1706 14029 12322 2839 97 2070

D2, room 1 7704 s072 2496 86 1206 12908 11014 2871 98 2020

D2, room 2 10356 7827 2685 92 1654 10431 7172 2928 100 1722 .
D2, livingroom | 9065 6420 %22 %0 1439 12607 10842 2688 %2 1819

D3, room 1 9162 6511 2624 % 1447 12362 10330 2803 97 1933

D3, room 2 10544 8000 2710 93 1712 7149 3991 2709 93 1097 -
D3, livingroom | 8999 6328 2617 %0 1426 11932 9728 2849 97 1868

D4, room1 | 14158 12448 2811 97 2194 15301 13679 2917 100 2261

D4 room2 | 13625 11817 2791 % 2149 14563 12855 2900 % 2156 -
D4, livingroom | 15996 14828 2787 % 2362 14405 12590 2928 100 273

D5,room1 | 13506 11514 2818 97 2116 12170 10109 2846 o7 1898

D5, room 2 11474 9259 2675 92 1801 13122 11375 2774 95 1952 -
D5, livingroom | 14224 12582 2778 % 2188 9838 7840 2501 88 1554

Table 10: Comfort indices in some spaces of dwellings of the district for neutralized users, considering the
real climate.

As it can be seen, it is possible to compare the results of thermal comfort of the different buildings, and the
differences are rather high in some cases (see also Figure 79).
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Figure 79: Comparison of total excess degree-hours in winter of the considered spaces.

5.2.2. Energy needs

Apart from enabling the comparison of the thermal comfort conditions of different buildings in a district,
once the primary and secondary baselines are available it is also possible to characterize the relationship
between the energy demands and the desired set-point temperatures. Therefore, the possibilities are endless,
since this can be done without having to rely on complex simulation tools.

The application of the models proposed in Chapter 4 allows for example the calculation of the heating or
cooling demands under different operating schedules, including also for instance the effect of night
ventilation in summer. In addition, different climates can be considered. This also allows diagnosis making,
benchmarking possibilities, energy savings assessment (the energy baselines could be generated before and
after retrofitting a district), and the possibility to check the compliance of the buildings with current
regulations regarding the thermal performance of existing buildings. As an example, the following figure
shows a comparison of the heating demands of several dwellings of the district, both for the real and the
standard climate (which was milder), considering the standard user of the Spanish regulation.

Dwelling 5

Dwelling 4

Dwelling 3

Dwelling 2

Dwelling 1

] 10 20 30 40 50 60 70 80 90 100 110 120 130
Heating demand [kWh/m2]

M Standard climate M Real climate

Figure 80: Comparison of heating demands obtained by the application of the energy baselines for the real
and the standard climate.
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Apart from the mentioned benefits of the proposed energy baseline models, other interesting possibilities
arise as a result of the accurate characterization of the relationship between indoor temperatures and air-
conditioning energy use. The last section of this chapter will introduce a novel application of the proposed
energy baseline models, directed at mitigating energy poverty by providing electricity to the heat pumps of
a district which has a limited use of the air-conditioning systems due to financial constraints.

5.3. Novel approach for benefitting from PV potentials

5.3.1. Aim of the study

In this section, the methodology for the characterization of districts through energy baselines will be applied
in the social housing district presented in Section 5.1.1. The main purpose of the study that will be proposed
is to assess the benefits of exploiting the rooftop PV potential of the district so as to improve the thermal
comfort of the occupants and mitigate extreme low and high indoor temperatures, and at the same time
reduce their energy bills. This will be done by using the solar PV generation to cover part of the district’s
energy consumption, and the rest of the electricity (which would otherwise be exported) to supply power
for the heat pumps of the households in the district instead. In this way, rather than using electrical storage
as is frequent in most studies, the present study takes advantage of the thermal energy storage capacity of
the buildings themselves and at the same time improves the thermal comfort levels of the occupants. The
thermal behavior of the buildings will be characterized by using simulation models and the energy baselines
obtained for the 37 typologies in which the 235 dwellings of the buildings were categorized.

Several alternatives will be analyzed in energy and economic terms for exploiting the PV potential of the
district, changing the orientation and inclination of the PV panels as well as the separation between adjacent
rows. This will be done with the purpose of determining the optimal options regarding maximum PV
production, maximum self-sufficiency ratio and minimum investment costs. Once the optimal PV strategies
are detected, 5 different alternatives to share the available electricity surplus of the district will be considered
to improve the thermal comfort of the occupants. The current application aims to shed some light into
whether it might be beneficial to install large PV systems in order to improve the thermal comfort in districts.

5.3.2. Justifying the need for intervention in the district

The monitoring campaign performed in the district revealed the unbearable temperatures that the occupants
have to endure both in summer and winter, and the need for thermal comfort improvement measures. This
section will focus on the measurements in 10 representative dwellings of the district, which recorded the
indoor air temperature every hour during the whole year 2017. The characteristics of the chosen dwellings
can be seen in Table 11.
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Number of
Dwelling Area [m2] umbero Installed sensors
occupants
D1 78 3
D2 78 5
D3 56 4
-Smart meter.
D4 56 1
D5 75 4 -Living room
temperature.
D6 73 4
D7 56 3 -Bedroom
temperature.
D8 73 3
D9 66 1
D10 73 7

Table 11: Characteristics of the monitored dwellings.

Since most of the studied dwellings were not air-conditioned, the indoor temperatures were persistently
high or low for many days in a row. Door-to-door surveys revealed that some of the occupants even moved
their cushions to the living room floor in summer, due to the unbearable temperatures in their bedrooms
during the night which made it impossible to fall asleep.

Even though all the dwellings have a split air conditioner in the living room, most of them also have an
electric stove under the living’s room table, which is very frequent in Spain. Under the wrong assumption
that using the stove incurs in lower costs, most of the dwellings do not make use of the split air conditioners
in winter: either they don’t use heating at all, or they only use the electric stoves. The hourly measured
temperatures of the living rooms in the monitored dwellings can be seen in Figure 81. As shown, the indoor
temperatures in all the dwellings are certainly far beyond the comfort zone most of the time, even though
some of them make use of the split air conditioners for short periods.
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Figure 81: Hourly temperatures of the living rooms in the monitored households (left) and average daily
temperatures (right).
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On the other hand, the temperature of one bedroom in each monitored dwelling was also measured. In
contrast with the measurements of the temperatures in the living rooms, it can be seen that none of the
bedrooms in the dwellings are air-conditioned (see Figure 82). The differences between dwellings are mainly
due to orientation (solar gains) and internal gains. The percentage of time outside the comfort zone in all the
dwellings can also be seen in Figure 83. The results reveal the poor conditions in which the occupants of
these households live, with several months in a row where the thermal comfort is violated 100 % of the time.

Indoor temperature [C]

o 1000 2000 3000 4000 5000 6000 7000 8000

—D1 D2 —D3 —D4 —D5 —D6 —D7 D8 09 —D10

D7 g D9 D10 —— Qutdoor temperature

Figure 82: Hourly temperatures of the bedrooms in the monitored households (left) and average daily
temperatures (right).
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Figure 83: Percentage of time outside the comfort zone of all the households.

If we focus on individual dwellings, a clear difference can be observed between those whose living room is
air-conditioned, and those that make no use of heating or cooling. This can be seen in Figure 84, which shows
the difference of temperatures between the living room and the bedroom in dwellings D6 and D7. While D6
uses the split air-conditioning unit, D7 uses no heating or cooling whatsoever, which translates into very
similar temperatures in both of its rooms.
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Figure 84: Comparison of temperatures in the conditioned household D6 (up) and the non-conditioned
household D7 (down).

5.3.3. Electricity consumption of the district

Household electricity consumption has a very strong temporal variation not captured with consumption
data from monthly bills, so high-resolution data from smart meters is paramount. The monitoring of 10
representative dwellings allowed to estimate the total electricity consumption of the district in an accurate
way. As we aggregate different household electricity consumption profiles, the result for the district is a
smoother profile whose shape will match better the PV generation. In order to show the measurements of
the 10 dwellings, an average daily energy consumption profile per household in the district (which accounts
for all appliances and lighting consumptions in the dwellings) has been produced, distinguishing between
each month (see Figure 85). Peaks can be observed at lunch (around 15h) and dinner time (21-22h). These
average profiles have been obtained considering only the consumption measurements in each individual
dwelling when the difference between the temperatures in its two monitored rooms is lower than 1°C, so as
not to take into account hours with air-conditioning consumptions.
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Figure 85: Average monthly energy consumption per household in the district.

In order to calculate the total electricity consumption of the district (without taking air-conditioning into
account), the average consumption of the 10 monitored dwellings has been calculated for each hour of the
year, discarding those consumptions when the difference of temperature between the monitored rooms of
the household was higher than 1°C. Once the average consumption is calculated each hour, the total
consumption has been estimated by extrapolating the result to the whole district, composed of 235 dwellings.
The resulting hourly consumption profile of the district for the whole year is shown in Figure 86.
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Figure 86: Electricity consumption of the district for every hour of the year.

5.3.4. Building typologies

To simplify the process, the district of 235 dwellings has been divided into 37 different typologies. This means
that every dwelling in the district belongs to one of the typologies, which have been distinguished according
to geometry of the dwelling, orientation and floor number. Table 12 shows a summary of the considered
typologies. Ideally, the methodology explained in Chapter 2 could have been followed, determining the
representative dwellings of the district through clustering techniques. However, this was not possible due
to the fact that the monitoring campaign was already under way when the present study began, so it was
not possible to choose which dwellings should be monitored. Nevertheless, the typologies proposed in this
study were also very carefully chosen and are representative of the district’s behavior.
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AREA NUMBER OF
TYPOLOGY | ORIENTATION o FLOOR DWELLINGS IN
[m2] THE DISTRICT

1 SOUTH-WEST 66 GROUND FLOOR 7

2 NORTH-WEST 66 GROUND FLOOR 9

B) NORTH-EAST 61 GROUND FLOOR 4

4 SOUTH-EAST 61 GROUND FLOOR 2

5) SOUTH-WEST 78 INTERMEDIATE 8

6 NORTH-WEST 78 INTERMEDIATE 6

7 NORTH-EAST 78 INTERMEDIATE 6

8 SOUTH-EAST 78 INTERMEDIATE 9

9 SOUTH-WEST 66 INTERMEDIATE 13

10 NORTH-WEST 66 INTERMEDIATE 14

11 NORTH-EAST 66 INTERMEDIATE 15

12 SOUTH-EAST 66 INTERMEDIATE 14

13 SOUTH-WEST 66 UPPER FLOOR WITH ROOF 9

14 NORTH-WEST 66 UPPER FLOOR WITH ROOF 9

15 NORTH-EAST 66 UPPER FLOOR WITH ROOF 4

16 SOUTH-EAST 66 UPPER FLOOR WITH ROOF 4
NORTH-WEST

17 / SOUTH-WEST 56 GROUND FLOOR 2
NORTH-EAST /

18 SOUTH-EAST 56 GROUND FLOOR 2
NORTH-WEST

19 / SOUTH-WEST 56 INTERMEDIATE 2
NORTH-EAST /

20 SOUTH-EAST 56 INTERMEDIATE 2
NORTH-WEST

21 /SOUTH-WEST 56 UPPER FLOOR WITH ROOF 2
NORTH-EAST /

22 SOUTH-EAST 56 UPPER FLOOR WITH ROOF 2

GROUND AND FIRST
23 NORTH-WEST 75 FLOOR B
24 NORTH-WEST 75 GROUND FLOOR 2
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25 NORTH-EAST 57 GROUND FLOOR 2
GROUND AND FIRST
26 NORTH-EAST 65 FLOOR 2
INTERMEDIATE FIRST
27 NORTH-WEST 75 FLOOR 4
28 SOUTH-EAST / 51 INTERMEDIATE FIRST ’
NORTH-EAST FLOOR
2 SOUTH-EAST / 5 INTERMEDIATE SECOND ’
NORTH-EAST FLOOR
INTERMEDIATE FIRST
30 NORTH-WEST 56 FLOOR 6
INTERMEDIATE FIRST
31 NORTH-EAST 75 FLOOR 9
INTERMEDIATE + UPPER
32 NORTH-WEST 73 FLOOR WITH ROOF 23
INTERMEDIATE + UPPER
33 NORTH-EAST 73 FLOOR WITH ROOF 27
3 NORTH-WEST 64 INTERMEDIATE + UPPER 2
/NORTH-EAST FLOOR WITH ROOF
35 NORTH-WEST 64 INTERMEDIATE + UPPER 2
/SOUTH-EAST FLOOR WITH ROOF
36 SOUTH-EAST / 64 INTERMEDIATE + UPPER 2
NORTH-WEST FLOOR WITH ROOF
37 SOUTH-EAST / 64 INTERMEDIATE + UPPER By
SOUTH-WEST FLOOR WITH ROOF
235

Table 12: Characteristics of all the dwelling typologies in the district.

5.3.5. Methodological description

From the point of view of the author of this Thesis, the PV potential of the district could be used to mitigate
the consequences of low income and high energy prices on its inhabitants, which restrict their energy
consumption especially when it comes to heating or cooling the dwellings. In this case, the solar power
generation will be used to cover partially the electricity demand of the district. No electrical storage will be
considered.

If the PV generation is lower than the demand, then all the PV generation will be used and the rest of the
electricity necessary to cover the demand of the district will be obtained from the grid at its regular price.
Conversely, if the PV generation exceeds the demand, there will be exported energy. Traditionally this is
handled by using net metering, which allows users with surplus electricity to feed the electricity that they
do not use back into the grid, obtaining benefits in the process. Given the intricate regulatory and practical
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situation in Spain in this respect, the proposal of this study is to use the electricity surplus to feed the heat
pumps in the district instead. In this way, the thermal storage capacity of the buildings is used and the
thermal comfort of the occupants can be improved. The control strategy of the proposed system is
summarized in Figure 87.

PV PRODUCTION Electricity Pemand of
the district

Epy 4 ’ Ep
\—l \

Is Epy > Ep?

NO | YES
v
The electricity surplus which would
be exported is calculated.

A4
The household electricity
consumption not covered by PV
generation is obtained from the grid. Eexp = Epy—Ep

Eexp =0 Egria =0
p exp g g”‘i

grid = Ep-Epy

Instead, the available E,,, is shared between
the HPs of the households in the district,

considering different priorities and restrictions.

Figure 87: Control diagram of the proposed strategies.

On another note, two indicators will be used to analyze the match between the district’s electricity
consumption and the PV generation:

-Self-consumption ratio: share of the solar supply that is directly consumed in the district.

Z PVproduction - Z PVexported
Z PVproduction

-Self-sufficiency ratio: share of the district demand covered by the solar supply.

SCR =

Z PVproduction - Z PVexported
XEp

To determine the Life Cycle Costs (LCC) of each analyzed scenario, a time span which includes the capital
investment, operation and maintenance costs was considered. The following parameters are used:
investment period of 25 years, inflation rate of 3% and maintenance and costs of 1% of total investment of
the project. The electricity cost from the grid is 0.209 €/kWh. The total investment costs are calculated by
considering the price of the installed PV modules and inverters in each case. In addition, an increment of 40

SSR =

% will be considered so as to take into account other costs such as wiring or installation.

The values for the LCC were obtained with the following equation:

25
1
LCC = Inltlalinvestment + (COStSOperation + COStSmaintenance) : Z m
t=1

Where “t” is the year, and “r” is the inflation rate.

The PV modules chosen for the present study are the model Atersa A-250P (250W), and the inverters are
Fronius Eco 25.0-3-s (25 kW), with costs of 182 Euros and 3690 Euros respectively.
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5.3.6. PV potential simulation

Although the PV potential of a district is frequently estimated through the use of 3D models for example,
the relatively simple layout of the case study in the present study allowed to design the PV system in a
simpler but also detailed way. This was done by using Helioscope [147], a web-based PV system design tool
that integrates shading analysis, simulation and CAD in one package. It allows to estimate the yearly energy
production taking into account losses due to weather, shading, wiring, component efficiencies, panel
mismatches and aging. It provides recommendations for equipment and array layout, and the discrete
number of PV modules that can fit into a solar field is calculated, considering parameters such as the
orientation and inclination of the modules or the separation between adjacent rows.

It should be mentioned that the buildings of the district which have tilted roofs will not be used to install PV
modules, since the presence of solar thermal panels as well as other obstacles does not allow it. Considering,
only the flat roofs, an example of a PV layout in the district under study using Helioscope can be seen in
Figure 88. Since all the buildings have the same height, shading due to distant objects was not considered,
only shading between the own PV modules. The total roof area of the district is 2300 m? approximately.

\ £ B7g T 3 Y = BORAAEC AL R, % T N

Figure 88: Example of layout of the district in Helioscope: south orientation in the flat roofs.

Although the PV modules are usually oriented to maximize the annual solar power supply, this may not
optimize other indicators such as self-consumption, grid imported electricity or revenue. Thus, the present
study varies the tilt and azimuth of the PV modules installed in the horizontal rooftops of the district, so as
to assess in detail the match between the solar power supply and the electricity consumption of the district
as well as evaluate different alternatives that will entail different PV yields in summer and winter (which
will in turn influence the improvement of the thermal comfort of the occupants). Apart from varying the tilt
and orientation of the PV modules, it is also interesting to evaluate the influence of the separation between
rows in the horizontal rooftops of the district. This is done in Helioscope through the use of the span-to-rise
ratio, which is based on the front-to-back distance between modules divided by the height at the back of the
module bank. Therefore, this ratio is sensitive to whether the bank has multiple modules and the tilt of the
module, since either of these will increase the rise distance. Raising the span-to-rise ratio increases the
distance between rows, thus less PV modules will be installed, reducing the PV yield. However, increasing
the ratio also reduces the shading losses, so various alternatives should be analyzed when focusing on
maximizing the PV potential.

5.3.7. Thermal behaviour of the dwellings
In order to analyze the thermal behavior of the district in detail, a building model for each of the 37 typologies

was developed. This means that a model with an accurate consideration of the geometry, materials,
orientation, exposed surfaces of ceilings, walls, and floors is available for each of the 235 dwellings. The
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dwelling models were developed in the HULC software, using the real constructive solutions. Then, the
energy baselines were obtained for the 10 dwellings with good measurements available, allowing to calibrate
the simulation models of the 37 typologies by following the procedure described in Chapter 4 and
extrapolating the obtained baselines. This calibration was possible thanks to the physical meaning of the
coefficients of the energy baselines’ correlations.

As an example, a validation of the model of dwelling D4 (which corresponds to Typology 22) is presented
in Figure 89, which compares the real measurements of the dwelling in 2017 with the simulation results of
its free-floating temperature (no air-conditioning system) when using the real climatic data. As it can be seen,
the results obtained are highly accurate.
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Figure 89: Validation of the simulated and measured indoor temperature of dwelling 4 for the whole year.

5.3.8. Description of the proposed strategies

5.3.8.1. Optimal PV potential strategies

In this section, different alternatives that influence the PV production will be analyzed using the buildings
with horizontal roofs. Many studies carry out a very detailed analysis for the optimization of the orientation
and the tilt angle of the PV modules. For example, a very interesting review of tilt and azimuth angles
considering design parameters, simulations and mathematical techniques for different applications can be
seen in [54]. Other studies such as [148-151] determine the optimum tilt angles and orientation for solar
photovoltaic arrays, in order to maximize incident solar irradiance for specific periods or latitudes. However,
the amount of possibilities considered were reduced to 3 different tilt angles and 4 different orientations,
since a detailed optimization was not its primary objective.

The options considered for the inclination of the PV modules are: latitude -10°, latitude + 0° and latitude +10°.
For the PV module orientation, the following options (which adapt to the shape of the roofs) will be studied:

e North-East orientation of the PV modules (66°).

e South-East orientation of the PV modules (156°).
e  South orientation of the PV modules (180°).

e  South-West orientation of the PV modules (246°).

Two alternatives for module spacing will be also used: span-to-rise=1.5 and span-to-rise=2, to check whether
it is better to increase the distance between rows (less PV modules installed but reduced shading losses) or
not. The proposed alternatives will be analyzed with the aim of estimating their effect on the following
variables:
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e Number of panels that can be installed.

e Annual/winter/summer solar energy supply.
e Matched electricity consumption.

e  Self-consumption ratio.

e Self-sufficiency ratio.

e Life Cycle Cost.

Once all the alternatives have been examined, three of them will be chosen regarding the following criteria:
maximization of self-sufficiency (SSF), maximization of exported PV production (SUPPLY) and
minimization of the investment costs (INV). This will be done focusing only on the PV production and
electricity demand of the district.

5.3.8.2. Thermal comfort strategies

The previously mentioned chosen strategies will be then used for the thermal comfort improvement analysis
of the dwellings, using weather data of a representative year. However, one question that should be
answered is the following;: if there is surplus production (exported energy), who should benefit from the
available electricity? This study does not seek to propose a detailed course of action regarding this issue (just
like sharing in the reality the PV production between dwellings with different electricity consumptions),
since it would be a task for studies with different purposes.

Bearing in mind that the focus is on quantifying the improvement of the thermal comfort of the occupants
in the district, the following strategies are proposed:

o All the 235 dwellings in the district receive the same amount of electricity to feed their heat pumps
(proportional). An indoor temperature restriction is considered: the heat pump of a dwelling can
only be used at any time of the simulation if the thermal comfort of the occupants is guaranteed (20-
25°C). If this condition is not fulfilled, the energy that this dwelling would receive is shared by the
remaining dwellings instead. If all the 235 dwellings have already been considered in a certain time-
step and there is still a surplus, it will be quantified. This strategy will be named as “Prop”.

e A fixed amount of electricity (500 Wh or 1000 Wh) is used to feed the heat pump of each dwelling.
In this case, the number of dwellings nur that can be fed considering the available electricity is
calculated at the beginning of each time-step, and the nur buildings with the lowest indoor
temperature (in winter) or highest indoor temperature (in summer) will activate their heat pumps.
The same indoor temperature restrictions as for the first strategy are considered. These strategies
will be named as “Q=500" and “Q=1000".

e The indoor temperature of all the dwellings in the district is checked at the beginning of the time-
step. First, the dwelling with the lowest indoor temperature in winter (or highest in summer) is
heated until reaching a certain set-point temperature. The necessary consumption in order to do so
is accounted for. Then, the next dwelling is chosen and so on, until all the exported PV electricity
has been used. Two options will be considered: one with a set-point temperature of 25 °C in winter
and 20 °C in summer, and another one with 22.5 °C for both summer and winter periods. These
strategies will be named as “T=20/25" and “T=22.5".

In summary, these 5 thermal comfort improvement strategies will be simulated for each of the chosen
optimal PV strategies (maximization of self-sufficiency, maximization of exported PV production and
minimization of the investment costs), making a total of 15 alternatives. An average Coefficient of
Performance (COP) of 2 will be considered for all the heat pumps in the district, which is a rather
conservative value. Then, several indicators will be shown so as to make a proper performance assessment
and comparison between the different options. The total excess degree hours for example will account for
the sum of temperature differences in the whole season between the indoor temperature and the comfort
temperature (below 20 “C in winter and above 25 °C in summer).
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5.3.9. Analysis of results

5.3.9.1. PV potential calculations

Once all the PV potential calculations proposed in the previous section have been completed in Helioscope,
the next step is to calculate all the variables involved. The number of PV modules that can be installed in the
district is provided by the software, as well as the installed power and the solar power supply, calculated for
every hour of the year. The annual results can be seen in Figure 90, with colors that highlight the best
alternatives in each column independently.

PV MODULE PVMODULE | SPAN- | Number | Installed [ Annualsolar | Grid | Matched e:;::ld e:\:;‘:e'd ::pmorr't‘:; setfcons. | selfuft.
ALTERNATIVE | ORIENTATION | INCLINATIONIN | TO-RISE| of PV | power | P8 | Cost/kwip| power supply | import | electricty | J B | SREEE | SRR | Lee kel |2 atio
INFLATROOFS |  FLATROOFS [ RATIO |modules | [kWp] Mwh] | vwh) | tawhyyed | SO0 el
Base case - - -
1 NORTH-EAST | LATITUDE+10 | 15 885 221 261923 | 1184 204 477 124 81 36 a4 2043 | 60.5% 20.6%
2 NORTH-EAST | LATITUDE +10 2 824 206 246411 | 1196 223 467 133 90 37 53 1989 | 59.8% 222%
3 NORTH-EAST LATITUDE 15 939 235 280862 | 119 271 445 155 116 50 67 1950 | 57.2% 25.9%
4 NORTH-EAST LATITUDE 2 839 210 250187 | 1193 244 452 149 95 @ 54 1937 | 61.0% 24.8%
5 NORTH-EAST |  LATITUDE - 10 15 | 1053 | 263 309946 | 1177 340 418 182 149 70 79 1886 | 53.6% 303%
6 NORTH-EAST | LATITUDE - 10 2 861 215 255800 | 1188 262 436 164 98 45 52 1888 | 62.7% 27.3%
7 SOUTH-EAST | LATITUDE+10 | 15 848 212 252534 | 1191 326 406 194 132 78 54 1775 | 59.5% 323%
8 SOUTH-EAST | LATITUDE +10 2 720 180 214716 | 1193 289 414 186 103 62 a1 1759 | 64.5% 31.0%
9 SOUTH-EAST LATITUDE 15 723 181 220593 | 1220 336 400 201 135 82 53 1714 | 59.7% 33.4%
10 SOUTH-EAST LATITUDE 2 723 181 215430 | 1192 295 409 191 104 64 39 1743 | 64.8% 31.8%
11 SOUTH-EAST |  LATITUDE - 10 15 945 236 282393 | 1195 392 387 213 179 98 80 1740 | 54.4% 35.5%
12 SOUTH-EAST |  LATITUDE - 10 2 835 209 249167 | 1194 353 394 207 146 81 64 1725 | 58.7% 34.5%
13 SOUTH LATITUDE+10 | 1.5 797 199 239472 | 1202 326 398 202 125 71 54 1731 | 61.8% 33.6%
14 SOUTH LATITUDE + 10 2 661 165 || 199613 | 1208 285 408 192 93 52 41 1720 67.5% 32.0%
15 SOUTH LATITUDE 15 852 213 253555 | 1190 342 392 208 134 77 57 1726 | 60.9% 34.6%
16 SOUTH LATITUDE 2 852 213 248392 | 1166 299 401 200 99 59 a1 1749 | 66.8% 333%
17 SOUTH LATITUDE - 10 15 884 221 261719 | 1184 344 388 212 132 81 51 1719 | 61.7% 35.4%
18 SOUTH LATITUDE - 10 2 775 194 233859 | 1207 346 392 209 137 73 64 1700 | 60.3% 34.8%
19 SOUTH-WEST | LATITUDE+10 | 15 903 226 271678 | 1203 293 402 199 94 51 43 1782 | 67.8% 33.1%
20 SOUTH-WEST | LATITUDE +10 2 828 207 247432 | 1195 254 410 190 64 39 24 1784 | 74.8% 31.6%
21 SOUTH-WEST LATITUDE 15 777 194 244695 || 1260 304 393 208 9% 61 35 1716 | 68.4% 34.6%
22 SOUTH-WEST LATITUDE 2 777 194 234370 | 1207 282 399 202 80 47 33 1727 | 71.5% 33.6%
23 SOUTH-WEST | LATITUDE - 10 15 | 1064 | 266 312803 | 1176 376 380 220 156 84 71 1751 | 58.6% 36.7%
24 SOUTH-WEST | LATITUDE - 10 2 872 218 258657 | 1186 291 393 207 84 51 33 1735 | 71.0% 34.5%

Figure 90: Obtained results in all the analyzed strategies. In each column, green cells represent the best
options while red cells represent the worst ones. The marked alternatives are those chosen for the thermal
comfort study.

First of all, it should be mentioned that choosing the optimal parameters is paramount in order to maximize
the solar supply, which varies up to 48 % among the studied alternatives. On the other hand, the differences
between them regarding grid import, matched electricity and self-sufficiency ratio are not very significant.
The reason behind this is that the electricity consumption of the social housing district is low, especially when
compared to the PV generation obtained during sunshine hours after the installation of the PV modules.
Remembering that the exported energy and its potential revenue is not being computed in these calculations
for the reasons noted above, the considered alternatives still show payback periods around 7 years. Other
conclusions that may be reached are mentioned below:

e The base case, which considers the provision of all electricity from the grid, is the one with the
highest LCC.

e A lower inclination angle of the PV modules leads to more modules being installed, since the
separation between rows is less restrictive. The North-East and South-West orientations also favor
the number of modules that can be installed due to the shape of the roofs. The same happens with
the span-to-rise ratio: the simulations with a value of 1.5 allow the installation of more modules. In
most cases this results in an increase of the solar power supply, but also an increase on the LCC. The
reason is that although more PV panels are installed, the shading losses increase if a span-to-rise
ratio of 1.5 is used. Therefore, the results need to be carefully analyzed in order to choose the optimal
options.

e Inmost cases, the maximum power supply in summer and annually is achieved with an inclination
of latitude-10".
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e In general, using the PV layouts with the North-East orientation results in less annual solar power
supply as well as matched generation, exported electricity and self-sufficiency ratio. In addition,
they are the ones with worse LCCs.

e The matched electricity and self-sufficiency ratio is higher when the South-West layout orientation
is used (thus the grid import is lower in these cases). The reason is that the electricity demand of the
district is higher after midday, favoring the South-West orientations which generate more energy
during those periods.

After considering in detail all the results from the PV alternatives that have been analyzed, three of them
have been chosen for the thermal comfort study (see Figure 90):

e Alternative 11: it was selected since it offers the highest solar power supply both in summer and
winter.

e  Alternative 14: it has the lowest investment cost and almost the lowest LCC, since it is the alternative
with the lowest number of PV modules installed. This option is optimal from an economic point of
view, but offers a lower solar power supply.

e Alternative 23: it shows the highest self-sufficiency ratio and matched electricity, as well as the
lowest grid import. This is due to the fact that it is the option with more PV modules installed (and
higher investment costs).

5.3.9.2. Thermal comfort improvement of the chosen strategies

As mentioned before, the three optimal PV strategies that have been selected will be now used to analyze
the potential benefits of using their exported PV production so as to improve the thermal comfort of the
occupants, considering five different alternatives. Therefore, a total of 15 simulations will be conducted. Each
simulation analyzes on an hourly basis the thermal behavior of each of the 235 dwellings during the 8760
hours of the year. The decision of which heat pumps should be activated, which depends on the strategy, is
taken every time-step. As an example, Figure 91 illustrates simulated indoor temperatures and
consumptions in dwelling 130 for some of the analyzed strategies in the PV optimal case that maximizes the
exported PV production (SUPPLY). It can be seen how during the day, the exported PV production (Q) given
to this dwelling is used to supply heat, which results in an increase of the indoor temperatures. It can also be
seen how on the 21 of March this dwelling was not chosen for the strategy T=20/25, since other dwellings of
the district had a higher priority due to their lower indoor temperatures. Once all the alternatives have been
simulated, several indicators are calculated.
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Figure 91: Example of simulated indoor temperatures and consumptions in the dwelling 130 for some of
the analyzed strategies (case maximization of exported PV production).

The energy storage capacity of the structural mass becomes clear (see Figure 92) when the indoor
temperature fluctuation under full free floating conditions (purple curve) and the indoor temperature
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fluctuation when the heat pump operates (green curve) are compared. The effect of the thermal mass is
proportional to the difference between both curves when the heat pump is switched off (shaded area). It can
be seen how this difference is obviously higher in hours immediately after the heat pump operation.
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Figure 92: Example of thermal energy storage before and after the heat pump operation in the dwelling
130.

The results of all the strategies are given in Table 13, which shows among others the average total excess
degree hours and average percentage of time outside the comfort zone of the dwellings in the district for
each alternative. First of all, as we can see the three PV optimal strategies (SUPPLY, INV and SSF) have a
different amount of available electricity, which influence the thermal comfort improvements. The percentage
of energy used is computed in each simulation. This indicates the amount of available electricity that has
been used during the whole year in the heat pumps of the district. A 100 % is never achieved, since it could
happen that during a certain time-step all the buildings have already been heated/cooled and there is still
surplus electricity, for example if Q=500 Wh and the PV production is higher than 117500 Wh, or if the
temperature requirements of the strategies are not met so the dwelling cannot be used. The number of
activated dwellings varies depending on the followed strategy, and the highest values can be found for the
strategy “PROP”, since there are no priorities to heat/cool the dwellings and the same amount of energy is
given to each of them.

Winter Summer
Available T Average Excess ) Pnlercentag'e of ) Excess i Pércentagg of
expo@gd y——— number of degree Reduction time outside Reduction degree Reduction time outside Reduction [%]
electricity activated hours %] the confort [%] hours [%] the confort
[MWh] el dwellings rchl z0ne [%] [rch z0ne [%]
BASE CASE - - - 17405 0.0% 76.3% 0.0% 11369 0.0% 72.3% 0.0%
SUPPLY_PROP 92.19 222 15448 11.2% 68.8% 7.5% 8402 26.1% 61.7% 10.5%
SUPPLY_Q=500 90.02 133 15475 11.1% 69.3% 7.0% 8479 25.4% 62.2% 10.1%
SUPPLY_Q=1000 178.8 85.42 65 15530 10.8% 69.6% 6.7% 8459 25.6% 62.7% 9.6%
SUPPLY_T=20/25 96.81 45 15812 9.2% 69.9% 6.4% 8671 23.7% 62.1% 10.2%
SUPPLY_T=22.5 88.23 64 15760 9.4% 69.5% 6.8% 8646 24.0% 62.0% 10.3%
INV_PROP 95.54 226 16197 6.9% 72.5% 3.8% 9772 14.0% 66.9% 5.4%
INV_Q=500 95.33 92 16206 6.9% 72.7% 3.6% 9719 14.5% 66.8% 5.5%
INV_Q=1000 92.6 89.81 45 16262 6.6% 73.0% 3.3% 9751 14.2% 67.1% 5.2%
INV_T=20/25 97.5 26 16452 5.5% 73.2% 3.1% 9896 13.0% 66.8% 5.4%
INV_T_225 89.22 40 16405 5.7% 72.8% 3.5% 9874 13.2% 66.8% 5.5%
SSF_PROP 92.66 222 15884 8.7% 69.9% 6.4% 8669 23.7% 62.9% 9.4%
SSF_Q=500 90.78 130 15903 8.6% 70.3% 6.0% 8711 23.4% 63.2% 9.1%
SSF_Q=1000 155.7 86.07 64 15951 8.4% 70.7% 5.6% 8693 23.5% 63.4% 8.9%
SSF_T=20/25 97.32 61 16146 7.2% 70.7% 5.6% 8941 21.4% 63.2% 9.0%
SSF_T=22.5 85.47 43 16112 7.4% 70.5% 5.8% 8883 21.9% 62.8% 9.5%

Table 13: Overview of the average obtained results in the district.
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The highest reduction of total excess degree hours is found for the case “SUPPLY_PROP” (optimal PV case
that maximizes the exported PV production, and shares the available energy between all the dwellings
equally). The reason is that compared to the other strategies, the increase of temperatures produced by the
heat pumps in the dwellings is lower, which translates into lower thermal losses. If a dwelling is
heated/cooled only sporadically, the energy will be wasted rapidly. But, if a dwelling is repeatedly used, its
thermal inertia allows to store the energy in a more adequate way. A 11.2 % reduction of the total excess
degree hours in winter and 26.1 % in summer (more available electricity) may be achieved, reducing the
percentage of time outside the comfort zone in 7.5 % and 10.5 % respectively. Although these results may
not seem very appealing, the influence that these reductions of total excess degree hours have on the health
of the occupants should be taken into account, since illnesses are associated with higher thermal comfort
violations.

Besides, these results could be rather misleading. Although it is true that the strategy “PROP” is the best
alternative when looking at the whole district, the electricity in this case is shared equally between all the
buildings. This means that for example a dwelling with better solar access than another one is given the same
amount of energy. Therefore, although when looking at the whole district the average total excess degree
hours is lower in “PROP”, the dwellings with worse indoor conditions do not have a higher priority. Figure
93 shows the range of total excess degree hours of all the dwellings in the district for each strategy in the case
“SUPPLY”, as well as their distribution, which is similar in the studied alternatives. As it can be seen,
although the average of the district in the case “PROP” is lower, there are buildings with much higher total
excess degree hours compared to the other alternatives. For this reason, the alternative T=20/25 is considered
as a more suitable option, since it is also able to reduce the differences of thermal comfort between the
dwellings of the district, favoring those which have worse indoor conditions.

floating

0 2500 5000 7500 10000 12500 15000 17500 20000 22500 25000 27500

Excess degree hours in winter [°C -h]

Figure 93: Comparison of total excess degree hours of the households for each strategy (case maximization
of exported PV production).

Last of all, another interesting outcome of the present study is to know what the results of thermal comfort
improvement would be, had the assumptions been different. The strategy T=20/25, considered as a
consequence of the previous results as the most appropriate one to reduce the differences of thermal comfort
in the district, will be used in the following scenarios:

¢  Only the living rooms will be considered, instead of heating/cooling the whole dwellings. The PV
production still covers the district demand partially just like in previous cases.

o All the electricity generated by the PV modules will be used for the heat pumps instead of covering
partially the electricity demand of the district, heating or cooling the whole dwellings.

e  The potential PV generation if the buildings with tilted roofs had been used will also be considered,
increasing the available electricity (still covering partially the electricity demand of the district and
heating/cooling the whole dwellings).
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The results (see Table 14) show that if only the living rooms of the district are considered, the comfort
improvements are much higher (reductions of average excess degree hours of 34 % in winter and 72.6 % in
summer). The reason for this is the lower amount of energy necessary to heat/cool the living rooms compared
to the whole dwellings, which also decreases the percentage of energy used. An example of the hourly indoor
temperatures achieved in the living room of a dwelling compared to its free-floating temperature is
illustrated in Figure 94, showing the benefits of such a strategy. As for the case that doesn’t partially cover
the demand of the district, higher reductions are also achieved (from 9 % to 24 % in winter and from 24 % to
44 % in summer). Last of all, if the PV potential of the buildings with tilted roofs had been used, a reduction
of almost 33 % could be achieved in winter and 67 % in summer, heating or cooling the whole dwellings.

Winter Summer

Average Time Time
Available Ener numbger Excess outside Excess outside
exported usegy of degree | Reduction - Reduction degree | Reduction the Reduction
electricity ) hours [%] [%] hours [%] confort [%]

[%] activated . confort o
[MWh] K ["C:h] ["C:h] zone
dwellings zone [%]
[%]

Base Case - - - 17405 0.0% 76.3% 0.0% 11369 0.0% 72.3% 0.0%
Whole district | ;¢ g 9.8 45 15812 9.2% 69.9% 6.4% 8671 237% | 621% | 102%
(previous case)

Or:l)yolxlsng 178.8 67.6 153 11428 34.3% 55.5% 20.8% 3117 72.6% 34.7% 37.6%

All PV
generation is 392.2 94.1 62 13263 23.8% 63.1% 13.2% 6370 44.0% 51.8% 20.5%
used

Including
generation of 698.4 80.7 123 11680 32.9% 56.9% 19.4% 3774 66.8% 38.2% 34.1%

tilted roofs
Table 14: Results of the analyzed options.
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Figure 94: Hourly and daily free floating temperature of the living room in dwelling 147 vs. temperatures
achieved with strategy T=20/25.
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5.3.10. Conclusions

In this chapter, a novel approach in order to improve the thermal comfort of the occupants in a district at risk
of energy poverty has been developed. Taking advantage of the rooftop PV potential of the area, the solar
supply is used to cover part of the electricity consumption of the households during the day, reducing their
energy bills. Then, instead of using electric storage, the proposal is to use the surplus electricity to supply
energy for the heat pumps in the district, heating or cooling the whole dwellings.

First, the optimal strategies from an electrical and economical point of view were chosen, changing the
orientation and inclination of the PV modules as well as their separation in order to maximize the solar
supply, minimize the investment or maximize the self-sufficiency ratio of the district. The results showed
that the solar power supply was maximized by using a South-East orientation, while using a South
orientation with less PV modules installed led to the lowest investment, due to the relatively low
consumption of the district compared to the PV generation. The self-sufficiency ratio was maximized using
a South-West orientation, which favors the solar power supply when the consumption of the district is
higher.

After choosing the PV optimal strategies, the surplus electricity in those alternatives was used to share the
electricity between the heat pumps of the 235 dwellings of the district. Heating or cooling the whole
dwellings, the results showed that the thermal comfort of the occupants could be improved in average up to
11 % in winter and 26 % in summer. If all the PV generation was used, a reduction of 24 % in winter and 44
% in summer could be obtained. On the other hand, if more buildings could be employed to install PV
modules, improvements up to 33 % in winter and 67 % in summer could be expected. If only the living rooms
of the district were heated, up to 34 % and 73 % reduction in winter and summer respectively could be
achieved. In all the cases considered, the thermal comfort differences among the dwellings of the district are
reduced significantly, particularly in some of the proposed strategies.

The outcomes of this study show the potential benefits of the approaches that have been introduced when it
comes to tackling energy poverty, even without considering a previous implementation of traditional
thermal mitigation strategies. In future work, the synergies between the approaches shown in the present
study and traditional retrofitting strategies could be further analyzed. The reason for this is that the results
of thermal comfort improvement shown here would most probably improve if thermal mitigation strategies
were previously implemented, due to the reduction of the thermal losses of the buildings which allows to
store the energy inside the buildings for longer periods. These proposed alternatives could be used by policy-
makers in the future, reducing the energy bills of occupants with monetary restrictions and at the same time
improving substantially their thermal comfort.

The contents of this section have been included in the paper “Mitigating energy poverty: Potential contributions
of combining PV and building thermal mass storage in low-income households”[152], by L. Romero Rodriguez et al
and published in the journal “Energy Conversion and Management”.
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6. APPLICATION FOR A SMART
MANAGEMENT OF MICROGRIDS

The previous chapters of this Thesis have demonstrated the potential of large scale energy analyses when it
comes to achieving highly energy-efficient districts. Much emphasis was placed on giving insights into how
to obtain accurate energy demand and solar potential estimations for whole regions, as a means of enhancing
the integration of renewable energies, achieving higher self-sufficiencies and decreasing energy costs. The
potential of using the structural thermal energy storage capacity of buildings for DR purposes was also
established, and accurate and versatile energy baselines that characterize the buildings of a district were
developed. As a last step, the present chapter aims to integrate several of those elements and findings of the
previous sections, applying for instance the HULGIS tool presented in Chapter 2 and the baseline models
that were shown in Chapter 4, in order to carry out preconditioning strategies which were introduced in
Chapter 3. The final question to be answered in this Thesis is the following. Instead of looking at buildings
as independent entities, could it be possible to enhance even more the economic savings and integration of
renewable energies if the synergies between buildings are considered and DSM strategies are implemented
on a district scale?

In this application, a district in La Graciosa Island in Spain will be proposed as a case study, considering PV
production, electrical batteries, the structural thermal energy storage capacity of the buildings as well as the
possibility to share the electricity surplus between different buildings. This will be done performing
simulations supported by experimental measurements of the real electricity consumptions of the district. A
novel rule-based control that is applied at 15 minutes intervals will be considered so as to decrease the energy
costs of the district as well as increase the self-consumption and self-sufficiency ratios due to the reduction
of electricity imports/exports. Compared to the traditional situation in which each building self-manages its
own importation and exportation of electricity helped by electrical batteries, the proposed alternatives
prioritize sharing the electricity surplus with other buildings of the district instead. As opposed to previous
studies on this subject, this will be done in conjunction with different precooling strategies, which will be
proposed as a means of achieving economic savings through indirect energy storage, available at no
additional costs.

6.1. Introduction

The last few decades have shown that traditional energy improvement approaches are insufficient to ensure
a sustainable future for all, even with the notorious emergence of renewable energies. The increasing energy
demands, uncertainties due to intermittent renewable energy generation and constrained power systems
call for an active participation of the consumers, which could play a vital role. Due to their major contribution
to global energy consumption, buildings offer many potential advantages thanks to the varying nature of
their many energy uses: from appliance load-shifting to thermal mass storage approaches. Even though the
load management that could be provided by a single household is rather small, their aggregation creates
many opportunities for innovative approaches at larger scales. However, as previously highlighted in this
Thesis, the advantages for individual buildings have been widely studied, but there is still little
understanding of the potential benefits of an urban scale implementation of such systems.

There are several approaches to integrate district energy systems, such as microgrids or virtual power plants
(many micro-generators not necessarily located nearby). Integrated community energy systems could be
accepted by many actors such as local governments, communities, energy suppliers or system operators,
which see them as an effective means to achieve sustainability as well as consider their importance in future
energy systems [153]. Sharing the energy among different users involves two key elements: ICT, and
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optimization techniques [154]. The latter is due to the fact that an optimal management of a microgrid
requires to investigate in detail the control strategies that should be implemented, since the large amount of
bi-directional energy flows allows for multiple dispatching strategies.

6.1.1. Literature review

6.1.1.1. Distributed Energy Resources

Distributed Energy Resources (DER) are believed to be one of the great pillars for achieving a sustainable
future. DER include, among others, small-scale electricity-producing units connected directly to the local
distribution system or building where they are located (distributed generation), plug-in electric vehicles,
distributed energy storages and responsive loads [155]. The proliferation of DER poses many challenges such
as reverse power flows or overvoltage issues, but also brings increasing flexibility due to energy storage
systems and flexible demands [156]. Thanks to the widespread use of DER, users that both consume and
produce energy are emerging: prosumers.

To promote the use of renewable energies and DER, Feed-in Tariffs emerged as an economic incentive.
However, the reduction of these Feed-in-Tariffs in many countries during the past years has encouraged an
increase of self-consumption as well as the share of energy between nearby prosumers. Therefore, there have
been increasing interests in investigating how to manage DER in an optimal way [156]. In this context, the
microgrid concept allows prosumers to participate in an energy sharing zone, sharing the electricity instead
of exporting it to the grid. Since the generation of DERs is unpredictable and intermittent, prosumers who
have surplus energy could either store it with storage devices or supply others who are in energy deficit: this
energy trading among prosumers is called Peer-to-Peer (P2P) energy trading [157].

6.1.1.2. Microgrids

Conventionally, prosumers exchange electricity with the grid: purchasing it from the wholesale electricity
market and selling it in the retail market. A microgrid can be defined as a group of interconnected DER and
prosumers with definable boundaries that could operate independently or not from other power grids. In
this context, the surplus electricity from the prosumers of a microgrid could be shared with others (even with
consumers that are not able to produce electricity), since some of them may have an energy surplus when
others are in deficit and a cooperative distribution among them could improve the balance of energy supply
[158]. At present such energy trading is mostly performed on very large scales, so new mechanisms for small
scale trading are needed. The purpose of integrated systems on a district scale is to consider the requirements
of the whole community, achieving better synergies between prosumers.

Many studies have been published on these topics. For instance, [159] considers an aggregator that controls
a population of residential prosumers that own flexible Thermostatically Controlled Loads (TCL) and RES,
studying the optimal scheduling method to maximize the economic benefits of the whole population and
helping to balance supply and demand. The study in [158] proposed a method of autonomous cooperative
energy trading in a microgrid with RES, storage and prosumer-to-prosumer energy exchange, showing that
their proposed energy trading could increase the utilization of RES and reduce costs. The increasing
utilization of RES could also result in CO: emission savings. Furthermore, in [154] a detailed review of
prosumer based energy management and sharing is presented, claiming that there is an enormous potential
for cost savings, energy conservation and peak load balancing, leading to a specific future research direction.
The amount of projects in this area has also significantly increased all around the world, and [157] elaborates
main focuses and outcomes of many of such projects, comparing their similarities and differences.

The number of participants in a microgrid is also important. According to [14], which evaluates the benefits
of DR programs, the increasing number of participants increases the flexibility of the system and reduces the
overall operational costs, but the benefits per individual decreases in the presence of more consumers since
a reduced effort from each of them is needed. In addition, [160] showed that the more customers participate
in P2P sharing and the bigger the battery size, the smaller the community’s average annual energy costs of
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each participant and the higher the community’s self-sufficiency.

In the management of DERs, there are mainly two types of entities [156], operators and prosumers, and
research on the management of DERs is categorized into two main streams that depend on their relationship.
In the first one, the operators coordinate all the DERs to maximize the overall economic benefits or provide
ancillary services (additional incentives would be needed). In the second one, the operators only provide a
local market platform so that the prosumers share the energy with each other to maximize their own benefits
individually (no additional incentives are needed). The latter is the so called peer-to-peer energy sharing
concept, which will be analyzed in more detail in the next section. Energy sharing models specify how
prosumers exchange and trade energy with each other, and the studies made in this field can be divided into
3 categories [161]: energy sharing conducted by one centralized authority, energy sharing achieved by the
interaction between an operator and a group of prosumers, and energy sharing achieved by the interaction
of a group of prosumers (P2P energy sharing).

6.1.1.3. Peer-to-peer energy sharing

Peer-to-peer energy sharing allows the surplus electricity from DERs to be traded between prosumers in a
community microgrid [160]. P2P trading is also defined as flexible energy trades between peers, where the
excessive energy from many small-scale DERs is traded among local customers [162]. P2P energy trading is
one of the promising paradigms of smart grids in the near future, and it could not be implemented without
smart grid technologies such as ICT, monitoring and control functions [163]. In [160] a P2P method was
investigated allowing surplus DERs to be shared among the prosumers of a neighborhood, concluding that
their method was able to reduce the energy costs of the community by 30 % compared to conventional peer-
to-grid trading. According to [160], P2P energy sharing has a similar impact on raising a community’s self-
consumption, self-sufficiency and reducing energy costs as batteries, but at significantly less capital costs.
Therefore, they provide a great potential for profitable applications in the near future.

It should be mentioned that for different studies the corresponding frameworks of P2P trading may be
slightly different. For instance, [156] considers that in P2P energy sharing prosumers directly trade energy
with each other to achieve a win-win outcome. On the other hand, [160] claims that the research on P2P
energy sharing can be categorized by energy trade with and without an intermedia, and that although
strictly speaking P2P means energy trade without an intermedia, it does not necessarily mean that the
prosumers directly control their DERs, since they may get use of a third party entity to manage their
resources: an aggregator, whose role is described below.

6.1.1.4. Energy Sharing Coordinator

To allow multiple prosumers to participate in the market (their low energy exchanges would not allow them
to participate individually) and facilitate the control when sharing energy in a district, a coordinator is
required. These coordinators have different names in the literature, the most common of which are:
aggregator, energy sharing provider and Energy Sharing Coordinator (ESC), which is the name that will be
used in the present work. They provide P2P sharing services and act as a local market operator, and their
role is to respond to the requests made by the prosumers in an optimized way.

Generally, the ESC belongs to the microgrid operator or an independent third party that provides energy
sharing service for all the prosumers that participate and is in charge of purchasing/selling electricity from/to
the grid [164]. If the community needs electricity, the ESC buys it from the grid, and when there is electricity
surplus, it sells it. It is likely that the role of the aggregator will continue to grow in importance, boosting the
introduction of DER and smart grid technologies [165]. For instance, the study in [166] focuses on the design
of a central energy management system in order to reduce the costs and emissions, relying on a day-ahead
operational planning and an online adjustment procedure during the operation.

As regards to benefits allocation, it should be mentioned that the economic benefits obtained by trading
electricity among the buildings of a district poses the question about how to share the savings fairly. The
district as a whole may achieve cost savings, since a smaller amount of energy will be imported/exported to
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the grid and the export prices are lower than import prices. However, the district may be composed of both
prosumers and consumers (who are not able to produce electricity), which could eventually lead to a
situation in which certain prosumers achieve less benefits when sharing their production, and thus see no
motivation to participate on energy sharing approaches. Therefore, the design of models that consider
incentives is very important so as to distribute the benefits in a fair way and increase the involvement of all
potential parties involved. Some examples to approach this can be seen in the literature. One of the proposed
solutions is to utilize auction models and multi-agent theory, defining a dynamical internal pricing model
that treats the microgrid as a small energy market [164]. Another solution proposed by [167] is to provide
energy credits to the prosumers according to their excess renewable production, shifting their self-
production to high-price periods. Conversely, in [168] a model is proposed to address unfair cost
distributions by ensuring Pareto optimality.

6.1.1.5. Demand Response through Thermostatically Controlled Loads

Demand Response in districts can be carried out by using different types of loads: appliances, plug-in
vehicles, Thermostatically Controlled Loads and so on. However, although providing energy flexibility in
buildings by controlling appliances may be beneficial, from our point of view TCLs should be considered as
a higher priority due to their much larger energy consumptions and thus potential contributions. TCL are
able to provide flexibility thanks to the thermal mass and inertia. They may be seen as a storage solution that
can be controlled as long as certain constraints are considered. Examples of TCL are some appliances, water
heaters or heat pumps.

The contribution that an individual user can make to the power system by using TCL is minimal, so load
aggregation should be applied to make the total capacity large enough. As mentioned in previous chapters,
this could be done in the context of microgrids. Previous research that investigated the thermal mass
potential used various approaches depending on the level of analysis, but when the focus is on the grid
characterization and the scales are large, building models are often quite simple and do not capture the fine
dynamics of buildings [169]. In [170] a framework for developing optimization-based control strategies to
shift the heating loads in buildings was introduced, however, only one building was evaluated. Conversely,
[171] proposed a model that analytically characterizes the aggregate power response of a population of air-
conditioning units to a simultaneous step change in temperature set-points. The results given in [172]
showed that enabling TCL to participate in real-time retail electricity markets could reduce consumer costs
by over 10 % compared to an uncoordinated operation.

Different TCL have been evaluated in the literature considering large scales. The approach followed by [173]
is based on a centrally optimized thermostat set-point signal that controls an aggregated detached house
building stock, rewarding consumer participation with flexibility or comfort based bonuses. On the other
hand, [159] chose electric water heaters as a representative technology to demonstrate the modeling and
scheduling method of TCL, while [174] investigated the impact of DR activation using the aggregated power
consumption of domestic refrigerators. However, the average aggregated power of the population of 25
fridges in this case was 1875 W, which is close to the power of a single heat pump in a building. Therefore,
the author of this Thesis believes that using heat pumps is a more attractive alternative. In fact, an interesting
method to quantify the equivalent storage capacity for 4 common domestic TCLs (electric space heating
system, freezer, fridge and electric water heater) was carried out in [175], showing through simulations that
the resource with the highest equivalent capacity is the electric space heating system (although with a
significant seasonal variability compared to other solutions such as electric batteries). Also, [176] reviewed
different thermal storage options, concluding that the built-in thermal mass was more cost-effective than
water buffer tanks.

It is also important to consider the building characteristics in order to make use of the thermal mass storage
capacity of buildings. The objective in [169] was to assess the potential of buildings to modulate the heating
power and define simple control strategies to exploit the flexibility potential. Considering two residential
buildings with different levels of insulation and air-tightness, this study concluded that contrary to other
storage solutions such as batteries or hot water tanks, the modulation potential of the thermal mass varies
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depending on the season. Also, the autonomy of a poorly insulated building is relatively short, while passive
houses have a long time constant that leads to a larger autonomy but are able to store a smaller amount of
energy. According to [14], which evaluated the value of flexibility of thermal inertia in buildings and active
TES in DHW tanks, a higher participation of users would require smaller deviations from the minimum
electricity demand profile per dwelling to achieve the same amount of load shifting, leading to lower thermal
losses per dwelling. Also, the study in [176] presents a review of the existing literature on supervisory control
for improving the energy flexibility provided by heat pumps in buildings.

6.1.1.6. Studies on the optimal control of DER

The literature review that has been carried out revealed the large amount of studies that are being developed
on the optimal control of distributed energy systems. A very interesting review is given in [177], which
provides a very recent description on the progress in the field of DSM, DR programs and distributed
generation. In addition, it is stated that in most studies the optimal scheduling is done for single users, and
very few have expanded their work for multiusers energy scheduling. This assertion motivates the aim of
the present work, which intends to find optimal dispatching strategies in a district composed of different
prosumers.

Control strategies in microgrids can be classified into two categories: rule-based controls, and model
predictive control [176]. Rule-based controls are simple heuristic methods (“if-then”) that rely on trigger
parameters, but they can achieve a significant performance in a simple way, which facilitates their
implementation. Conversely, model predictive controls present many advantages to optimize the
management of a system, but they are more complex (an optimization problem) and require more
investments.

Regarding the results of the optimal control strategies found by previous publications, the study in [178]
focuses on a hybrid system in which the optimal control under a Time-of-Use (TOU) tariff is found. They
conclude that in their case the imports of electricity from the grid are avoided during peak periods, using PV
or wind energy instead, and the fuel cell system is only charged when there is an excess of renewable energy.
In [179], which also analyses the optimal operation of a system under TOU tariff, it is concluded that the
electric batteries are discharged at peak periods and charged from cheap grid and PV, while PV is only
exported if the batteries are full. In addition, [180] considers a system with PV, CHP, storage and responsive
loads with 5 minute time-steps, and concludes that the storage is charged during the night and discharged
during high prices.

On the other hand, [181] uses a time series mixed integer linear program with an extension of the REopt
model, considering hourly time-steps during a whole year. The authors state that the PV surplus is best
delivered to the batteries, and then to the grid as a last resort. Also, [182] minimizes the costs of a system that
includes PV, electric heaters, batteries, appliances, thermal storage and space heating demand over
sequential 24-hour horizons for a whole year. In this case, the electricity is only exported to the grid during
peak periods and if no more storage is available, since they affirm that maximizing PV self-consumption can
be expected to decrease total costs, due to the fact that the feed-in prices are lower.

Another interesting study can be found in [183], which uses evolutionary algorithms and different time
horizons of 6h, 12h and 24h to find the optimum control of a system that includes PV, wind, CHP, thermal
and electrical storage. In this case, they conclude that the batteries supply power at peak periods and the
electricity is exported to the grid only if the price is high. They also state a very important fact that will be
further analyzed in the present study: according to them, considering a long time horizon would help to
reach lower operation costs.
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6.1.2. Aim of the study

The literature review that has been carried out in this chapter revealed the great interest of the research
community in the issue of energy sharing in microgrids, since the interconnection between prosumers
(mainly through peer-to-peer energy trading) is regarded as a very interesting alternative for improving cost
savings at district level. On the other hand, it is also very frequent to find studies that perform demand side
management strategies through thermostatically controlled loads. One of the most popular alternatives in
this respect is to consider models that analytically characterize the aggregate power response of a population
of appliances, but the author of this Thesis believes that, in order to achieve significant benefits at district
level, other more important contributors to energy consumption such as air-conditioning should be
considered. In addition, it is very unusual to find studies that combine both energy sharing and demand
response approaches through thermostatically controlled loads. The present study intends to address that
knowledge gap.

Using as a case study a microgrid composed of several prosumers in a district located in La Graciosa Island
(Spain), this chapter aims to propose a novel strategy that encourages sharing surplus electricity between
different prosumers, in order to maximize the overall cost savings and the utilization of renewable energy
in the district. In this case, the prosumers are equipped with thermostatically controlled loads (heat pumps)
and renewable generation (PV modules). A central controller (named Energy Sharing Coordinator) will
manage all the resources in order to maximize the cost savings of the district, prioritizing sharing the
electricity between prosumers instead of using the batteries or relying on the power grid. It should be
mentioned that our study will focus on the achievement of cost savings on a district scale. Therefore, we
abstract from taking into account the issue of the allocation of the obtained benefits among the prosumers of
the district, which is an issue already discussed very frequently in literature as commented in previous
sections.

In addition, a comparison between different preconditioning strategies will be carried out, determining the
optimal strategies during a whole year and reaching important conclusions. To check the influence of
considering different time horizons for the optimization of these preconditioning strategies, three time
horizons will be examined: one day, two days and three days. Apart from analysing the cost savings, the
self-consumption and self-sufficiency ratios will be estimated and compared to the traditional situation in
which each building is self-managed, together with the evaluation of several variables such as the air-
conditioning consumption or the energy lost when the electrical batteries are used. Last of all, a sensitivity
analysis regarding the feed-in tariffs will be carried out.

6.2. Description of the case study

6.2.1. Characteristics of the district

The island of La Graciosa is located to the north of Lanzarote, in the Canary Islands (Spain). With a surface
area around 29 km? and a population of 660 inhabitants, the island is vouching for a more sustainable future
by investing in novel self-sufficient systems that are able to produce, store and distribute their own energy
from renewable energy sources. A microgrid is being put into place, which will integrate the distributed
generation using electrical storage that will help to manage the energy flows. In this way, the reliability of
electricity supply will be enhanced, due to the fact that until recently the island relied only on the electricity
that came from the island of Lanzarote through a submarine cable of 20 kV. In addition, economic savings
could be achieved by exploiting the synergies between the prosumers in the island, and the CO:z emissions
could be reduced thanks to the better integration of renewable energies.
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Figure 95: Location of La Graciosa Island.

The present study will be focused on a district fed by one of the electrical power transformers located in the
island, since measurements of electricity consumption at 15 minutes time-steps are available for these
buildings. This district is composed of 25 dwellings as well as the local school. All the dwellings and the
school have PV modules installed, turning the system into a microgrid composed of prosumers with
different load patterns. The location of the district under study is shown in Figure 96, and the
interconnections between the buildings of the microgrid are shown in Figure 97.
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Figure 96: Location of the case study district within the island of La Graciosa (left) and IDs of its buildings
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Figure 97: Interconnections between the buildings of the district.
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Several visits were made to the island, carrying out surveys with the occupants of the dwellings under
consideration and inventorying the energy systems. As regards to the installations that may be found in the
dwellings, all the households have gas water heaters for the DHW and a heat pump located in the living
room. All the buildings are equipped with several PV modules of 256 W nominal power and 16.27 %
efficiency, located in their rooftops with a 15° tilt angle and varying orientations. In the case of the school,
there is a total installed power of 10,445 W. The inverters that are installed, with 4.6 kW each, also have an
integrated electrical storage of 2 kWh nominal capacity per household.

Figure 98: Example of PV modules installed in the island.

6.2.2. Monitoring and modelling of the district

6.2.2.1. Electricity consumption

A monitoring campaign was designed to investigate the electricity consumption of the buildings of the
district at 15 minutes intervals. The monitoring involved all the 25 dwellings as well as the school, during
the whole year 2016. In Figure 99 the annual electricity consumption measured for the different households
as well as the school is shown. As it can be seen, the differences among dwellings are quite pronounced (for
instance, ID 15 consumes 5 times more than ID 18). These differences will allow us to exploit the synergies
between buildings with different energy consumptions.

22715
12000

10000
8000

6000
4794 4821

Annual electricity consumption [kWh]

4015 3950
4000 8750
3126 005
257 2632
2150 2073
1785 17461752
1531
2000 10351253 134714111555 1343 ]512 1453 1313
I I I I I 1
0
N > & <> “s oS
P h» v
999797 e% ¢ ¢F <> A 9 @ et el e ey \045"0

Figure 99: Annual electricity consumption of every building in the district.

6.2.2.2. PV production and electrical balance of the district

As for the PV production, a web-based PV system design tool that integrates shading analysis, simulation
and CAD in one package was used to calculate it: Helioscope [147]. This tool allows to estimate the electricity
production of the PV modules installed on the rooftops of the district, taking into account losses due to

118



APPLICATION FOR A SMART MANAGEMENT OF MICROGRIDS

weather, shading, wiring, component efficiencies, panel mismatches and aging. It also provides
recommendations for equipment and array layout, calculating the discrete number of PV modules that can
fit into a solar field and considering parameters such as the orientation and inclination of the modules or the
separation between adjacent rows.

Figure 100: Depiction of the PV modules installed in the district.

For the whole period of the study, weather data was available through a nearby weather station, providing
hourly values of outdoor temperature, humidity, and solar radiation. The simulation of the PV potential
(using a weather file that contained the real data of the monitoring period, following the procedure in Annex
A) allowed to estimate the electricity production of the district, obtaining the results shown in Figure 101.
These results are also compared to the monthly real electricity consumption of the district. As is apparent,
the amount of electricity that could be produced by the PV modules in the district is higher than the monthly
electricity consumption. However, this assertion is rather misleading, since one might think that no
electricity would need to be imported. Since there might be times with electricity surplus and times (for
example during the night) were electricity would have to be imported once the batteries are depleted, the
adjustment between supply and demand at short time scales should be considered.
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Figure 101: Monthly PV production of the district.

Adopting a 15 minutes time scale for analyzing the balance between the electricity consumption and the
estimated PV production of each building provides interesting insights. Let us take a couple of days in
January as an example (see Figure 102), focusing on two specific dwellings: ID 11 and ID 14. In this case, ID
14 is a dwelling occupied by one person who was away on holidays. For that reason, its PV production
during the day would allow to charge the batteries, reaching a 100 % State of Charge (SOC) early in the
morning. This means that this dwelling would have to sell the electricity on the retail market during this
period (or get rid of it if that were not possible). Due to the low electricity consumptions (standby and fridge)
during the day, the battery SOC drops only around 20 %, until it is charged again the following day. On the
other hand, ID 11 is a dwelling occupied by two people who were present during the holidays. Their high
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electricity consumption meant that electricity had to be taken from the batteries even during daylight hours
with own PV production, and then from the grid once their battery was depleted.
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Figure 102: Electricity surplus of the two dwellings under study, calculated through the difference between
PV production and electricity consumption. Positive values mean an electricity surplus, while negative
values mean the need to import electricity.

Figure 102 reveals the importance of the strategies that will be proposed in the present work. In times were
the battery of a dwelling is fully charged while at the same time other dwellings are in need of importing
electricity, this electricity could be shared between them. This could bring economic benefits, due to the fact
that the selling price for exported electricity is lower than that for the imported electricity (or even there
might be no Feed-in-Tariff available). Furthermore, even if the battery of a dwelling is not full, it might be
more beneficial to share the electricity with a household who needs to import it, since the electricity losses
when charging and discharging the batteries would be avoided. Preconditioning strategies as well as a
dynamic pricing framework could also help to detect optimal dispatching strategies. The present work aims
to answer these questions.

6.2.2.3. Electricity prices

For the purposes of this study, a two-period tariff will be considered. The hourly real prices of the electricity
market in Spain in 2016 (coinciding with the monitoring period) for this tariff were taken from a public
organism of the Spanish government (https://www.cnmc.es). An example of these variable prices is shown
in Figure 103 for the 1+ of July.
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Figure 103: Variation of the electricity prices of the considered two-period tariff. 1+ of July 2016.
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6.2.2.4. Thermal characterization of the buildings of the district

Finally, in order to analyse the thermal performance of the district a building model was developed for each
of the 25 dwellings and the school by using HULCGIS, the tool developed in the present Thesis and
explained in detail in Chapter 2. Once the simplified representations of the buildings were available, 3 main
typologies were identified. The visits made to the district allowed to collect the necessary data of their real
construction, geometry, occupancy and internal gains, which were then used for modelling them in detail
(see Figure 104). Then, simulations were performed using the real climatic data during the monitoring
period, allowing us to obtain the full free-floating temperatures.

Figure 104: HULC detailed models of dwelling 1 (left), dwelling 2 (center) and the school (right).

Once the building representations were available, the model explained in Chapter 4 for obtaining the energy
baselines was applied. Due to the lack of empirical data that would allow us to obtain the real primary and
secondary baselines, in this case they were obtained numerically, considering short time-steps of 15 minutes.
After completing the process, the full free-floating temperatures as well as the secondary baselines for each
building were available, which were essential to implement the precooling strategies proposed in the present
work.

6.3. Calculation methodology

6.3.1. Scenarios

In this work, several scenarios will be proposed for comparison purposes. These scenarios are shown in
Table 15, and consider two possibilities for the management of the district: “self-consumption” (where each
building manages their own batteries and PV production as in the current real case), or “ESC” (where an
energy sharing coordinator manages the energy flows within the district). The rule-based control for the
latter will be explained in detail in next sections. The scenarios 0 and 0" were added to show the readers what
the costs would be if there were no PV systems installed in the district. Also, different options regarding the
air-conditioning will be taken into account: no air-conditioning, normal schedule (see Table 16), and
precooling strategies with a time horizon of either 1 day, 2 days or 3 days. A time horizon of 3 days for
example means that the same precooling strategy is applied during 3 days, after which the total cost for the
district is computed, and the strategy with the lowest cost is chosen for the first day. The considered
precooling strategies will be explained in the next section.
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. PV Self- Air- . Time i
Scenario Management . . Precooling . Description
consumption conditioning Horizon
0 Individual No Yes No - Self-managed buildings, no PV
o Individual No No No ) SeIf—managed bul!d.lng.s, no PV, no
air-conditioning
1 (base case) Individual Yes Yes No - Self-consumption with PV
1 Individual Yes No No ) SeIf—consumptpr? w!th PV, no air-
conditioning
Self-consumption with PV,
2 Individual Yes Yes Yes 1day precooling strategies with 1 day
time horizon
Self-consumption with PV,
3 Individual Yes Yes Yes 2 days precooling strategies with 2 days
time horizon
Self-consumption with PV,
4 Individual Yes Yes Yes 3 days precooling strategies with 3 days
time horizon
5 District Yes Yes No - ESC, with PV
5' District Yes No No - ESC, with PV, no air-conditioning
_— ESC, with PV, precooling strategies
6 District Yes Yes Yes 1day with 1 day time horizon
7 District Yes Yes Yes 2 days ESC, Wl.th PV, prec.oollng s.trategles
with 2 days time horizon
8 District Yes Yes Yes 3 days ESC, Wl.th PV, prec.oolmg s.trategles
with 3 days time horizon

6.3.2. Preconditioning alternatives

Apart from prioritizing the distribution of surplus electricity among the buildings of the district, this study
also aims to analyse whether preconditioning approaches could help to achieve cost savings in the district,
along with other benefits. This will be done by taking advantage of the price differences in the two-period
tariff presented in Section 6.2.2.3, which would eventually allow to preheat or precool the buildings at times
where the electricity prices are lower. In this study, for the normal schedule of the air-conditioning systems
temperature set-points of 20 °C in winter and 25 °C in summer will be used, considering the operating

schedules presented in Table 16.
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Dwellings School
"™ Working day a\:geﬁzfi;gis Working day ameﬁf,ﬁﬂgis
0 0 0 0 0
1 0 0 0 0
2 0 0 0 o
3 0 0 0 0
4 0 0 0 o
5 0 0 0 0
6 0 0 0 o
7 0 0 1 0
8 0 0 1 0
9 0 1 1 0
10 0 1 1 0
11 0 1 1 0
12 0 1 1 0
13 0 1 1 0
14 1 1 1 o
15 1 1 1 o
16 1 1 0 o
17 1 1 0 o
18 1 1 0 o
19 1 1 0 0
20 1 1 0 0
21 1 1 0 0
22 1 1 0 0
23 1 1 0 o

Table 16: Operating schedules of the air-conditioning systems for the dwellings and the school of the
district.

Seeing the operating schedules in Table 16 as the scenario with no preconditioning, new precooling strategies
will be studied. These strategies modify either the amount of precooling time or the set-point temperature,
which will allow us to reach important conclusions. Nevertheless, it should be mentioned that the outdoor
air temperatures in La Graciosa Island are relatively high during the year, which means that there is virtually
no heating consumption in the buildings. For this reason, only precooling strategies will be analysed in the
present study, carrying them out in the living rooms of the dwellings (where the heat pumps are located) as
well as the school. An example of the effects of different precooling strategies is shown in Figure 105. As it
can be seen, performing precooling during times of low electricity prices increases the total energy use, but
diminishes it during times of high electricity prices compared to the normal schedule (shown in red).
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Figure 105: Effect of a precooling strategy on the indoor temperature and cooling consumption.

A total of 9 precooling scenarios will be considered in this study, plus the scenario with no precooling (see
Table 17): 3 options for the precooling time and 3 options for the set-point temperature. For instance, the
scenario with 3 hours of precooling and 23 °C set-point temperature on a working day in a dwelling would
mean that the heat pump would precool its living room from 11 p.m. to 14 p.m. at 23 °C, and then use 25 °C
from 14 p.m. to 0 a.m (the normal operating schedule shown in Table 16).

Precooling strategies Description
PR_ST1 No precooling
PR_ST 2 1 hours 25 °C
PR_ST 3 1 hours 24 °C
PR_ST4 1 hours 23 °C
PR_ST5 2 hours 25 °C
PR_ST6 2 hours 24 °C
PR_ST7 2 hours 23 °C
PR_ST 8 3 hours 25 °C
PR_ST9 3 hours 24 °C

PR_ST 10 3 hours 23 °C

Table 17: Precooling strategies considered.

6.3.3. Proposed rule-based control strategy

As discussed earlier, the main goal of the present study is to investigate the benefits of exploiting the
synergies between buildings by sharing the surplus electricity between them. This situation will be
compared to that were each building is self-managed, which means that they use their own PV production,
storing the electricity or exporting it to the grid in case of surplus and taking the electricity from their batteries
or importing it from the grid in case of need.

In order to carry out this comparison, the first step is to define a new control strategy that encourages sharing
the electricity in the district instead of charging the batteries or exporting the electricity. This will be done
through an ESC. As mentioned before, the simulations will be carried out considering 15 minutes time-steps
and 3 options for the time horizon: 1 day, 2 days and 3 days. In addition, the consideration of several
preconditioning strategies will introduce the use of the structural thermal energy storage capacity of the
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buildings, serving as a means of indirect energy storage. After each time horizon, the precooling strategy
with the lowest cost for the district (in scenarios 2, 3, 4, 6, 7, and 8 as seen in Table 15) will be selected.

For the proposed ESC simulations of the whole district, the control strategy shown in Figure 106 has been
developed. In this figure, i corresponds to the building number, j corresponds to the time-step, Pelec is the
measured electricity consumption of the building, PV is the PV production, HP is the heat pump
consumption, Eavl is the electricity surplus available and SOC is the state-of-charge of the batteries. Stoptime
means the last time-step of the simulation, which considering 15 minutes time-steps would be 35,040 for a
whole year.

START
SIMULATION
=0

Next time horizon n !
Calculate electricity surplus available

in every building of the district
Eavl;j = PV;j — (Pelec;; + HP;j)

Simulate next preconditioning
alternative from the beginning

of the Time Horizon

Calculate overall electricity surplus of
the district
i=25

Eavlpistricej = Z Eavl;;
=0

Is the time
horizon finished?

Eavlpistrice; > 0 Eavlpisricej < 0

LEEEIRGT
alternatives been
simulated?

+ The electricity for all the buildings where | . The electricity for the buildings where
Eavly; < 0 is obtained from the pool. Eavl; ; < 0 s obtained from the pool until
Choose the alternative there is no more electricity available,

S * Since there is still electricity surplus in the SCRE SR 3
rioritizing to give it to those with a lower
with the lowest cost district, the buildings with a lower 50C,; | P 8:10.8
for the district S0C;.

among those where Eavl; ;>0 charge their

batteries with thei electricity.
RSB HNTHE ROEESY * The remaining buildings that need

« If there is still an electricity surplus, the electricity ‘f’“' try to obtain it from their
Is j=stoptime? buildings with a lower SOC; jamong those own batteries.
where Eavl; < 0also charge their batteries.

* If the electricity available in their batteries

= |If there is still an electricity surplus, it is runs out, the rest of the necessary
exported to the grid. electricity will be imported from the grid.

END
SIMULATION

Figure 106: Proposed rule-based control strategy for each time-step.

To understand the procedure, an example for a time horizon of one day is going to be explained. At the
beginning of the simulation, the first time horizon (1% of January) is analyzed, considering the first
preconditioning strategy. In the first time-step of 15 minutes, the electricity surplus of each building in the
district is calculated by taking into account their PV production, electricity consumption and air-conditioning
consumption. This electricity surplus could be either positive (meaning that the building could export
electricity) or negative (meaning that it would need to import electricity). Then, the overall electricity surplus
of the whole district is calculated, and two situations could happen in this time-step.

o IfEavlpstrice,j > 0, it means that the district as a whole has an electricity surplus, which is managed
by the ESC. Therefore, the district would be self-sufficient. In this case, those buildings that would
need to import electricity obtain it from the ESC, but there would be still electricity available. Then,
the buildings with the lowest SOC; ; among those where Eavl; ;>0 charge their batteries. In this way,
the electricity that is shared with other buildings is taken from those whose batteries are fuller. After
doing so, if there is still an electricity surplus, buildings where Eavl; j< 0 will also charge their
batteries, again prioritizing to give the electricity to buildings with lowest SOC; ;. As a last resort, if
all the batteries of the district are full then the electricity is exported to the grid.

o If Eavlpigric,j < 0, it means that the district as a whole needs more electricity than that which the
PV modules produce. First, all the electricity from the buildings with a surplus is used for those
where Eavl; ;<0 until there is no more electricity available, prioritizing to give the electricity to those
with lowest SOC; ;. Then, the remaining buildings that need electricity try to obtain it from their
batteries, and if this were not possible, they would import it from the grid at the retail price.
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At the end of this first time-step, the total cost for the district is computed, and the next time-steps are
simulated in the same way until the end of the time horizon. Then, the total cost for this time horizon of the
considered preconditioning strategy (which influences the HP consumptions) is calculated, and the
simulation starts again from the first time-step of the current time horizon, simulating another
preconditioning strategy. Once all the preconditioning strategies for the 1¢ of January have been simulated,
the one with the lowest cost is chosen. Then, the simulation continues doing the same procedure on the 2nd
of January, 3« of January and so on, until the 31%t of December. As a result, the outcome of the whole
simulation will be the selection of the optimal preconditioning strategy for every day of the year, as well as
the calculation of the total costs of the district, total energy consumption, self-consumption ratio, self-
sufficiency ratio and so on, which will then be compared with the rest of scenarios shown in Table 15.

6.3.4. Simulation framework

The proposed rule-based control was programmed in such a way that it was possible to simulate the 12
scenarios that were proposed, where 6 of them involved finding the optimal precooling strategy among 10
possibilities in each time horizon (3 alternatives). In addition, in each time-step (35,040 in total) many energy
flows are involved, and the model needs to check the status of every building of the district before making
decisions. Therefore, a very complex, flexible and modular model was needed. A new tool was consequently
developed in Fortran language, which after optimizing the programming produced the desired outcomes in
a relatively fast way. The output files include the selection of the optimal precooling strategy for each time
horizon, as well as data at 15 minutes intervals of electricity imports, exports, air-conditioning consumption,
use of the batteries, costs, and all the variables that were necessary to carry out this study. An illustration of
the developed simulation framework is shown in Figure 107.
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Figure 107: Illustration of the simulation framework.

6.3.4.1. Input files and models

With regards to the PV production, as mentioned in Section 6.2.2.2, it was estimated by using Helioscope, so
the PV production of each building was implemented in the Fortran model through input files. The
electricity consumption of the district was also included through input files for each building, with the real
consumption data of the whole year obtained from the monitoring campaign. The feed-in tariff that will be
considered for the simulations when electricity is exported to the grid will be 0.05 €/kWh. On the other hand,
the application of the energy baselines model proposed in Chapter 4 was done through a Dynamic Link
Library (DLL). The same is true for the model of the batteries.

126



APPLICATION FOR A SMART MANAGEMENT OF MICROGRIDS

The model that has been used for the electric batteries, of lithium-ion technology, considers both charging
and discharging efficiencies as well as the deterioration due to the utilization cycles. It is based on
performance curves obtained from a representative sample of manufacturers. The first performance curve
characterizes the charging/discharging efficiencies, allowing to calculate the real capacity of the battery,
whereas the second one characterizes the deterioration of the battery as a function of the number of discharge
cycles. Several restrictions are also included, such as the limitation of the depth of discharge.

6.3.5. Self-consumption and self-sufficiency ratios

The self-consumption (share of the solar supply that is directly consumed in the district) and self-sufficiency
(share of the district demand covered by the solar supply) ratios were calculated in the following way:

-Self-consumption ratio:

Z PVproduction - Z PVexported

SCR =
Z PVproduction

-Self-sufficiency ratio:

Z PVproduction - Z PVexported

SSR =
YEp

6.4. Results and discussion

6.4.1. Comparison of management alternatives

Both the traditional situation where every building of the district is self-managed and the innovative rule-
based control strategy proposed in the present work were first simulated without considering precooling
strategies, allowing us to reach important conclusions with regards to the benefits that can be derived from
exploiting the synergies between buildings. As previously mentioned, the real district under consideration
is equipped with PV modules, each building is individually managed and uses the air-conditioning
schedules shown in Table 16, with no precooling. Therefore, the real case is scenario 1, which will be
considered the base case from now on to compare the results. For comparison purposes, the scenarios 0 and
0’ are also shown. The results are presented in Table 18, and will be explained in detail in the next sections.

AIR- ENERGY

ELECTRICITY | ELECTRICITY | ANNUAL SELF- SELF-
SCENARIO IMPORTS EXPORTS costs | CONDITIONING LOSTIN | REDUCTION | -\ ciympTioN | SUFFICIENCY
] ewh] p CONSUMPTION | BATTERIES | COSTS [%] 41 51
[kWh] [kWh] ° §
Scenario 0 85588 0 14363 7716 0 - 0% 0%
Scenario 0' 77872 0 13372 0 0 - 0% 0%
S 48471 88721 3462 7716 2813 0% 31% 47%
(base case)
Scenario 1' 44127 92030 2470 0 2875 29% 29% 47%
Scenario 5 34050 74152 1919 7716 2960 45% 42% 64%
Scenario 5' 29375 77210 873 0 2942 75% 40% 66%

Table 18: Results of different management alternatives for the district.
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6.4.1.1. Cost savings

First of all, we can see that the installation of the PV modules in the district under study led to a significant
cost reduction. If we consider scenario 1 as the current real case, introducing the proposal of the ESC in the
district would allow to reduce the costs around 45 % (see Figure 108). In this case, no precooling strategies
are yet considered so the air-conditioning consumption remains the same.
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Figure 108: Comparison of annual costs for different management scenarios.

6.4.1.2. Electricity imports/exports

As for the electricity exchanges with the power grid, it can also be seen that the ESC scenario 5 reduces both

the electricity imports and exports, since more electricity is retained within the district. This can be seen on a
monthly basis in Figure 109.
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Figure 109: Comparison of monthly imports, exports and costs for the self-consumption and district
scenarios.

6.4.1.3. Energy lost in batteries

With regards to the energy lost in the batteries, the proposed ESC concept involves a small increase, since
the batteries of the district are more frequently used. This is due to the fact that the proposed concept
prioritizes that every electricity surplus of the district is used for other buildings of the district and then to
charge their batteries, instead of exporting it to the grid if the battery of the building is full as is the case in
scenario 1. In other words, as justified in Section 6.2.2, in the proposed ESC concept it is probable that even
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though the battery of a building with surplus is full, other buildings of the district might be able to charge
their batteries with the available electricity.

6.4.1.4. Self-consumption and self-sufficiency ratios

Apart from achieving cost reductions, the ESC proposal would allow to increase the self-consumption ratio
from 31 % to 42 %, and the self-sufficiency ratio from 47 % to 64 %. This entails many benefits both for the
district and the power grid, such as mitigating grid balancing and ramping issues as discussed in many
studies. Although the degree of self-sufficiency is greatly affected by the battery capacities, the proposed
framework allows the district to be more self-sufficient without investing in additional electrical storage.

70%
60%

50%

40%
30%
20%
10%

0%

Scenario O Scenario 0' Scenario 1 Scenario 1' Scenario 5 Scenario 5'

Ratio [%]

M Self-consumption ratio [%] W Self-sufficiency ratio [%]

Figure 110: Comparison of the self-consumption and self-sufficiency ratios in different management
alternatives.

6.4.2. Comparison of precooling strategies

Once we have looked into the benefits that can be obtained from the introduced ESC concept at district level,
we will now focus on the influence of implementing precooling strategies. As stated in previous sections,
scenarios 2, 3 and 4 (self-consumption) and 6, 7 and 8 (ESC concept) will choose for each time horizon the
most profitable precooling strategy among the 10 alternatives that were proposed. An example of this
procedure is shown in Figure 111 for a case of a 1 day time horizon. As is apparent, every precooling strategy
is evaluated each day, and the strategy with the lowest cost (or highest benefit) is chosen.

Day Cost_ST1 Cost_ST2 Cost_S5T3 Cost_5T4 Cost_STS5 Cost_ST6 Cost_ST7 Cost_ST8 Cost 5T Cost_ST10 | Strategy chosen
166 7428 7427 -6.932 7227 .25 “6.167 7042 7.061
167 7.974 £.031 9185 8036 8304 10.083 7.930 8531
168 3001 2755 3714 3.084 3.027 4553 2.948 3.248
169 agos | 4sss | 478 479 -4.800 4384 4624 4759
170 -2.821 2845 2902 -2.899 -2.862 -2.880

171 10704 10511 10.500 10551 10.455 10521

172 -1.357 1326 1327 1325 -1.355

173 7.427 7.429 7.454 7475 7.602

174 7527 77357 8464 7404 7.942 9.453

175 37.836 38.455 41780 | 36805 40677 23441

176 5585 6721 6.543 5.869 7.694

177 -1.415 -1.487 -1.584 -0.602

Figure 111: Example of selection of the best strategy that minimizes daily costs (positive values) or
maximizes the benefits (negative values).

The results that were obtained for the whole year can be seen in Table 19. If we focus only on the ESC
scenarios (5, 6, 7 and 8), we can establish that the differences are not very pronounced. As expected, the air-
conditioning consumption increases after implementing precooling strategies, due to the increase of energy
losses in the buildings. However, since the precooling strategies are performed during times of low electricity
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prices, they are able to produce economic savings (although quite small in this particular case), achieve
greater self-consumption and self-sufficiency ratios and diminish the energy lost in the batteries since they
are less frequently used.

AIR- INCREASE AIR- ENERGY
ELECTRICIT ELECTRICIT ANNUA CONDITIONIN CONDITIONIN LOST IN REDUCTIO SELF- SELF-
SCENARIO Y IMPORTS Y EXPORTS L COSTS G G BATTERIE N COSTS CONSUMPTIO SUFFICIENC
[kWh] [kWh] [€] CONSUMPTIO CONSUMPTIO S [kwh] [%] N [%] Y [%]
N [kWh] N [%]

Scenario 1

(base 48471 88721 3462 7716 0.0% 2813 0.0% 31.04% 46.65%

case)
Scenario 2 48114 87735 3437 8349 8.21% 2808 0.7% 31.80% 47.45%
Scenario 3 48150 87766 3443 8351 8.24% 2810 0.5% 31.78% 47.42%
Scenario 4 48182 87821 3447 8329 7.95% 2810 0.4% 31.74% 47.36%
Scenario 5 34050 74152 1919 7716 0.00% 2960 44.6% 42.36% 63.68%
Scenario 6 33547 72885 1881 8547 10.77% 2893 45.7% 43.35% 64.53%
Scenario 7 33605 72968 1888 8503 10.20% 2912 45.5% 43.28% 64.47%
Scenario 8 33680 73110 1896 8432 9.29% 2916 45.2% 43.17% 64.35%

Table 19: Results of the considered precooling scenarios.

6.4.2.1. Optimal precooling strategies

Let us analyze which precooling strategies were chosen in each scenario (see Figure 112). Obviously, scenario
5 (which does not consider the selection of the optimal precooling strategies) always chose no precooling.
On the other hand, the rest of scenarios chose to carry out precooling strategies in around 66 % of the summer
days. Among the different options, PR_ST9 (3 hours precooling at 24 °C) was the preferred alternative,
followed by PR_ST8, PR_ST6, PR_ST5 AND PR_ST2. The differences between different time horizons are
small, although in general it can be said that longer time horizons use more often the precooling strategies
and prefer shorter precooling times.
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Figure 112: Percentage of days during summer that each precooling strategy considered was chosen for
different scenarios.
6.4.2.2. Cost-savings achieved by the precooling strategies

The results in Table 19 showed that only an additional 1.1 % cost savings could be achieved by implementing
precooling strategies when considering the ESC concept, involving an increase on the air-conditioning
consumption of 10.8%. If we only considered the air-conditioning costs, scenario 6 would achieve 3.7 % cost
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savings compared to the air-conditioning costs of scenarios 1 or 5. Although it is true that the obtained
benefits could seem relatively low, two issues should be taken into account. Firstly, that the characteristics
of the considered climate are very particular, and the heating and cooling demands are rather low. And
secondly, that the proposed precooling strategies can be implemented at no cost.

6.4.2.3. Reduction of cooling consumption during peak periods

Another benefit that can be obtained from the proposed preconditioning alternatives is that the peaks of
cooling consumption are always produced during times of low electricity prices whenever a precooling
strategy is chosen, as could be observed in the example given in Figure 105. In our case, since precooling
strategies were selected in two thirds of the summer days in the new proposed scenarios, approximately 66
% of the days would avoid peak cooling consumptions during times of high electricity prices. This entails
benefits for the grid if electricity needs to be imported, owing to the fact that these peaks should be avoided
as much as possible due to the constraints in the power grids. Although the total energy consumption is
increased around 10% due to the increased energy losses of the buildings, the environmental impact will
remain similar due to the operation of the heat pumps at times with lower electricity prices where CO:
emission rates are lower.

6.4.3. Sensitivity analysis: feed-in tariff

The proposal of an ESC made in this work allowed to prioritize sharing surplus electricity within the district,
achieving less interactions with the power grid either to import or export electricity. However, the feed-in
tariff plays an important role. A fixed price of 0.05 €/kWh for the feed-in tariff was considered in the previous
simulations, but now we are going to look into its influence on the cost savings achieved in the district. Since
this selling price would affect the selection of the optimal precooling strategies in several of the previous
scenarios, we will focus only on scenarios 1 and 5 in this section, comparing the current real case with the
ESC concept that implements no precooling strategies. This is possible due to the fact that in this case the
electricity imports and exports would remain the same, regardless of the feed-in tariff. The comparison is
shown in Figure 113 for different feed-in tariffs.
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Figure 113: Sensitivity analysis of feed-in tariff rates for scenarios 1 and 5.

Hypothetically, if the exported electricity could not be sold to the grid (which might happen in some
countries), the annual costs of the ESC scenario would be 28.8% less than those of the current self-
consumption scenario (although in the reality, it must be said that if electricity could not be sold the PV
systems would not be oversized or the electrical storage would be larger). If the feed-in tariff was increased
up to 0.1 €/kWh, the district would be able to achieve annual economic profits, and the profits for the self-
consumption scenario would still be 45.5% lower than those of the ESC concept. However, if the feed-in tariff
kept increasing up to prices around 0.2 €/kWHh, then the self-consumption scenario would be more profitable.
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The reason for this is that the self-consumption scenario exports more electricity to the grid. Therefore, the
higher the feed-in tariff, the lower the difference between scenarios 1 and 5.

The main conclusion of these observations is that the lower the feed-in tariff, the more profitable the
proposed ESC concept is, since it encourages the use of electricity surplus within the district. In parallel, if
the feed-in tariffs were very high (higher than the purchase price), the traditional self-consumption scenario
could be more profitable, due to higher electricity exports.

6.5. Conclusions and future work

This study has considered the microgrid of a district in La Graciosa Island (Spain), evaluating different
energy sharing scenarios that included PV generation, electrical storage through batteries, preconditioning
strategies by using the structural thermal energy storage capacity of the buildings and a prosumer-to-
prosumer concept in which electricity can be shared among prosumers through an energy sharing
coordinator. In this way, the proposed strategies ensured the exploitation of the synergies between the
buildings of the district, prioritizing the sharing of electricity and highlighting their benefits in comparison
to traditional self-consumption approaches that are usually implemented in the built environment together
with renewable generation. The proposed novel ESC concept has demonstrated that it is possible to raise the
cost savings, self-consumption and self-sufficiency ratios of a district in a similar way as batteries, but at less
capital costs.

Several scenarios have shown that by promoting energy trading in districts it is possible to achieve significant
economic savings (around 45 %), although the results are very dependent on the considered feed-in tariff. In
general, it can be said that the lower the feed-in tariff, the more profitable it is to promote energy trading,
since more locally produced electricity is retained within the district. Apart from the economic savings, in
the ESC concept the electricity exchanges with the grid are diminished compared to the traditional self-
consumption scenario, the self-consumption ratio can be increased up to 42 % and the self-sufficiency ratio
may reach 64 %. Last of all, several precooling strategies were also implemented within the simulation
framework to detect the most optimal ones during each time horizon. The results showed that precooling
strategies were chosen instead of the normal schedule on around 66 % of the summer days for all the
considered time horizons, although the benign climatic conditions of the island where the district is located
only allowed to obtain a 3.7 % reduction of the air-conditioning costs. However, this benefit is available at
no additional capital costs, making the proposed strategies very attractive.

This work has demonstrated the possibilities offered by trading energy in districts through an ESC, but
further improvements could still be made in the future. First, it would be essential to replicate this study
considering different climates, due to the minor impact of air-conditioning in the case study presented in this
work. More severe climates might produce more attractive results regarding the preconditioning strategies,
including also preheating. Also, it would be very interesting to evaluate the influence of the construction
characteristics of the buildings regarding the benefits obtained by the preconditioning strategies, since in this
case only the real characteristics of the buildings of the district were considered. Another possibility would
be to investigate the influence of the size of the district, since one might expect that the inclusion of more
buildings could improve the flexibility of the system and increase the economic savings at district level. The
influence of the sizes of the electric batteries is worth investigating too, due to their high impact on the self-
consumption and self-sufficiency ratios.

Finally, it should be mentioned that some reforms are necessary on current energy systems and policies
before promising approaches such as the ones proposed in this chapter can be more widely implemented.
New mechanisms for small-scale energy trading are also needed. For instance, there is no regulation yet in
Spain for demand response at a district level through aggregators. In some European countries such
aggregators are entering the electricity markets, but there is a clear lack of regulatory frameworks. However,
the outlook is more promising today, since new electricity market designs that will allow the emergence and
widespread use of new energy models are being developed.
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7. CONCLUSIONS AND FUTURE
DEVELOPMENTS

7.1. Conclusions and summary of key findings

In view of the environmental sustainability issues that humanity is facing, mainly in cities, a thorough
regeneration of the energy systems is required at all scales. The present Thesis aimed to justify the selection
of the district scale as the optimal one to improve the energy performance of the built environment,
increasing renewable energy integration and exploring new energy models such as demand side
management on a district scale. The motivation was the fact that further research is necessary to understand
the potential benefits of urban scale implementations, since most previous research has traditionally focused
on individual buildings.

Supported by recently published studies, Chapter 1 of this Thesis established that the former approach, in
which the Near Zero Energy concept mainly focused on the individual level performance, was not optimal.
This was justified by the fact that looking beyond the individual level offers many advantages, such as the
exploitation of the synergies between different buildings. In addition, most approaches on a large scale lack
adequate representations of the buildings and make many simplifications in their calculations. Thus, further
research was necessary to develop robust evidence on the behavior of innovative energy models at large
scales.

7.1.1. Achieving accurate energy analyses on a district scale

In Chapter 2, the drawbacks of most current approaches for urban energy analyses (which make use of
simplified methods) were highlighted. In addition, the chapter also made some progress to set up the means
to achieve accurate evaluations of solar potentials, energy demands or demand side management
opportunities on a district scale, which require dynamic interactions that are often disregarded in previous
studies.

First, a study to determine what fraction of the electricity demand could be covered by using solar PV
potentials at an urban and regional scale was presented. This was done by using CityGML 3D city models
and real electricity consumption data of the municipalities involved. According to the results that were
obtained, PV systems could generate 77% of the electricity consumption in the region by using all available
roof space, or 56 % considering only roofs with a minimum surface area and insolation for an economically
feasible PV installation. The main conclusion that was reached was that, when properly designed, PV
systems could significantly decrease primary energy consumption and emissions at large scales, reaffirming
their usefulness and their important role in future energy-efficient districts.

The next application that was included in Chapter 2 aimed to overcome the computational issues of
evaluating mutual shading at urban level when using 3D models, since the number of surface interactions
and radiation exchanges increase exponentially with the scale of a district. In addition, considering this
matter is very important for any reliable energy analysis in an urban context. The previous approach on the
evaluation of the PV potentials was very complete, but mutual shading was evaluated through reduction
coefficients found in the literature due to the impossibility of evaluating all the interactions between such a
huge amount of buildings. To overcome this issue, the new study introduced innovative tiling strategies
that, when applied to 3D models, allowed to quantify the impacts of urban shading and multiple reflections
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accurately. Two different case studies of different densities, Manhattan (New York) and Ludwigsburg
(Germany) were chosen, quantifying the solar potentials, urban shading ratios and distinguishing between
roofs and facades of different orientations. The results showed that for instance, high-density urban areas
such as Manhattan might reduce their annual solar irradiance by up to 60% in facades and 25 % in roofs. In
this case, using tiles of 500 meters and 200 meters overlap would be a minimum requirement to compute
solar irradiance with an acceptable accuracy, whereas in medium density areas such as Ludwigsburg tiles
of 300 meters width and 100 meters overlap would be sufficient.

Another of the possibilities offered by the use of 3D models is the evaluation of the thermal performance of
all the buildings of a district or municipality, which is very important to improve energy efficiency at such
scales. Urban 3D models enriched with semantic data on building’s use, year of construction or thermal
properties allow quantifying measures to improve energy efficiency or the integration of renewable energies,
offering an excellent support for establishing climate protection concepts and policies on a municipal and
regional level. Chapter 2 takes a step in this direction, including a study on urban energy demand evaluation
through 3D city models. This study allowed us to conclude that, with reliable input data such as updated 3D
models as well as buildings’ construction and usage data, it is possible to quantify refurbishment scenarios
or renewable integration for whole regions in an accurate way.

Even though tools such as SimStadt are able to calculate the energy demands of thousands of buildings in a
region, as seen in the previous study, simplified calculations such as steady-state methods are frequently
used. The interconnection between 3D models and tools that are able to assess the thermal performance of
whole districts in an accurate and dynamic way is however necessary to assess time-dependent strategies
such as demand side management on a large scale. To overcome these drawbacks of simplified energy
performance simulations, a new open-source tool was developed in this Thesis, which allows performing
dynamic simulations of whole districts in an accurate and user-friendly way. This was done by creating a
plugin programmed in Python within the QGIS software, and an additional tool programmed in VBA that
allows to simulate whole districts, considering any scenario that involves changing the characteristics of
construction, ventilation or operating schedules. This tool is currently able to model any district of the world
where open-source geometric data is available, but it could also be coupled with different 3D model formats,
which would provide the necessary geometric information to be used as input for the HULC software.

As a last step, Chapter 2 mentioned clustering techniques which would allow to reduce the study domain
and choose the representative (or archetype) buildings of a district. The reason for this is that dealing with
models that contain even hundreds of buildings is quite complex if their thermal performance wants to be
evaluated in a dynamic way. In addition, when a district needs to be characterized accurately, a monitoring
campaign should be planned to evaluate their real performance and use. However, the budgetary and
technical constraints might only allow to monitor a few buildings, which is why clustering techniques should
be used beforehand. Once the sample of buildings is reduced, detailed monitoring and modeling of the
buildings could be carried out.

7.1.2. Exploring demand side management opportunities

Having already explored the advantages offered by urban scale analyses, the next issue addressed in this
Thesis was the evaluation of the benefits that could be obtained from demand side management approaches,
with an emphasis on the exploitation of the structural thermal energy storage capacity of buildings. To prove
the benefits of DSM in buildings and districts, Chapter 3 presented two new applications.

The first application focused on the individual level performance of a dwelling located in a plus-energy
district in Germany, evaluating the impacts of different dynamic pricing strategies by managing the
activation of a heat pump in response to price changes. A validation of the model was carried out by using
experimental data of the dwelling under study. In this study, evidence was obtained on the importance of
choosing the correct price thresholds if dynamic pricing strategies are considered for DR purposes,
concluding that dynamic thresholds that depend on the variations of electricity prices within the day are a
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better alternative than fixed thresholds. Savings up to 25 % were achieved by using optimal strategies, also
increasing the self-consumption ratio of the household and without sacrificing the thermal comfort of the
occupants noticeably. In summary, the outcomes of the study showed the great benefits that can be derived
from the use of heat pumps and the thermal energy storage capacity of buildings within a DR framework.
However, the results also emphasized the importance of looking at all the implications of using a certain
strategy, since the decisions to choose optimal strategies should not rely solely on one aspect such as cost
savings.

As a follow up to the previous work, the second application increased the scale and evaluated the benefits
of allowing direct control of the heat pumps in a district through a cluster manager, to provide flexibility and
obtain benefits from the participation in secondary reserve markets. Again, this was done by taking
advantage of the structural thermal energy storage capacity of the buildings of the district. By performing
simulations with a time resolution of 30 minutes, the study concluded that the DR potential is significant,
but for profits to be made some changes are necessary before these approaches can be put into practice, even
if the prices paid for providing flexibility were higher. Particular attention should be given to the activation
times, and most importantly their duration, due to the minimum running time of the heat pumps.
Nevertheless, their benefits with regards to providing flexibility for reserve markets were demonstrated.

7.1.3. Development of energy baselines

Once the benefits of widening the scale of energy analyses as well as the implementation of demand side
management approaches were evidenced, Chapter 4 of this Thesis focused on defining a methodology for a
proper characterization of districts through monitoring. From the point of view of the author, this is the best
way in which a real district should be evaluated, reflecting the reality of the operation of the buildings with
sufficient accuracy.

A novel proposal for obtaining energy baselines in residential buildings was developed and validated, both
theoretically and experimentally. The proposed model, named QT, consists of a transfer function that is able
to characterize any building based on measured data of its thermal performance. This model depends on the
indoor air temperature, as a thermal response of the building, and the air-conditioning consumption, as
response to the air-conditioning systems. Also, the model contemplates the dynamic effects due to the high
thermal inertia of buildings, considering what is happening in the current time-step but also in the previous
ones. The procedure is also sensitive to different operating conditions of the buildings, which may vary
through time.

A dwelling monitored in a social housing district in southern Spain was used to validate the methodology,
with very satisfactory results. Last of all, several possibilities for combining the QT model and DSM
techniques were suggested for the application of the energy baselines.

7.1.4. Characterization of districts: application of the methodology

The author of this Thesis believes that one of the most distinguished advantages provided by the application
of the energy baselines presented in Chapter 4 is the characterization of districts. In Chapter 5, the
methodology that was developed was first applied to characterize a district. In this case, temperature and
total electricity consumption measurements were available through a monitoring campaign, but with no
disaggregation of the air-conditioning consumptions. A methodology is presented for such cases, obtaining
satisfactory results from the application of the baseline models.

Frequently, improving the thermal comfort of buildings involves the implementation of thermal mitigation
strategies by retrofitting the building stock. By contrast, an innovative study was proposed in Chapter 5 of
this Thesis, which introduced the possibility of using surplus electricity to power the heat pumps of a social
housing district to improve the thermal comfort conditions of the occupants. In this way, the benefits of
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exploiting the rooftop PV potential of the district was assessed to mitigate extreme high and low
temperatures, reducing also the energy bills of the occupants. Once the optimal strategies from an electrical
and economical point of view were selected, the surplus electricity was used to power the heat pumps of the
235 dwellings of the district, heating or cooling the dwellings depending on the season. The results showed
that the thermal comfort could be improved in average by up to 11% in winter and 26% in summer, or 24%
and 44% respectively if the electricity was not used also to reduce the energy bills. In all cases, the thermal
comfort differences among the dwellings of the district, which presented large disparities in the initial
situation, were significantly reduced.

7.1.5. Exploiting the synergies between buildings through DSM approaches

Finally, Chapter 6 of the Thesis combined several of the elements, tools and strategies of the previous
chapters. The purpose was to figure out whether further benefits could be obtained from the exploitation of
the synergies between buildings, by implementing demand side management approaches on a district scale.
Although in the literature it is frequent to find studies that focus on achieving cost savings by promoting
energy sharing in districts, or others that use thermostatically controlled loads to perform demand side
management at large scales, it is very unusual to find studies that combine both approaches, which
motivated the study that was developed.

A case study was therefore proposed (a district in La Graciosa Island in Spain), in which a monitoring
campaign allowed to know the real electricity consumptions of all the buildings in the district. The
application included PV production, electrical storage, the use of the thermal energy storage capacity of the
buildings as well as the possibility of sharing surplus electricity between different buildings. A novel rule-
based algorithm, programmed in Fortran, was applied at 15 minutes intervals to encourage sharing surplus
electricity between the prosumers of the district. The main purpose was to maximize the cost savings and
the use of renewable energy. Different preconditioning strategies under 3 alternative time horizons were
also evaluated.

Compared to the traditional situation in which each building self-manages its own importation and
exportation of electricity, the proposed novel ESC concept demonstrated that it is possible to raise the cost
savings, self-consumption and self-sufficiency ratios of a district in a similar way as batteries, but at less costs.
Several scenarios showed that the new concept allowed to achieve significant savings, around 45%.
However, a sensitivity analysis regarding the feed-in tariff showed that the results are very dependent on it.
In general, the less the district is paid for selling the electricity, the more interesting it is to promote energy
trading, since more locally produced electricity is retained within the district.

Apart from the economic benefits, the electricity exchanges with the power grid were also diminished,
increasing the self-consumption ratio up to 42% and the self-sufficiency ratio up to 64%. Regarding the
preconditioning strategies, the results showed that precooling was chosen instead of the normal schedule on
around 66% of the summer days for all the considered time horizons, although the reductions of the air-
conditioning costs were rather low. However, their use is justified by the fact that preconditioning measures
are available at no additional costs.
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7.2. A new methodology towards achieving comprehensive energy analyses at
large scales

The present Thesis has justified the selection of the district scale as the optimal one to improve the energy
performance of the built environment, increase renewable energy integration and carry out innovative
approaches such as demand side management, which need to consider dynamic interactions. In addition, it
also allowed to reach important conclusions with regards to solar potential estimations, accurate energy
demand calculations and demand side management strategies. The drawbacks of most current approaches
for urban analyses which make use of simplified methods were highlighted, and an alternative tool was
developed to couple 3D models with detailed dynamic simulations of the thermal performance of buildings.
Then, a methodology was proposed to develop energy baselines through monitoring, with which the real
performance of districts can be characterized. Also, due to the complexity of dealing with models that may
contain even hundreds of buildings, the importance of reducing the study domain was also brought forward,
emphasizing the usefulness of clustering techniques for the purpose of choosing the most representative
buildings of a district.

As a last contribution of this Thesis, this section aims to propose a new comprehensive methodology for the
characterization of any existing district as well as mention the necessary tools and procedures so that
traditional energy efficiency improvement strategies or demand side management approaches can be
assessed precisely on a large scale. This would be done by creating 3D models that help in the process of
choosing the representative buildings of a district, which should afterwards be monitored and modelled in
detail for an accurate assessment.

First step: preliminary analysis of the district

The first logical step when dealing with a district is to gather information about its location and all the
resources at hand. The HULCGIS tool is capable of modelling any district in the world (as long as open-
source geometric information is available), but other data such as the use of the buildings or the year of
construction are also necessary. This information could be obtained from sources such as the cadaster of the
municipality where the district is located.

Second step: creation of the 3D model of the district

The geometry of the district needs to be generated so as to create the building representations. A 3D model
of the whole area could be produced by using HULCGIS, including all the necessary information of each
individual building. As mentioned in Chapter 2, this could be done by creating manually the polygons of
each building of the district using open-source layers. Another possibility could be to use files that already
include the geometry of all the buildings of the district, adapting their format through the QGIS platform.
Eventually, even CityGML files could be used through data interoperability extensions.

Third step: characterization of the energy demands with a low LOD

Once the 3D model of the district is available through HULCGIS, it can be coupled with the HULC
simulation software. Iterating building by building and considering mutual shading, this software is able to
perform an accurate dynamic simulation of every building of the district at hourly time-steps, considering
standard uses and construction materials that depend on the year of construction. After every building has
been simulated, the hourly heating and cooling demands are obtained.

Fourth step: application of clustering techniques

Due to the large quantity of buildings that may be found in a district, clustering techniques are necessary.
Once every building of a district has been simulated and their heating and cooling demands are known, it is
possible to apply clustering techniques to choose the representative dwellings of the district through
algorithms such as k-medoids. As an example, the methodology proposed in [184], which could be adapted
to our purposes, is going to be shown. The mentioned study is based on clustering techniques to aggregate
alarge and diverse building stock of residential buildings to a smaller, representative ensemble of buildings.
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Its main novelty is to apply an aggregation method called “Cluster-Centre Aggregation” to effectively
characterize the electrical energy demand of air-conditioning systems in residential buildings under flexible
operation. However, it could be applied for other purposes such as the ones proposed in this work.

The aim in that study is to reduce the overall building stock to a number of representative buildings so as to
be able to assess, with sufficient accuracy, the total building electric energy demand dynamics to be used in
integrated power system representations. The clustering algorithm is applied to electric power or air-
conditioning data obtained by means of a simulation tool that reproduces in detail all the buildings contained
in a considered building stock. The total electricity demand profile from the simulation tool is then compared
with the prediction of the aggregated demand side model that scales up the electricity demand of the
representative buildings.
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Figure 114: Example of dendrogram of hierarchical clustering on energy demand data as shown in [184].

The objective of this comparison is the determination of the proper number of representative buildings (i.e.
number of clusters) in order to balance the opposing needs of reduced computational burden and loss of
accuracy when assessing the demand flexibility of a building stock. Then, for every cluster, the building with
the electric energy demand profile closest to the average electricity demand or air-conditioning modulation
data profile of that cluster is selected as a representative building.

As mentioned before, this methodology could be applied after modeling and simulating a district by using
HULCGIS, selecting the representative buildings of the district.

Fifth step: detailed model and monitoring of building archetypes

Having selected the representative buildings of the district, these should then be modeled in more detail.
Although the building models obtained by HULCGIS are quite precise, a more detailed modelling of the
archetypes allows for even more accurate simulations, considering for example the real position of the
windows, shape of the roof, or real building schedules. These detailed multi-zone models should be
developed in parallel to a building monitoring campaign of the archetype buildings of the district, which
would allow model calibration and the development of the energy baselines introduced in Chapter 4.

Figure 115: Depiction of the transition from the HULCGIS model of a representative building to a more
detailed, multi-zone model.
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Final step: Identification of measures and optimization of the district’s energy performance

Once all the previous steps have been fulfilled, the district’s energy performance can be optimized, following
for instance approaches related to demand side management like the ones proposed in Chapters 3, 5 or 6.
As previously mentioned, the monitoring of the district together with a detailed model of each archetype
building would allow to obtain energy baselines, in such a way that model calibration can be performed and
the real performance and operation of the buildings of the district can be considered. Only in this way is it
possible to guarantee a very realistic assessment of innovative approaches such as demand side management
on a large-scale, since they require considering the dynamic interactions between the buildings of the district.

7.3. Future work

The research presented in this Thesis can be seen as a stepping-stone towards the achievent of energy-
efficient districts, and has provided many interesting insights regarding demand side management
approaches on alarge-scale. However, the scope of the proposed measures is very wide, and there are several
lines of research arising from this work that should be pursued in the future.

e An innovative tool for the dynamic simulation of whole districts was presented, and used to
produce simplified models of whole districts for the application of demand side management
approaches. However, the tool was not applied to analyze the thermal performance of a district
under different retroffiting scenarios. Since a tool was also developed for that purpose, it would be
very interesting to apply the methodology for implementing thermal mitigation strategies. These
strategies could involve changing the characteristics of construction of the buildings of the district,
internal gains, influence of shading devices, ventilation (both during the day or night ventilation in
summer), or operating schedules of the air-conditioning systems. The energy demands under
different scenarios could be compared, but it would also be possible to perform the assessment for
districts with a null use of air-conditioning, comparing the comfort indices in that case. It would also
be possible to change the climate zone where the district is located, as well use real weather files
created by following the methodology proposed in Annex A.

e The synergies between the approaches shown in this Thesis and traditional approaches could be
further analyzed. For instance, the combination of DSM and traditional energy efficiency strategies
such as retrofitting has not been frequently evaluated in the literature, but the author of this Thesis
believes that it would be very advantageous to consider their synergies. One of the reasons is that
reducing the thermal losses of the buildings would allow to store the energy inside the buildings for
longer periods when exploiting their structural thermal energy storage capacity.

e Regarding the strategies that promote energy sharing in districts, studying different climates and
building types would be necessary to investigate the usefulness of preconditioning approaches
depending on the location of the district.

e In Chapter 6 of this Thesis, a rule-based control algorithm was developed to prioritize sharing the
electricity between the buildings of a district instead of interacting with the power grid. However,
optimization through MPC strategies combined with the proposed baselines and preconditioning
strategies could present many advantages to optimize the management of a district. Although MPC
approaches are more complex to implement, they could analyze many different possibilities to
minimize the costs of a district over a certain time horizon, instead of considering a fixed rule-based
control. For instance, if there is an electricity surplus it could be used to charge the batteries, to share
it with other households, or to export it to the grid, making a different decision in each time-step
depending for example on the electricity prices, the SOC of the batteries, or the indoor temperatures.

e Alternatively, the influence of the size of the district should also be further investigated, since
including more buildings in the assessment could improve flexibility, increase the economic savings
and enhance the self-consumption and self-sufficiency of a district.
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ANNEX A. MATCHING CLIMATE

A.1 Introduction

The energy performance of a building is highly influenced by the action of climate and solar radiation, which
contribute to increasing or decreasing the energy demand of the building as well as its energy consumption
and CO:z emissions. When dealing with a detailed building analysis, for example through simulations, it is
of paramount importance to have access to real climatic measurements with which more accurate results
may be obtained. However, in most cases the availability of climatic data is limited, meaning that some
variables such as the sky temperature or the decomposition of global radiation into its direct and diffuse
components are not available. The present section describes a novel procedure to obtain a weather file at any
location, modified through those real measurements that are typically obtained from weather stations and a
model capable of estimating those which are not available.

A.2 Reference weather file

The State Meteorology Agency in Spain (AEMET) provides typical hourly climatic values of every province
in Spain. Among the available data, the values of direct and diffuse horizontal radiation are known, as well
as the azimuth and solar height for every hour of the year determined as a function of the latitude and
longitude of the location. Therefore, it is possible to know the solar position at any time.

MONTH| DAY |HOUR|T OUT| T SKY DIRECT RAD| DIFFUSE RAD | ABS. HUM. | REL. HUM. | WIND VEL. [AZIMUTH| ZENITH
1 1 1 13.1 -2.04976 0 0 0.005936 63.505 3.28883 0 90
1 1 12.1 -3.00016 0 0.00593 67.7449 | 3.28912 0 90
1 1 3 11.5 -3.56065 0 0 0.005944 | 70.6483 | 3.28941 0 90
1 1 4 10.8 -4.20435 0 0 0.005979 | 74.4406 | 3.28971 0 90
1 1 5 10.5 -4.45849 0 0 0.006034 | 76.6359 3.29 0 90
1 1 6 10 -4.89386 0 0 0.006105 | 80.1648 | 3.29029 0 90
1 1 7 9.8 -5.03865 0 0 0.006189 82.354 3.29059 0 90
1 1 8 9.7 -5.08464 17 22 0.006282 84.142 3.29088 -57.3 86
1 1 9 10.8 -3.99182 57 89 0.006379 | 79.3702 | 3.29117 -48.4 77.4
1 1 10 12.1 -2.71077 256 78 0.006474 | 73.8955 | 3.29147 -36.8 69.3
1 1 11 13.7 -1.14904 354 85 0.006562 | 67.4409 | 3.29176 -23.2 63.2
1 1 12 15.5 1.8181 330 125 0.006638 60.725 3.29205 -8 60
1 1 13 17.2 2.23922 373 104 0.006699 | 54.9855 | 3.29235 8 60
1 1 14 17.9 4.15694 288 117 0.006742 | 52.9426 | 3.29264 23.2 63.2
1 1 15 17.8 5.48516 132 132 0.006765 53.457 3.29293 36.8 69.3
1 1 16 17.2 5.16712 63 87 0.006768 | 55.5458 | 3.29323 48.4 77.4
1 1 17 16.2 4.41568 17 22 0.006753 | 59.0607 | 3.29352 57.3 86
1 1 18 15.2 3.62758 0 0 0.006722 | 62.6813 | 3.29381 0 90
1 1 19 14.1 2.71721 0 0 0.006678 | 66.8603 | 3.29411 0 90
1 1 20 13.6 2.36638 0 0 0.006627 | 68.5466 3.2944 0 90
1 1 21 12.5 1.4285 0 0 0.006572 | 73.0545 | 3.29469 0 90
1 1 22 12.5 1.54467 0 0 0.00652 72.4825 | 3.29499 0 90
1 1 23 11.6 [ 0.797359 0 0 0.006476 | 76.3989 | 3.29528 0 90
1 1 24 11.3 | 0.632851 0 0 0.006443 | 77.5392 | 3.29557 0 90
1 2 1 11.4 [ 0.864161 0 0 0.006427 | 76.8376 | 3.29587 0 90
1 2 2 11.7 1.30115 0 0 0.006429 | 75.3502 | 3.29616 0 90

Table 20: Example of data in the reference weather files.

The availability of such climate data allows to have a reference of every Spanish province. The process which
is going to be described below will be fed by the data of those standard files, so that the modified weather
file will be done by comparing the real measurements with the data of the reference climate of the same
province in which the building is located.

A.3 Outdoor climatic conditions: real measurements

The parallel use of a building energy performance simulation tool and real measurements requires to have
access to the data of the real weather conditions to which the building under study is subjected. Since it is
not common to have an onsite weather station, it is necessary to make use of the data of weather stations that
are close to the area in which the building is located.
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The hourly data which are normally available in weather stations are:
e  Outdoor temperature.
e  Relative humidity.
e Wind velocity.
e  Global horizontal radiation.

It should be mentioned that it would be interesting to take into account the measurements of wind velocity
and direction, but these data are not very realistic since they depend on the urban pattern surrounding the
building, which may significantly modify these values with respect to the ones registered in weather stations.
For this reason, they have not been considered in this process.

Weather stations are capable of providing hourly values of the global horizontal radiation. However, it is
necessary to determine the proportions of direct and diffuse radiation, which are very important due to their
influence with respect to the solar gains of the buildings.

As an example of available climate data, the Ministry of Agriculture and Fisheries, Food and Environment
has made available to the users all the information gathered through their weather stations network (SiAR).
In the case of the province of Granada, the following weather stations are close to Almanjayar (which is an
example of location where climate data are needed, shown with the orange mark): Loja (blue mark, 45 km
away), Iznalloz (green mark, 30 km), IFAPA Centro Camino del Purchil (yellow mark, 5 km) and Padul
(purple mark, 20 km).
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Figure 116: Location of the closest weather stations in the case of Almanjayar.
A.4 Procedure to obtain the matching climate

The procedure which is going to be explained in the following sections is summarized in the following figure.
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REFERENCE CLIMATE WEATHER STATION
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Figure 117: Procedure to obtain the modified weather file.
A4.1. Outdoor temperature

In the case of the outdoor temperature, the modified weather file will directly include the measurements
which are obtained from the weather station for every hour of the year.

A42. Sky temperature

The calculation of the sky temperature depends on the measured outdoor temperature and humidity, so the
values of the reference weather file should not be used. For this reason, a series of intermediate variables will
be obtained with the purpose of estimating the sky temperature.

Saturation pressure

The calculation of the saturation pressure for liquid water has been obtained from the document “ASHRAE
FUNDAMENTALS 2009”. In the range from 0 to 200 °C the liquid water saturation pressure is calculated in
the following way:

Inp,, = Cg/T+ Co+ C1gT+ C T2+ Cp T3+ CjsIn T

where
Cy =—5.800 220 6 E+03
Cy = 1.391 499 3 E+00
Cyp = —4.864 023 9 E-02
Cy = 4.176 476 8 E-05
Cjp =—1.445 209 3 E-08
Cjy = 6545967 3 E+00

In both Equations (5) and (6),

Pws = saturation pressure, Pa
T = absolute temperature, K = °C + 273.15
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Dew-point temperature
The dew-point temperature can be calculated directly by using the following equations, also included in the
document “ASHRAE FUNDAMENTALS 2009”:
Between dew points of 0 and 93°C,
td= Ciy+ C50 + Cig0 + Cpy03 + Cig(p,, 01984
Below 0°C,
t;=6.09 + 12.608¢ + 0.495902

where
t; = dew-point temperature, °C
o =lInp,
P, = walter vapor partial pressure, kPa
Ciy =654
Cis = 14526
Cis = 0.7389
Ci7 = 0.09486
Cig = 0.4569

Cloudiness

Identified as IN. In summer it will have a value of 3. In winter the value will be 5.
Cloudiness factor

Feroupiness = 1 + 0.024-In — 0.0035-(In?) + 0.00028:(In%)

Sky emissivity

€ = Fcroupiness - (0.787 + 0.764-Ln [(Toew + 273.15) / 273.15]
TDEW is the dew-point temperature in “C.

Sky temperature

Finally, the sky temperature will be obtained from:
Tsky = Tskv-poe = (€22)+(Tour + 273.15) — 273.15

A43. Relative and absolute humidity

For the calculation of the absolute and relative humidity, the values of humidity given by the weather station
will be used (usually relative humidity), as well as the dry bulb temperature, which is also available. Through
both of them, a tool capable of obtaining the rest of psychrometric variables is used, resulting in data of:

e Outdoor temperature.
¢ Relative humidity.
e  Absolute humidity.
e  Wet bulb temperature.
e Enthalpy.
A44. Decomposition of global radiation into its direct and diffuse components

Solar radiation is the energy flow that we receive from the sun in the form of electromagnetic waves of
different frequencies. The following types of solar radiation may be distinguished:

e Direct or beam radiation: solar radiation received without modifying its direction when crossing the
atmosphere.

e Diffuse radiation: solar radiation received after modifying its direction when crossing the
atmosphere as a consequence of the atmospheric dispersion. In the isotropic models it is considered
to be uniformly distributed in every direction.
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e  Global radiation: it is the sum of the direct and diffuse radiation.

On a clear day, the direct radiation is preponderant over the diffuse radiation. In addition, this type of
radiation is characterized by its way of casting a shadow defined by the opaque obstacles that intercept it.
On the contrary, during a cloudy day there is no direct radiation and all the incident radiation is diffuse.

Although weather stations are capable of providing hourly values of the global radiation on a horizontal
surface, the proportions of direct and diffuse radiation, which are extremely important due to their influence
regarding the solar gains of buildings, are unknown. Their values will be estimated in the following way.

First of all, a reference weather file with all the necessary hourly data is used, located in the same province
as the building under study: outdoor temperature, direct and diffuse radiation, azimuth, zenith and so on
are known. By using this reference weather file which contains all the necessary variables, the daily global
radiation is calculated for every day of the year. The same is done for the measured global radiation, which
is available from the weather station.

Then, a comparison is made between the measured daily global radiation with respect to the daily global
radiation of the previous and the following 15 days of the reference weather file. Having a sample of 30 days,
the two most similar days of the reference weather file are chosen. Then, the proportion of direct/global
radiation of the two days is calculated for every hour. Finally, in the modified weather file the decomposition
of direct and diffuse radiation is made by considering the average proportions of direct/diffuse radiations of
those two days for every hour.

In short, the direct and diffuse hourly radiation of the modified weather file will be calculated by keeping
the direct/global and diffuse/global average proportions of the two most similar days of the reference
weather file, for every hour independently. Below, an example of this procedure on the 15% of March is
shown.

3878.00 4659.74. 1 3
3335.00 4316.02 2 3 ] 65
1516.00 4635.77 3 3 L] 65
2795.00 4055.23 4 3 63 61
4520.00 2953.34 5 3 50 7
453100 4260.08 6 3 63 64
3403.00 33%6.50 7 3 2 66
2633.00 501263 8 3 ] [
1530.00 2376.97 ] 3 81 ]
4156.00 4638.57 0 3 L] 65
1205.00 540177 1 3 80 il
3044.00 5357.43 12 3 ki 80
335100 5497.54 13 3 a7 80
2593.00 5453.36 1 3 87 80
STL00 sgs1 | ———1—® [ 3 87 80

| I S " 3 i il
5213.00 /4007.47 18 3 8z
5762.00 / 3253.37 19 3 72 66
5625.00 /. wwsds 20 3 7 72
5570.00 /343084 21 66 7
2450.00 4 4085.61 /2;/ 3 ] ]
e 5832.88 23 3 2 Ell
208500 / 6045.01 24 3 84 2
536000 / 331160 25 3 72 %
270000/ 5265, 26 3 7 a7
36¢5.00 .76 27 3 36 84
544800 261.29 28 3 ] &8s

4844.37 23 3 L] 01
4052.00 6026.00 30 3 £ a2
3657.00 4547.67 31 3 88 7%

Table 21: Example of the selection of the two most similar days. 15t of March.
A.5 Solar radiation on inclined surfaces

We should take into account that the solar radiation received by a surface depends on its plane, since the
direction of the direct solar radiation depends on the relative position between the sun and the receiving
surface. The procedure which has been developed will allow the definition of a surface through its azimuth
and tilt angle, after which the necessary geometrical conversions will be carried out so as to know the direct
radiation that reaches the defined surface in every hour, since its position as well as that of the sun is known
at any time by using the reference weather file.
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Figure 118: Direct solar radiation: angles between the sun and the receiving surface.

The solar radiation data of the reference weather file are referred to a horizontal surface, so the conversion
of that radiation into that of the inclined surface is necessary. The direct radiation depends on the one hand
on the azimuth and tilt angle of the receiving surface, and on the other hand on the position of the sun in that
instant.

Figure 119: Direct radiation on a horizontal and inclined surface.
Solar angles
o Solar height.
SZ: Zenith angle of the sun.

p: Solar azimuth.
s: Surface tilt angle.
Y: Surface azimuthal angle.

Direction cosines of the sun ray
They are west, south and zenith respectively. We will name them W, Sy Z.
The direction cosines of the sun ray obtained from the solar height and azimuth are:

cos(Zs) = sen (height)- cos (Ws) = sen (height) - cos (height)

cos (Ss)=\/(l —(cos(Zs)? + cos(Ws)?)

Direction cosines of the defined surface
Direction cosines of the defined surface obtained from its azimuth and inclination:

cos(Zp) = cos (inclination)- cos (Wp) = sen (azimuth) - sen (inclination)

cos (Sp) = \/1 —(cos(Zp)? + cos(Wp)?)
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Direct normal irradiance

DHI

DNI =
cos(Zs)

Incidence angle between the sun ray and the defined surface (inner product):

cos(9) = cos(Zs) - cos(Zp) + cos(Ws) - cos(Wp) + cos(Ss) - cos(Sp)

Direct radiation on the inclined plane

Once the process has been done, the value of the S angle in the previous figure (between the direct radiation
and the normal to the surface) is obtained for every hour of the year, as well as the results of the direct, diffuse
and global radiation for the inclined surface.

DPI = DNI - cos(9)
A5.1. Monthly solar radiation for different orientations

Another interesting result which may be obtained through the transformation of the solar horizontal
radiation into that of an inclined surface are the monthly values of the solar radiation for different
orientations. In particular, the radiation in the south orientation will be of great importance, since it plays a
major role in the methods of Equivalent South Solar Area calculation in buildings. An example is shown in
the following figure.
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Figure 120: Monthly radiation for different orientations in a specific location.
A5.2. Equivalent South Solar Area calculation

When dealing with the assessment of the energy behaviour of a building, solar gains are very important.
Their influence may be observed in the following graph, which shows the average temperatures of a building
in freefloating under different conditions.
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Figure 121: Influence of the solar and internal gains on the average daily temperature of a building.

It can be seen that the average daily temperatures of the building in the case 1 (free-floating with solar and
internal gains) are slightly higher than those of case 5 (which has no internal gains). If the solar gains are also
removed, the reached temperatures are those of case 6. Due to this, a temperature difference related to the
solar gains is observed.

The quantification of the solar gains can be carried out through the calculation of the ESSA, which allows
also the comparison of the obtained values with certain established ranges, determining if they are
admissible or if an intervention is necessary so as to put them between the acceptable limits.

The establishment of the real solar gains of a building and the ESSA without using a robust simulation
software would be very complex, since every hour of the year has different own and remote shadows and
what is reflected out of the building is unknown. However, the simulation tools do take into account the
solar gains which reached and stayed in the building, so they are an indispensable tool for their accounting.

In order to calculate the ESSA, we must first remember how the simplified calculation of the heating and
cooling demand of a building is carried out. The following equations show the losses (up) and the net gains
(down) in the case of heating.

m

0 =Q. U4 +2.61,+p,c,nV)GD24
i=1 j=1

Q = (Z[I ZAS.J.I +¢7(,'I)77

=1 J=1

Also, in the cooling season, the following equations show the net losses (up) and the gains (down).

Q = (pacpannarheV)GDnoche‘24‘77

e;

Q; (iliZAs.j.z +aa'f)

i=1 J=1

The building is then simulated under the following conditions:
e Indoor temperature=Outdoor temperature=Sky temperature = 0.

e Internal gains=0.
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Theferore:

CoolingDemand = ESSA I

south

Isolating for every month:

ESSA — CoolingDemand

south

Consequently, the ESSA of a building may be estimated through its simulation under the described
conditions and the knowledge of the solar radiation in the south orientation, which was shown in the
previous section. This may be carried out both at hourly or monthly levels. An example of the monthly ESSA
calculation for a building located in Cordoba, Spain is shown.

JAN FEB MAR APR MAY JUN JUL AUG SEPT OCT NOV DEC
Solar gains 4263.88 4574.36 5565.40 | 5739.08 | 7037.81 | 7294.27 | 8018.05 7578.96 6445.17 5408.67 4624.26 | 3884.45
Isouth 111.38 103.86 104.66 86.95 86.96 77.91 86.25 103.87 112.70 113.42 117.58 104.05
ESSA 38.28 44.04 53.18 66.01 80.93 93.62 92.96 72.97 57.19 47.69 39.33 37.33

Table 22: Monthly values of the solar gains, radiation in the south orientation and obtained ESSA.
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Figure 122: Evolution of the monthly ESSA.

The proportion of the solar gains at hourly, daily and monthly levels for the same building can be seen in the
following graphs:

Week from the 8-14th of January
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Figure 123: Hourly proportion of the solar gains during the second week of January.
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Week from the 1-7th of July

HOURLY PROPORTION OF THE SOLAR GAINS
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Figure 125: Comparison of hourly values of the solar gains for every day in January.
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Figure 126: Monthly averages of the hourly solar gains.

A.6 Modified weather file generation

The final result of the described procedure is a modified weather file with the “.met” extension, which
contains the hourly real outdoor temperature, humidity and global radiation data measured by the weather
station. In addition, the sky temperature is estimated through a psychrometry-based tool, and the
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decomposition of the direct and diffuse radiation is done by comparing the measured global radiation with
that of the reference weather file. The generated modified weather file has also the necessary format for its
use in building energy performance simulation tools.

A.7 Validation of the described procedure

Last of all, in order to check the accuracy of the described procedure, the results obtained of the direct and
diffuse radiation decomposition have been validated. For that purpose, measured data from a weather
station in Madrid have been used, which include measures of direct and diffuse horizontal radiation. Feeding
the described procedure with just the measured hourly global radiation, the estimated direct and diffuse
radiations have been compared to the reality. The following figure shows the result of that comparison for
the direct radiation.

1200
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Figure 127: Validation of the hourly direct radiation.

As it can be observed, the adjustment for the direct radiation is fairly good, obtaining a coefficient R>=0.96.
The following figure shows the comparison of the hourly direct radiation for the months of January and
June.
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Figure 128: Comparison of the measured and estimated direct radiation. Months of January and July.
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On the other hand, one of the restrictions imposed by the described procedure was to keep the value of the
measured hourly global radiation. The figure below shows this fact in April.
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Figure 129: Comparison of the measured and estimated global radiation. Month of April.

Last of all, the comparison of the monthly values for direct, diffuse and global radiation is shown.
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Figure 130: Monthly comparison between the estimated and measured direct, diffuse and global
radiations.
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ANNEX B. PROCEDURE FOR THE
DISAGGREGATION OF HOUSEHOLD
ELECTRICITY CONSUMPTIONS

An accurate assessment of a district requires data of the electricity consumption of its buildings. In addition,
being able to disaggregate the various consumptions is of vital importance when dealing with data of the
total energy consumption of a specific dwelling. If this information were available, it would be possible to
assess for example how much electricity is used for the appliances or the lighting inside the dwellings,
separating them from the HVAC energy consumptions. However, estimating these electricity consumptions
in residential buildings is an intricate task. The main reason is that the consumptions are very volatile, and
dependent on the number of occupants, their behavior, income, size of the dwelling or climatic zone. The
following sections propose several options to disaggregate the air-conditioning consumption from that of
the rest of electricity uses in a household.

B.1 Option 1: disaggregation through detailed monitoring

Ideally, if a district has to be evaluated in an accurate way, the real household electricity consumption profiles
of its buildings should be obtained. This could be achieved by having access to the data of the hourly total
electricity consumption of each dwelling, which is becoming easier in the past years due to the widespread
implementation of smart meters. If smart meters are available, the utility companies usually provide hourly
consumption data (see Figure 131). This allows to obtain typical consumption profiles for a household, and
eventually for a district. Nevertheless, smart meter data do not show a disaggregation of the consumptions:
they only show the total electricity consumption of a household during each hour.
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Figure 131: Example of data obtained from the Smart Meter of a dwelling in Seville, Spain.

In order to estimate the disaggregated consumptions, one option could be to monitor all the appliances of
the dwellings. This would allow to obtain the consumption patterns of the different devices, and also their
contribution to the total electricity consumption. A detailed monitoring campaign carried out in a dwelling
in Seville, Spain allowed to visualize the consumption patterns of all of its appliances by using a Smart Plug
(see Figure 132, Figure 133 and Figure 134 for some examples). As it can be seen, the consumption patterns
of different elements are very different. When comparing old devices with new devices, significant
differences can also be observed.
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Figure 132: Consumption pattern of one use of a washing machine (left) and dishwasher (right).
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Figure 133: Consumption patterns of different TVs (left) and laptops (right).
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Figure 134: Consumption patterns of a Smartphone and a Tablet.

A detailed survey was then conducted on this dwelling, estimating the amount of time that each device was
used during a whole month. This allowed obtaining an estimation of the contributions of the different
elements of the household for a whole month (see Figure 135).
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Figure 135: Disaggregated monthly energy consumption.
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However, obtaining a disaggregation of the electricity consumption for each hour would require to use a
smart plug or smart meter for each device of the dwelling simultaneously, which is unfeasible. Another
option would be to consider the Non-Intrusive Load Monitoring (NILM) technique, which is a process for
analyzing changes in the voltage and current of the total electricity consumption and deducing which
appliances are used in the dwelling as well as their individual energy consumption. However, that is out of
the scope of this work. Therefore, two proposals are going to be presented for cases where it is not possible
to disaggregate the air-conditioning consumptions.

B.2 Option 2: disaggregation through temperature and total consumption monitoring

The second option to discern air-conditioning consumption from that of the other devices in a dwelling is to
observe the relationship between the indoor temperature and the total electricity consumption. In this way,
deviations of indoor temperature from the full free-floating values may be identified. Days without these
temperature deviations may be used to calculate the average household electricity consumptions, since when
the indoor temperature is similar to the full free-floating temperature it means that there is no air-
conditioning consumption.

The household electricity consumptions can be inferred by using graphs such as the one presented in Figure
136. In this case, the average daily electricity consumption in intermediate months without air-conditioning
is around 4600 Wh. As may be observed, whenever the average daily temperature is below 20 °C, the total
daily electricity consumption increases. In parallel, the same happens if the average indoor temperature goes
above 25 °C during summer months. This can also be observed in Figure 137 for a dwelling in a different city
during the heating season.
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Figure 136: Example of average daily indoor temperature and total daily electricity consumption of a
household in Seville, Spain.
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Figure 137: Example of average daily indoor temperature and total daily electricity consumption of a
household in Granada, Spain.

B.3 Option 3: estimated disaggregation through a tool for obtaining hourly profiles

In order to estimate the average hourly electricity consumption patterns in residential buildings, a tool has
been developed. After studying the available information, annual data and daily profiles of certain
appliances provided by the projects “EURECO”, “SPAHOUSEC” and “ENCERTICUS” are used. The
“ENCERTICUS” project is also based on experimental measurements, and thus was used merely to verify
the consistency of the obtained results.

The total annual consumptions for cooking, lighting and appliances were obtained from the SPAHOUSEC
project, discerning between the climatic zones of Northern Atlantic, Continental, Mediterranean and all
Spain. The types of dwellings could be either flats or detached, and the HVAC energy consumptions are not
taken into account here. These data come from a large monitoring campaign that was carried out throughout
Spain. Therefore, they are very representative of the Spanish building stock. In addition, to disaggregate the
total energy consumptions, information from the EURECO project was used, obtaining average daily
consumption profiles for each type of appliance. In the case of lighting, the monthly variations were taken
from the ECODROME project. A summary of the sources of information is shown in Table 23.
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Aggregate
Project Annual
Output

Monthly

Variations Daily profiles

Lighting

Clothes-dryer

EURECO - X X Freezer

TV

Computer

Cooking

Clothes-washer

Dishwasher
SPAHOUSEC X X X
Standby

Refrigerator

Oven

ENCERTICUS X - )

Lighting
ECODROME - X

Table 23: Daily profiles, monthly variation and yearly output provided by several projects on consumption
patterns in residential buildings.

A tool was developed for the purpose of automatizing this process. After choosing the type of dwelling,
climatic zone, month (or annual) and type of cooking, this tool generates an average consumption profile
with the disaggregation of all the different energy consumptions for each hour: lighting, appliances, standby
and so on. An example is shown below in Figure 138.
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Figure 138: Example of average daily consumption profile.
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With the purpose of validating the results produced by the tool, the annual average profile obtained in the
case of a flat in the Mediterranean with non-electrical cooking has been compared to the measurements taken
in a social housing district in southern Spain. Ten dwellings were monitored during 2017 with Smart Meters
at 1 hour intervals, and the average daily consumption profiles for each month were obtained. As it can be
seen in Figure 139, the annual average daily consumption profile generated by the estimation tool is not very
different from that of the real hourly measurements in this district.
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Figure 139: Comparison between measurements and the estimation made by the tool.

As can be seen in Figure 140, if we focus on the average daily consumption for each month, the differences
are also rather small. However, it can be observed that the estimated consumption for the summer months
and holidays, particularly in August, is much lower than the measurements. After conducting a survey, it
was concluded that one of the reasons is that the occupants of the district under study stay at home very
frequently during their holidays.
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Figure 140: Comparison between the estimated and the real average daily consumptions of the dwellings
in the district.

Although the results of the estimations made by the tool are (to a certain extent) quite accurate when
comparing the average monthly or annual consumption profiles of a district composed of several buildings,
this resemblance may not be fulfilled during a specific day, for a specific building. Figure 141 compares the
profile estimated for the month of April with the electricity consumption measurements of 5 different
dwellings of the district on the 3 of April, 2017 (Monday). It can clearly be seen that dwelling 1 is not
occupied. Also, peaks can be observed at lunch time in dwellings 3, 4 and 5, which have electrical cooking.
The peak in dwelling 2 is not so pronounced, since they use bottled butane gas for cooking. As is apparent,
focusing on a specific day shows that the differences between dwellings are significant, and also contrast
with the profile estimated in the previous section.
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Figure 141: Measured hourly consumption of different dwellings on the 3+ of April 2017 and estimated
profile for April.

If we look at the consumption of the same dwellings during a whole week (Figure 142), it can be seen that
the pattern of each household is somewhat similar during the weekdays, and a bit different during the
weekends. When we focus on the electricity consumption of dwelling 5 (Figure 143) during the weekdays
(3 to 7t of April 2017) and repeat the Monday pattern, we can see that the behavior is some days similar
and some days different.
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Figure 142: Hourly consumption of several dwellings during a whole week and comparison with the
estimated profile for April.
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Figure 143: Comparison between the real measurements and the electricity consumption pattern of
Monday.

All these results allow us to reach the following conclusion: at district level, the estimation of the average
electricity consumption profile of its buildings is more accurate, due to the fact that the aggregation of the
electricity consumptions of households with different patterns of behavior eliminates the differences that are
observed when focusing on a specific dwelling at hourly intervals. However, it is almost impossible to
predict the real hourly consumption patterns of a specific dwelling during a specific day.
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ANNEX C. GENERAL CONCEPTS OF
DEMAND SIDE MANAGEMENT

In this anneX, general concepts about Demand Side Management will be explained due to its importance in
this Thesis. This includes the different techniques available, the distinction between DR and DSM, some
notions about smart buildings, sensors and actuators, the role of the users or the importance of energy
storage. This information is present in the literature, but in a very uncoordinated way. For that reason, this
annex aims to summarize the available facts in an understandable manner.

C.1 General framework

Since there are different points of view with regards to defining a framework for DSM, we will consider
different alternatives. According to [66], DSM results in the implementation of four types of components:

-Energy efficient devices.

-Additional equipment, systems and controls enabling load shaping.
-Standard control systems to turn devices on/off.

-Communication systems between the end-user and an external party.

On the other hand, [185] depicts the overall system architecture of a DSM system dividing the different
components in the following way:

-Smart Home Controller: main component in charge of dynamically managing the loads inside the
house, prices coming from high level actors and the information collected from the devices in the
home domain. Its role is played by a home residential gateway.

-Smart appliances: provide consumption forecasts for each requested program.
-Smart plugs: power metering and on/off control.
-Smart meter: collects and provides aggregated metering data.
Looking at a broader picture, [96] considers the basic components of a DSM framework as:
-Local generators.
-Smart devices: able to monitor themselves and remotely controlled.
-Sensors: temperature, light or power meter sensors.
-Energy storage systems.
-Energy management units: exchange information and manage the electric resources.

-Smart grid domains: distribution, operation, market and service provider.
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Figure 144: General architecture of DSM frameworks [186].
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With regards to the different types of loads that can be found, the literature review which has been carried
out revealed different approaches when dealing with the distinction of the various electrical loads present in
a dwelling. Loads can be categorized in the following way according to [185]:

-Plannable loads: those for which consumption forecasts are available and it is possible to choose start
times. Only plannable loads can directly participate to a planning problem.

-Controllable loads: connected to smart plugs and can be switched on/off.
-Monitorable loads: connected to smart plugs but cannot be switched on/off.

-Detectable loads: their consumption can be estimated by calculating the difference between the
power measures provided by the smart meter and all the smart plugs and appliances. Therefore,
they are not smart appliances and are not connected to smart plugs.

C.2 DSM techniques
There are six categories in the context of DSM, which are considered basic load shaping techniques [65]:

1. Peak clipping: It is one of the most traditional alternatives and involves the reduction of the system
peak loads in specific periods. When the utility is not capable of satisfying the demand during peak
times, this strategy becomes particularly important. Lowering peak demands can help to lower
service costs by reducing the operation of the most expensive units.

2. Valley filling: It encompasses building off-peak loads.

3. Load shifting: Shifting load from peak to off-peak periods without necessarily changing the energy
consumption. Appropriate loads are moved in time for an economic or environmental benefit. It can
be considered to have the same effect as the combination of valley filling and peak clipping.

4.  Flexible load curve: Variations of interruptible loads. The users agree to the possibility of their energy
supply being variably controlled by the utility, reducing or postponing their demand so as to
achieve operating and fixed costs.

5. Strategic conservation: Involving a reduction in sales as well as a change in the pattern of use. It
diminishes the overall demand by increasing the energy efficiency. It does not only reduce the
demand during peak periods, but also in off-peak periods. Strategic means that these measures as
intended on purpose, not happening in a natural manner.

6. Strategic load growth: Increased market share of loads. The utilities encourage users to replace
inefficient fuel equipment or improve their quality of life and productivity, operating during periods
of low demand so as to achieve an efficient plant operation. In this way, the average cost of service
is reduced by dispersing fixed costs.
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Figure 145: Basic load shaping techniques [87].
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C.3 Demand response vs. Demand Side Management
As a general rule, DSM measures can be divided into:
-Energy efficiency: using less power to perform the same tasks.
-Demand Response.
-Financial incentives.
-Behavioral change through education.

Demand Response, which is a form of Demand Side Management, is frequently used to name programs
developed to encourage users to adjust their energy demand in response to price signals. DR can be
performed by using different techniques such as heating/cooling storage, batteries, or switching on/off
electrical loads automatically. DR programs can be categorized as incentive based, in which the users are
offered payments when they reduce their loads on a given time period, or price based, in which they reduce
the loads by responding to economic signals.

The distinction between DSM and DR is often confusing for many researchers. We should take into account
that DR is normally measured in kW reduced (although that can lead to kWh reduced), and it enables to
solve peak-load problems. On the other hand, DSM is measured in kWh (which in turn can also lead to kW
reduced), encouraging the users to be more efficient enabling carbon mitigation goals or supplying capacity
for example. Generally speaking, we can say that DR is generally more focused on the short term, and DSM
in the long term. When certain conditions are met, a combination of DSM and DR actions could be very
effective. The user would not be forced to choose one program or the other, benefitting from DR programs
which could be then used to fund long-term DSM programs. Automatic control achieves higher participation
in DR than manual control [15].

The study presented in [187] made a thorough review of existing DR programs around the world,
demonstrating a highly asymmetrical development between regions and how the USA is leading the
adoption of DR. Despite the lack of homogeneity, efforts to develop DR programs are pursued globally,
indicating that utilities are starting to perceive DR as a useful resource instead of a complicating factor. Given
the available infrastructure, the current barriers are mainly regulatory and economic.

Demand side economic incentives by using dynamic pricing are another promising way to reduce energy
costs, but first it is important to understand how the electricity market works. Since electricity cannot be
economically stored it is subject to short-term capacity constraints. However, demand is highly variable,
which means that in some cases there will be plenty of capacity and in others the capacity constraint will be
binding, increasing the incremental costs dramatically. As a result, the electricity price varies constantly.
Thus, many programs have been implemented in order to give customers economic incentives depending
on the time that the energy is used. Advanced telecommunication systems and smart meters particularly are
essential elements of dynamic pricing, making them more feasible today than in the past. Different DSM
approaches such as load shifting can benefit from dynamic pricing, since being able to move the time of use
of reschedulable loads may reduce the energy costs. Time-of-use tariffs could also be considered.
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Figure 146: Example of hourly electricity demand and prices.
C.4 Smart buildings: current state of the technology

Buildings are an essential part of the energy system, and their smartness could help the integration of DSM
approaches. According to [188], it is still unproven and unclear how much building automation could save
in terms of energy and cost, and there have been no sufficient justifications for the investments. The
demonstrated energy savings when using smart homes are relatively small, but the potential savings during
peak times are higher.

One of the latest trends in our consumerist society is the introduction of domestic automation into our homes,
also known as home energy management systems, which also play a crucial role in realizing residential DR
programs in the smart environment [189]. While until recently its complete implementation was regarded
as unaffordable and only available for high-income customers, it could set the path for the large scale
deployment of smart devices directed at enabling DSM approaches, even for low-income users.

From the point of view of Energy Policy, Smart Homes are one of the EU’s priority action areas in its Strategic
Energy Technology Plan: Create technologies and services for smart homes that provide smart solutions to energy
consumers [190]. Due to this, Smart Homes are seen as an integral part of a future energy system, since they
help to reduce the overall demand as well as alleviate supply constraints during periods of peak load [190].
The Smart Home is seen as an important technological solution in delivering an affordable low-carbon
energy transition, with associated benefits for households, utilities and policymakers [191]. The objectives of
households which intend to save energy and money align with the efforts of the utilities to improve energy
system management and those of policymakers which pursue emission reduction and a secure and reliable
energy supply. The uptake of Smart Homes will lead to an increase in the amount of measured data
available, providing unparalleled insights into how our homes perform [192].

Traditionally, smart home systems have been sold as a whole and the consumer has to rely on the same seller
for the hardware, communications protocol, central hub and user interface. Each platform has essentially its
own language, which is capable to interact with the connected devices and give them instructions. This
situation is parallel to the one of the market of computation about thirty years ago. There were several
important computer companies such as IBM, Digital Equipment Corporation, Hewlett Packard and so on.
Each of these companies had its own operating system and its own communication protocol (Token-Ring,
Decnet, etc.). In practice a company could only use computers of the same company (captive market), which
made the communication between computers of different companies very arduous. This situation changed
dramatically when the main computer companies decided to use open-source communication protocols
(Ethernet and TCP-IP) and operating systems (UNIX and its many variants). These changes led to the current
situation, which is very different from that of thirty years ago.
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Currently, there are open-source software systems for Smart Home devices which can be used with
proprietary hardware. This may be considered as a first step in the way to open the market of Smart Homes.
These smart devices can be controlled remotely by using a computer, smartphone or tablet in such a way
that:

1. The possibilities are endless: from turning a device on or off, to scheduling a washing machine or
controlling the temperature at home.

2. The overall or disaggregated consumption could be knowable. This would facilitate the
implementation of DSM approaches, since understanding the load profile together with being able
to shift the loads, controlling shading (and therefore solar gains) or controlling the set-point
temperatures make it possible.

3. Smart Home implementation can therefore optimize energy usage and save a significant amount of
energy, guaranteeing the comfort of the occupants. However, it should be mentioned that the
energy consumption of some appliances (such as laptops, fridges or irons) cannot be reduced by
using smart systems, since they would consume the same energy with or without it.
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Figure 147: Example of a Smart Home and its sensors [193].

There are many different applications of smart devices for control and automation, some of them not quite
useful for DSM implementation, but others of paramount importance. The ones which are going to be
mentioned here can be equipped with Wi-Fi or Bluetooth connectivity, allowing their control through
computers, tablets or mobile apps. They are commercially available, although their prices may be (still)
significantly high. Individual splits are very frequent in households compared to centrally controlled
systems, especially in Spain. They are starting to be sold with Wi-Fi by some manufacturers, but the prices
are comparably high and therefore unaffordable for most users.

A Smart Home comprises a variety of systems and appliances with a main control, including sensors,
appliances and smart devices:

1. Central hub or gateway: it allows the control of the whole system through a user interface.

2. Shading controls: blinds or shutters can be remotely controlled so as to harness the energy of the sun
or prevent rooms from getting too hot.

Lighting: lights triggered by motion sensors, dimmed lighting, remote control.

Ll

Air-conditioning: smart thermostats are capable of controlling and maintaining room temperatures
by turning on or off many types of air-conditioning systems.

Ventilation control.

Smart appliances: washing machines, fridges, freezers, dryers, dishwashers and so on.

Smart meters: they monitor the consumption and report that information remotely.

© N o @

Smart plugs: able to monitor the consumption of the devices connected to them as well as turn them
on or off remotely.
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9. Alarm systems: home security systems which make it possible to check remotely when motion
sensors are activated.

10. Others: locks, doors, humidifiers, smoke detectors, irrigation systems, multimedia, cameras,
swimming pools control, bells, air purifiers, audio devices and so on.

Home automation has evolved into more than a connection between autonomous devices: it has evolved
towards systems and processes that are becoming more intelligent and capable of communicating with
people [194]. However, the impact of Smart Home systems depends on how developers, manufacturers and
retailers design and market them (and also on how the users utilize them), but once they are adopted their
impact is not easy to evaluate [190]. In addition, improving the performance of a building through building
automation requires adequate measurements and justification of the economic gains that could be offered
before its realization, which might differ depending on the user behavior. The study presented in [18§]
suggests that results from observations and product research for residential homes indicates that the
investment cost of building automation ranges from 500 to 2000 Euros, depending on the building type.

C.5 Smart meters

Smart meters are the new generation of gas and electricity meters. In the case of Spain, electricity meters
started to be installed in 2010 and they are expected to be implemented in every household by 2019. They
are devices that record the electricity consumption usually in intervals of one hour, and communicate the
information to the utility. The implementation of smart meters means the replacement of traditional meters
which still use technology created many years ago. This means that dwellings will no longer have to rely on
reading the meters manually or paying estimated energy bills.
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Figure 148: Smart meters implementation. Source: Endesa.
There are several benefits to smart meters:

-Hourly data: The energy consumption can be monitored online by the user, thus increasing the
understanding of the household energy use and the direct impact of different habits and lifestyles.

-Faster to fix problems in case of failure.
-Estimated readings are no longer necessary.

-New energy tariffs: By being able to know the energy consumption each hour, it is possible to
establish different tariffs depending on the time of day.

-Energy saving possibilities: Electricity suppliers may use the data collected to create cheaper prices
for off-peak use and optimal time-of-use tariffs. The users can also know the energy prices
beforehand and schedule their energy consumption in consequence. In the case of Spain, the hourly
electricity prices are available at 20:15h the day before.

The new data streams coming from electricity and gas measurements made by smart meters will also lead
to several innovations in the building retrofit process [192] such as:

-Improved identification of the households which would gain the most through retrofit measures.

-Improved predictions of the energy savings by using consumption data, to infer heating/cooling
practices (a home constantly heated is likely to have greater savings than one which is rarely heated).

-Quality assurance checks of retrofit works through pre and post-installation comparisons of energy
consumption data.
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C.6 Sensors and actuators

Smart gateways are often needed in smart buildings. Sensors can communicate directly with the gateway,
measuring environmental parameters such as temperature, humidity, light or motion. These systems can
incorporate algorithms controlled by the gateway which allows the control through on-site or remote
interfaces (such as PCs, tablets or smartphones). They are usually wireless, using standardized
communication protocols. Rules can be defined for automation (for example turning on a light when the
main door opens or presence is detected). The data are measured by sensors at regular intervals or when an
event occurs, and can be saved in cloud servers so as to provide historic data when needed. The individual
appliance data streams coming from smart plugs can also be used to make better predictions of saving
potentials, thanks to the understanding of detailed electricity consumption of each device, frequency of use,
etc.

The most important sensors and actuators which can be implemented into a smart home are:

1. Temperature and humidity sensors: able to provide data at regular intervals.

2. Motion sensors: able to detect when a home/room is occupied and save the data when an event
occurs.

3. Doorfwindow sensors: able to detect when a door or window opens/closes.

4.  Smart plugs: capable of measuring the consumption of the appliances connected to them as well as
turning them on or off at any desired time. The data obtained can be then sent to the local
controller or a cloud server.

5. Smart thermostats: set-point temperatures can be adjusted depending on the measurements of other
sensors and the algorithms used by the smart gateway. They enable an automatic control for
heating and cooling, and have increased noticeably their market share in recent years.

6. Motorized blinds or shutters: they can automatically open or close when certain conditions are met.

W

Figure 149: From left to right: temperature and humidity sensor, motion sensor, door/window sensor.
C.7 Communication Networks

In the past, the infrastructure needed for distributed sensing and monitoring was significant. However, in
the last few years the vast majority of buildings have been retrofitted with Wi-Fi capability, which permits
the communication of the devices between themselves and also back to internet based servers [63].
Advancements in communication networks and sensors have consequently smoothed the path for
researchers to use their capabilities in their fields of interest [195]. These low-cost wireless sensors could
mean cost-effective mechanisms for energy management systems.

A Home-Area Network is operated within a small boundary such as a house, and enables the connection
and sharing of resources of in-home digital devices such as smart appliances, mobile phones, tablets,
computers, sensors, actuators, smart plugs, smart thermostats or security systems within a common
network. The modem provides wired LAN ports or wireless connectivity to host users. This may extend the
scope of the utilities beyond the smart meters, enabling demand response and energy efficiency programs.
Smart devices can be connected in a HAN with either wired or wireless communication technologies such
as Wi-Fi, ZigBee, Z-Wave, Ethernet, KNX, etc. [189]. Many applications of wireless communications have
been developed and investigated on various studies such as electronics, buildings electrical safety and
energy management and conservation [195].
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Figure 150: Example of Area Network boundaries. Source: Fusion Energy Consortium.

On the other hand, there have been significand advances in power management of the devices, and it is
possible now to have a temperature sensor which reports to the internet every 2 minutes for two years just
using AA batteries [63]. Such low energy devices make it possible to implement DSM approaches. Wireless
sensors have the advantage of an easy implementation, since they do not need a wired installation and
therefore can be installed without restrictions. With the market penetration of mobile communications,
command and control of heating and cooling systems in commercial and domestic buildings is becoming a
viable and cost-effective option, particularly in the existing building stock [63]. What is needed, is the system
and processes to link mobile devices to a smart command and control system which can manage the
appliances, thus achieving energy savings which are shown to the consumer. It must also be said that, as a
by-product, the environment of home automation may generate an enormous amount of data, which
contributes to relatively new research fields such as the Internet of Things (IoT), Big Data and others [194].
The consequences of this research are relatively unexplored, but it seems evident that it may help to obtain
a detailed account on the global behavior of a population from the energy consumption point of view.

C.8 Smart homes as a means to improve the assessment of energy saving measures

Demand reduction in buildings is one of the clearest paths towards achieving emission savings at a large
scale, and it has traditionally been accomplished through the refurbishment of the thermal envelope of the
buildings. This includes an increase on the insulation of roofs, walls and floors, changing the glazing or
improving the efficiency of the air-conditioning equipment. Refurbishment can provide long-term savings,
but it involves high investment costs. In addition, accurate estimates of the potential savings which can be
expected are, more often than not, unavailable. Therefore, providing this information is a very promising
challenge.

This has been considered by some studies such as [192], which explores the potential of smart home
monitoring technologies (with room temperatures, occupancy and real consumption data) to estimate the
energy savings available from retrofitting, since using Smart Home data streams can improve our
understanding of the real building performance and help to identify more clearly the strategies so as to
reduce the energy demand.

In addition, the temperature data streams can provide information of the heat loss of a building by observing
the rate of decrease of room temperatures when the heating system is switched off. The authors of [192]
suggest that this information should lead to greater uptake of retrofit alternatives, since by better
understanding the fabric and ventilation characteristics of a building, improved predictions of the retrofit
effects can be made. Moreover, [196] claims that observing the rapid rate at which a room heats may indicate
that the heating system is functioning efficiently, and in contrast that the rate at which the heat is lost may
indicate whether it is sufficiently insulated or not.
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C.9 The role of users

Substantial savings can be obtained by investing in equipment and infrastructure in the residential sector,
but the behavior of the end-users is of paramount importance. This behavior can be influenced by smart
metering, consumption feedback systems and awareness campaigns [197]. The energy used can represent a
significant proportion of household budgets, but consumers are often lacking a clear understanding on how
to reduce their energy demand [192]. The energy use in homes is complex, with a mixture of different fuels
(electricity, Liquid Petroleum Gas or Natural gas for instance) which provide various services (air-
conditioning, lighting, cooking, communications...). The current energy system in which energy is mostly
centrally generated on the one hand, and is consumed by individual users on the other, offers a framework
in which users can play a major role so as to produce considerable energy savings. In this context, we can
safely say that the popular proverb “knowledge is power” is of particular significance. For this reason,
personalized, tailored and real-time information and feedback on energy use and tariffs by using smart
meters and In-Home Displays may help to “make energy visible” [191].

The study presented in [198] offers a very comprehensive analysis of information-based energy conservation
experiments conducted until 2012, quantifying the energy savings from strategies such as energy saving tips
or conducting home audits. Comparing individuals to the average energy used could be more effective than
other strategies at reducing energy usage. On average, they claim that individuals in the experiments
reduced their electricity consumption by 7.4 %. In [199] we can see a useful insight of the role that in-home
feedback displays can play to help households understand patterns of behavior and the relative impacts of
the different appliances and equipment. The common impact factors leading from occupant behavior to
energy consumption have been identified by [200] as shown in Figure 151.

(Common impact factors leading from occupant behaviour to energy consumption
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Figure 151: Common impact factors leading from occupant behavior to energy consumption [200].

The effects of various direct feedback systems on consumer behavior have been researched for some time,
and they have consistently demonstrated that direct feedback motivates energy savings which range up to
20 % [201]. Policy makers should consider the high impact of information programs, which are relatively
low-cost and can produce many savings. This feedback is proving to be a critical first step in engaging and
empowering consumers to manage their energy resources. However, some types of feedback appear to be
more effective than others [202], since past studies suggest that daily/weekly and real-time feedback generate
the highest savings per household. Figure 152 shows the average savings of a household depending on the
feedback type, obtained by the previously mentioned work based on 36 studies implemented between 1995
and 2010.
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Figure 152: Average household electricity savings by feedback type [202].

Another type of feedback on energy savings are real-time appliance-level energy consumption data, which
have the potential to empower consumers to effectively manage their household energy consumption and
encourage conservation [203]. Many studies have investigated the influence of real-time information on the
energy use of households, which is considered to be more effective than traditional monthly reports. Some
of them investigate this by using in-home displays for example, which give information about the costs and
electricity usage. However, none of them explain why real-time information affects the energy consumption.
The causal mechanisms are therefore explored in [204]. In this study, the authors conclude after doing some
experiments that those who receive real-time information reduce their energy consumption, but the effect
diminishes over time. This conclusion is also reached by [191]. This fact suggests that energy conservation
policies that target learning might be more cost-effective than installing in-home devices.

Additionally, the study presented by [201] establishes that consumers who actively use an in-home display
can reduce their electricity consumption by at least 7% on average. The study presented by [200]
demonstrates that in-home displays could lead to around 9.1 % reduction in monthly electricity consumption
and about 11% cut off in monthly electricity bills. The study shown in [197], which focuses on low-income
households, shows electricity savings between 22% and 27% when individualized awareness campaigns and
consumption feedback are introduced in the households. On the other hand, [205] suggests that despite all
the efforts, the implementation of useful feedback is lagging way behind knowledge since it is usually not
driven by scientific findings but by political interest or incentives.

C10 The role of energy storage and renewable energy on DSM approaches

By nature, renewable energy sources are intermittent, causing problems of grid stability. For this reason,
there are some limitations on the amount of renewable energy which can be fed into the electricity grid.
Generally, renewable energy production is governed by environmental conditions, not being able to respond
to changes in demand. However, controlling reschedulable loads could be an effective strategy, mitigating
the fluctuations introduced by renewable energy production. In this case, it is the demand which responds
to changes in generation and not the other way around. That is the basis of demand response.

Thermal Energy Storage (TES) systems are usually used to integrate renewable energies, but they can also
be used for load shifting, reducing the energy costs and becoming a powerful DSM tool, especially in
presence of renewable energies [66]. DSM often works best when there is storage available for the user, either
inside the building or storing the energy in tanks [63]. A TES system can store energy by heating, cooling,
melting, solidifying or vaporizing a material, using different substances depending on the required storage
capacity, temperatures or the economic feasibility. Energy storage is usually characterized through the
power capacity (allowing to respond to mismatches of higher magnitudes) and the size of the energy storage
(responding to shorter/longer mismatches). Storage can also help to flatten the customer’s load profile.
Therefore, effective TES can potentially impact several categories of DSM, including peak load shifting,
valley filling and strategic conservation [88].
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Figure 153: Integration of storage and Demand Side Management. Source: Energy Storage Association,
2012.

Another way in which DSM can be beneficial is by relying on the inherent properties of buildings, for
example by changing the temperature thanks to their thermal mass or disengaging heating or cooling for
short periods. Literature shows that the DSM potential is in this case a function of the available thermal mass
and the geometry of the building [92]. However, the use of the thermal mass only enables short-term storage.
The DSM potential is higher for massive buildings compared to lightweight buildings, and it could be
expected that the efficiency of the structural energy storage is higher for well insulated buildings [92].
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ANNEX D. IMPROVEMENT MEASURES
CONSIDERED IN THIS THESIS

The present annex focuses on justifying the consideration of some of the improvement measures that were
examined in this Thesis, since improving the thermal performance of a district or diminishing the energy
costs through automation requires a previous study of the feasibility of the systems that may be
implemented. The reductions of the energy demands in buildings have been traditionally addressed in
multiple ways. The author of this Thesis considers that some of the most interesting approaches are
preconditioning, solar control and night ventilation, which is why they will be analyzed and explained in
detail in this annex. In the past, solar control and ventilation approaches were only viewed as traditional
energy efficiency strategies, but they will be considered here within a DSM framework since they are capable
of indirectly changing load shapes by reducing the consumptions or altering the times of use. In this annex,
basic concepts about these strategies will be explained, along with a review of some of the alternatives that
are usually implemented. Then, a case study will be considered to evaluate their energy and economic
feasibility.

D.1 Structural thermal energy storage: preheating/precooling strategies

Buildings have a thermal mass that provides inertia, taking some time to heat up or cool down. Like other
technologies to store energy, this inherent property can be used to store energy at peak periods and preheat
or precool the building, but is available at no additional investment cost. Given the right control system, an
electric heater or electric Heat Pump could be used flexibly depending on the grid conditions, without
significantly compromising the thermal comfort of the occupants and contributing to the reduction of peak
loads. Thanks to the thermal inertia, electricity and thermal demand can be partially decoupled through
flexible HVAC operation while maintaining thermal comfort. During hours of no occupancy this strategy
has an even higher impact, since it allows to relax the comfort constraints.

If the electricity market conditions are favorable, heat could be produced by the HVAC systems to preheat
or even overheat the buildings, storing energy in the building thermal mass or in storage tanks. This of course
depends on the availability of pricing programs which allow time-of-use tariffs. In these tariffs, the prices are
set in advance and vary throughout the day. They are higher in peak periods and lower in off-peak periods.
Conversely, in dynamic or Real-Time Pricing the prices are usually notified to the users on a day-ahead or
hour-ahead basis. A dynamic electricity market is already available in many countries for large consumers,
and it is being extended to residential customers, which increasingly generate their own renewable energy
and become prosumers.

Activating the structural thermal energy storage demands for active control of the indoor temperature and
increases the total energy used [92], since the utilization of structural storage might result in increased
transmission and ventilation losses. The building could be preheated and its storage capacity activated by
increasing the indoor temperature set-point when the price of the electricity is low. Alternatively, the set-
point could be lowered with high electricity prices, releasing the stored energy and thus reducing the
electricity demand. Building mass can be used for either an active (under floor heating) or a passive thermal
storage system [66]. The study presented by [92] evaluated a floor heating system and low temperature
radiators for their potential to activate the thermal mass of the building. It concluded that the floor heating
system showed better peak shaving potential since it was able to activate the thermal mass directly, unlike
the radiators which tended to heat mostly the indoor air.

Simulation and experimental results show that a Model Predictive Control strategy that considers both the
structural storage capacity and the active thermal storage may result in considerable savings while
maintaining comfort, mainly due to the free cooling potential (e.g., through night ventilation), a higher
contribution of solar and internal gains for passive heating and the price differences between peak and off-
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peak periods [92]. Nevertheless, it should be noted that thermal comfort plays an important role in pre-
heating/pre-cooling strategies, since it limits the allowable temperature fluctuations. It can be introduced into
cost functions in order to optimize the calculation of the temperature set-points, but specifying the cost of
comfort violations has proven difficult due to its subjective nature. For this reason, thermal comfort
standards are often considered.

A promising technology to activate the thermal storage mass in buildings is the Thermally Activated
Building Systems (TABS), which includes pipes or ducts embedded in the building surfaces to work as heat
exchangers, providing heating or cooling and storing heat in the thermal mass [206]. TABS help to activate
the thermal mass of the building, allowing load shifting strategies. By making use of dynamic pricing
strategies there might be significant cost savings, but overheating the building above its normal set-point
temperature results in energy losses, therefore increasing the energy consumption.

Among the different technologies available to carry out DR strategies, heat pumps play a vital role.
According to [207], there are three main categories of applications using heat pumps in a smart grid context:
stable and economic operation of grids, integration of renewable energy systems and operation under
variable electricity prices. Changing residential space heating from the use of gas boilers towards heat pumps
is also recognized as a method to reduce emissions and increase the energy efficiency [110]. Heat pumps
might be effective in balancing the electricity supply and demand when combined with the thermal inertia
of buildings, contributing as well to the integration of renewable energies. They could therefore be employed
to make use of dynamic pricing or the advantages offered by Frequency Restoration Reserve markets as a
means to induce users to generate or absorb electricity depending on the grid imbalance, obtaining economic
benefits in the process. Last of all, it should be mentioned that the main benefit of preconditioning
approaches is that the capital costs needed for their implementation are minimum, and in some cases even
non-existent.

D.2 Solar shading control strategies

Solar-control systems are beneficial if the artificial lighting and cooling energy consumptions want to be
reduced, but they have to be realistically assessed when they want to be implemented in buildings. Their
main function is to intercept the sun’s rays before reaching the building in cooling periods and permitting
the wanted solar gains in heating periods. A very interesting review and state of the art of advanced solar
control devices for buildings is presented in [208]. Figure 154 summarizes in a very clear way the different
design parameters for solar-control systems, including the different technologies available.
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Figure 154: Design parameters for solar-control systems [208].

It has already been proven that controlled shading devices on windows have a major effect on the energy
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consumption due to solar heat gains, heat transmission and infiltration [209]. The solar gains of a building
mostly depend on the following aspects:

-Orientation of the glazed areas.

-Size of the glazed areas.

-Shading losses due to surrounding buildings, trees and shadows produced by the own building.
-Transmittance of the thermal envelope of the building.

-Solar heat gain coefficient (SHGC): fraction of the solar radiation which enters a building through
a window compared to the total radiation that the window receives. Apart from SHGC, several
names are used for it: solar factor, g-value, or Total Solar Energy Transmittance (TSET).

-Use of the solar control systems.

Solar gains are unwanted during the cooling season, and desired whenever the building is in heating mode.
Therefore, the solar heat gain coefficient is of great importance to achieve energy savings in buildings. In fact,
the study presented by [210] indicates that automatic control of shadings used in conjunction with
controllable lighting systems can produce substantial reductions of energy demand for cooling and lighting.
As anew tendency in the building sector, shading devices can potentially be replaced by building integrated
solar thermal shading systems, which are small-sized solar thermal collectors for heat generation, solar gain
reduction and glare protection [211].

The review of 109 papers on the use of shading devices in buildings included in [212] includes the following
findings:

-The number of papers on shading devices has increased dramatically in the recent years. This
reveals the importance of shading control systems on the energy consumption of a building.

-Using simulation programs to solve the complex relationships between climate, occupancy, energy-
efficiency issues and design characteristics is a strong way of coping with these problems.

-Office buildings are the most selected case studies.
-Venetian blinds are the most commonly studied shading devices.
D.21. Dynamic shading

Dynamic shading is commonly suggested as a means of reducing overheating while at the same time letting
daylight and solar irradiation in when needed, without compromising thermal comfort [213]. The
implementation of this measure is interesting in buildings with shading elements and a high percentage of
glazing in east, west and south orientations. The goal during heating periods is to improve the solar gains
through the glazed areas with an important solar radiation potential. On the other hand, during cooling
periods the goal is to reduce the solar radiation penetrating on the building through the glazing, which may
be the most important component of the cooling demand. In southern orientations using horizontal laths are
more convenient, whereas in west and east orientations vertical laths are preferable. Shading elements also
contribute to the reduction of the infiltrations since they act as an additional layer against wind.

Various shading control algorithms have been used in the existing literature: based on incident solar
radiation, internal temperatures and others [214]. An experimental and analytic study was performed by
[215] in order to compare different external solar screens, with a dynamic analysis of the energy
performances. Also, [216] presents a field study to investigate occupant interactions with motorized shading
systems. With regards to the role of the users in dynamic shading, it should be mentioned that manual
control should be avoided because users of buildings tend to leave the blinds either open or closed regardless
of what is optimal for the cooling or heating needs [217].
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Figure 155: Example of control of automatic shading devices [218].

Globally, the results obtained in [219] show that movable solar shades used for south-facing windows
reduced the energy demand by almost 31%, improving the thermal comfort. In that study, using motorized
blinds with a smart controller produced energy savings reaching up to 20% for cooling and 50% for lighting
in comparison to static systems. On the other hand, [209] show maximum energy savings of 14.9 % in June,
and an average of 9.8% annually by using movable exterior window shading for a building in a tropical
climate. [209] suggests that movable shadings do not have much impact on North, East and West orientation,
so they should only be applied to southern windows.

Strategies for shading of an external mobile screen based on both internal temperature and solar irradiation
thresholds are said to be more efficient than strategies based on solar irradiation or internal temperature
alone [220]. However, a distinction should be made between external and internal shading. [219] claims that
external shading has a better performance at reducing heat gains than internal windows coverings, since the
solar radiation absorbed by internal ones will finally increase indoor heat gains. However, due to relatively
high initial costs external solar shading receives less research focus, although this fact strongly depends on
the country considered.

D.3 Night ventilation strategies

The forecasted climate change will not only produce an increase on the cooling demand of buildings, but
also indoor conditions that are less healthy for the occupants, particularly in urban areas. For this reason,
ventilation strategies which focus for example on the exploitation of the free cooling potential are also of
paramount importance.

If the outdoor air temperature at night is low enough, natural or mechanical ventilation can be used to cool
the exposed thermal mass of a building. By doing this, a heat sink is provided for the following day, ensuring
thermal comfort by limiting the overheating hours. This advantage has already been widely studied, and
night ventilation appears to be one of the most promising passive cooling techniques [221]. For these reasons,
free cooling by enhanced night-time ventilation could be an efficient technique so as to decrease the cooling
demand of buildings.

Figure 156: Night cooling technique. Source: Illinois Institute of Technology.

178



IMPROVEMENT MEASURES CONSIDERED IN THIS THESIS

This measure can be applied when the following conditions are given:
-The zone has a cooling demand.

-The exterior air has certain temperature-humidity conditions which allow to satisfy totally or
partially the cooling demand.

-Its application extends to constant or variable flow systems.
In order to use free-cooling with an existing air treatment unit, the following elements are required:
-The installation of an air return fan.
-The addition of an air damper.
-The automation of the outside, return and exhaust air dampers.
-A possible increment of the air intake section and its channeling from the Air Treatment Unit.

The efficiency of night ventilation is strongly related to the difference between the indoor and outdoor
temperatures at night, the air flow rate and the thermal capacity of the building [222]. On the other hand,
weather-predicted controlling seems to be most effective [223]. Despite the simplicity of the concept, the
effectiveness of night-time cooling is affected by many parameters, which makes predictions uncertain [224].
Most studies conclude that night ventilation in free floating buildings may decrease the next day peak indoor
temperature up to 3K [221]. In air-conditioned buildings, a considerable reduction of the cooling peaks may
be expected.

D.4 Example of DSM implementation

In this section, we propose a DSM implementation with sensors and actuators, including dynamic shading
and ventilation strategies. The proposal is to follow algorithms composed of a set of “IF-THEN" rules, which
determine how to react if any change of the parameters that are measured by the sensors occur, such as
inside or outside temperature, presence and so on. A set of rules will be therefore designed and embedded
into an intelligent algorithm.

D.4.1. Description of the case study

A household located in a social housing district in Seville (Spain) built in 1983 will be used as a case study,
following the procedure to obtain the energy baselines explained in Chapter 4. A monitoring campaign
allowed to measure the indoor temperatures and the total electricity consumption of the household through
temperature sensors and a smart meter during the whole year 2017. The measured temperatures motivated
a study on the implementation of solar shading and night ventilation strategies, which might be able to
improve the thermal comfort of the occupants who have to withstand temperatures up to 33 °C inside the
dwelling.

Figure 157: Model of the dwelling and surrounding buildings.
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Figure 158: Measured temperature of the household, July 2017.

The following sections will synthesize the results of the measures that will be evaluated by applying the
energy baselines.

D.4.2. Solar control strategies

Solar control systems reduce the cooling energy consumption of buildings by decreasing solar gains. Several
strategies have been simulated to evaluate the potential comfort improvement (with no air-conditioning
system) and energy savings (standard user) that may be achieved.

e Standard solar control (SC_ST): no DSM. Blinds are lowered up to 30 % during summer.

e Presence solar control (SC_PRES): blinds are lowered if there is no occupancy.

e Presence solar control with lighting consideration (SC_PRES_LIGHT): blinds are lowered if there is
no occupancy, and if there is occupancy the blinds are lowered up to 10% (for natural lighting).

The last two strategies would require the installation of a gateway, a motion sensor, and an actuator in each
blind of the household.
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Figure 159: Results of cooling demand reduction for the analyzed solar control strategies.
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Figure 160: Results of excess degree-hours reduction for the analyzed solar control strategies

As it can be seen, the studied measures are able to achieve high cooling demand reductions up to 40 %, as
well as an improvement of the thermal comfort of the occupants if no air-conditioning systems were used.

D.4.3. Night ventilation strategies

Free cooling by enhanced night-time ventilation is also an efficient technique to decrease cooling demands,
especially when integrated with sensors. The air flow-rates during the night in summer could be modified
depending on the outdoor air conditions, requiring the installation of temperature sensors which could add
intelligence to the system so as to determine when to activate the systems.

The secondary baseline allows analyzing different night ventilation strategies, as mentioned in Chapter 4.
The following figures show an example of its effect both in free-floating and when considering a standard
user (with air-conditioning).
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Figure 161: Example of baseline in summer with and without night ventilation. Free-floating mode.
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Figure 162: Example of the evolution of the indoor temperature and consumption with and without night
ventilation. 6% to 10t of July. Standard climate and user.

The strategies that have been analyzed are:

e Night ventilation during 8 hours with 4 Air Changes per Hour (ACH).
e 8 ACH during the night only if the oudoor temperature is below 25°C.
e 12 ACH during the night only if the oudoor temperature is below 25°C.

These last two strategies would need the installation of a temperature sensor and a control system.
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Figure 163: Results of cooling demand reduction for the analyzed solar control strategies.
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Figure 164: Results of excess degree-hours reduction for the analyzed solar control strategies.

The proposed night ventilation strategies are also able to reduce the cooling demands up to 25 %, as well as
improve noticeably the indoor conditions if no air-conditioning systems were used.
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IMPROVEMENT MEASURES CONSIDERED IN THIS THESIS

D.4.4. Evaluating the economics

Once the results of energy demands were obtained for the evaluated solar control and night ventilation
approaches, it is necessary to evaluate the investments needed for their implementation. Without this
assessment, it would not be possible to quantify their feasibility in a proper way, since high investments
could be done for systems with minimum savings. The following table shows the estimated investments that
would be necessary for each of the analyzed strategies. These investments were estimated by searching
information published by many manufacturers of the needed devices, including the gateway, temperature
sensors, motion sensors and other devices that would be needed for the implementation of the strategies.

Strategy Total investment [€] | Annual savings [€/year]
VENT NOCT_DSM4 0€ 0.0
VENT NOCT_DSM8 503 € 184
VENT NOCT_DSM12 503 € 28.0
SC_ST 0€ 0.0
SC_PRES 1,860 € 30.1
SC_PRES_LIGHT 1,860 € 39.2

Table 24: Total costs and annual savings of the strategies that were evaluated.

As is apparent, the energy savings linked to the approaches that were evaluated are not enough to obtain
acceptable repayment periods, since the necessary investments are quite high. In the case of the solar control
strategies, this conclusion is even more evident. The reason is that the necessary actuators of the windows
and the communication system with the gateway still have high costs. One possible and more affordable
solution in the future will be the substitution of the windows for others which already have integrated
temperature, motion and luminosity sensors.

D.4.5. Conclusions

The results have revealed the great potential of the proposed strategies in order to improve the thermal
comfort of buildings, as well as the energy and economic savings that may be achieved. Solar control and
night ventilation strategies are interesting solutions when cooling buildings (with savings around 30%), and
this annex combined them with sensors and actuators which until recently were traditionally used only in
smart homes. However, the high costs of the needed devices (especially for solar shading systems) do not
allow yet to obtain high economic profits.
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HIGHLIGHTS

« Several designs of hybrid systems are analysed in different locations of Spain

« An inmovative electicity consumption profile for dwellings is presented.

» The relevance of the cogeneration engine working howrs |s emphasised.

« Primary energy consumption, emissions and Life Cycle Costs are caleulated.

« All the case studies are compared in order to determine the most optimal solutions.

ARTICLE INFOQ ABSTRACT

Article hisiory:

Recmived 20 uly 2015
Rescrived in revised form 15 December 2015
Accepted 17 December 2015

Available anline 11 |amuary 2016

The aim of this paper is to assess the performance of several designs of hybnd systems composed of solar
thermal collectors, photovoltaic panels and natural gas internal combustion engines The software
TRMSYS 17 has been wsed 1o perform all the calculations and data processing as well 25 an optimisation
of the tank volumes throwgh an add -in coupled with the GENDPT® software. The study is carried out by
analysing the behaviour of the designed systems and the conventional case in five different locations of
Spain with diverse climatic characteristics, evaheating the same bullding inall cases. Regulators, manu-
facturers and energy service engineers are the most interested in these resulis.

Two major contributions in this paper are the calculations of primary energy conswmpt ken and emis-

Keywords:
Energy nsumption in buildings
Distributed generation

Hyhrid systams sions and the inclusion of a Life Cycle Cost analysis. A table which shivws the omder of preference regard-
Mio-CHP img those criteria for each considered case stpdy & ako included. This was fulfilled in the interest of
Mi comgmeratian comparing between the different configurations and climatic zones so as to obtain conclusions on each
TRHEVE of them. The study also llustrates a sensibility analysis regarding energy prices Finally, the exhaustive
literature review, the novel electricity consumption profile of the building and the illustration of the

influence of the cogeneration engine working howrs are also valuable outputs of this paper, developed

in order to address the knowledge gap and the ongoing challenges in the field of distrbuted generation.

@ 2015 Ekevier Lid. All rights reserved.

1. Introduction climate change is linked to carbon emissions. This has encouraged

a tremendous amount of studies with different approaches related
to the implementation of technologies capable of both producing
energy ina more effident way and diminishing its environmental

1.1. Background and main achievements

In the recent years, the concept of energy effidency has been
receiving widespread attention due to the realization that fossil
fuel resources required for energy generation are finite and that

* Comesponding author. Tel: <34 954487471,
E-muil add recss Trrius e (L Romero Rodrigues).

hittp: fidx doior g L1016/ Lapenerzy. 20151 2080
030626198 201 5 Elsevier Ltd Allrights reserved.

impact.

These studies indude the use of technologies such as Combined
Heat and Power (CHP) production, also known as cogeneration sys-
tems, which are able to produce eectridty and therma energy
from the same source. They are considered to be crucial to achieve
such goals by many international omganisms due to their many
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E.2 Assessment of the photovoltaic potential at urban level based on 3D city models: A case study and new
methodological approach
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The use of 30 diy mode s oomib ned with simulation functionalites allows to quantify energy demand and
renewable generation for a very large set of bulldings The soope of this paper is tode termine the solar pho-
towvoltabc potential at an urban and reglonal scale using CityGML geomet ry de seri prions. of every bud ding. An
innovative wiban dmulstion platform s wsed to caloulate the PV potential of the Ludwigsherg County in
south-west Germany, inwhich every bullding was simulated by wsing 30 of ty madels.

Both technical and economic potential {considering mof area and inselation threshokds) are inve stigated, as

ﬁiw‘?’:a N well as two different PV effidency scenarios In this way, it was possible to determine the fraction of the elec-
wpumﬁlsly trici iy demand that can be avered (neach munici pality and te whole regon, deciding the best srategy, the

profitability of the imvestments and dete mdning optimal lecations. Additional by, another important contritsu-
thon 5 a literature review reganding the different methods of PV pote nitlal estimation and the available moof
area reducion coefficlents. An economic analysls and emisdon assesment has alo been developed.

The results of the stdy show that it is possible to achieve high anneal rates of covered electricl iy demand in
several municipal ites for some of the considered scenanios, reaching even more than 100% in some cases The
wse of all available roof space {tedhni cal potential § could cover 775 of the region’s electricity mnsumption and
SHE a5 an economic potential with only high imadiance rook considered. The propmsed methodologal
approach should @it bute valuably in helping policy-making processes and commumnicati ng the advantages
of distributed generation and PV systems in buildings to regulators. researchers and the general public.

& 2007 Elevier Lid. All rights reserved.

Urtan solar potentia
Roaf-tap photovo taic sy shems
Distribuied generatian

3D dty modek

1. Introduction

It isan undeniable fact that our present living standard strongly
depends on electricity and other forms of energy. Urbanization has
led to a high increase in energy use, with buildings being one of its
largest contributors and playing a significant role on climate
change. A= part of the sustainability strategy in Europe, the Energy
Performance of Buildings Directive (EL, 2010} and others such as
the Renewable Energy Directive ( EL, 20089 ) have defined a package
of measures that sets the path for notable and long term improve-
ments in the energy performance of Europess building stock. Some
examples are the introduction of Mearly Zero Energy Buildings
(MZEB) or the obligation to utilize on-site renewahle energy. In
addition, the tendency of new regulations is to extend the system
boundaries from a single building to the urban ara, allowing the
interaction between different energy flows.

* Carrespanding authar.
E-muil address: Irri@uses (L Romero Rodriguer)l

hitp: [iebe doior gfl 0:1016fj solener 2017 02,043
0038 -9 24 2017 Elsewier Ltd. All rights reserved.

The new concept of distributed energy generation is becoming
increasingly important, with the effect that the distribution network
is evolving from a once passive power-consuming to an acive
power-generating part of the eedrc power system (Srechovic
et al, 2006} Among the different widespread distributed energy
applications, there is a growing consensus that the deployment of
photovoltaic (PV) systemns in buildings is an attractive option. Anal-
yses have shown that about 60% of the roof area in Europe is suitable
for solar technologies ([EA, 2002; Weiss and Biermayr, 2010), which
oould be solar thermal (Sms) or photovoltaics. In this work the foms
iz on solar photovoltaics. However, ins pite of the fact that the advan-
tages for individual buildings have been studied, there is little under-
standing of the potental benefits of an urban scale implementation
of such systems (Jo and Ctanicar, 2011).

Electricity production by PV is growing world-wide and grid-
parity is a reality in many places, even in low irradiance countries
such as Sweden {Molin et al., 2016). Solar mdiation is a clean and
abundant source of energy and PV is expected to contribute even
maore significantly in the future, since rooftops provide large areas
suitable for solar energy exploitation. Howewver, unlike the
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ARTICLE INFO ABSTRACT

Amesing acumately the solar potential of all building swioes in dties, including shading and multiple =
flections betwesn buildings, is esential for when energy modelling. However, sinoe the munber of surface
interactions and rdiaton exchangess increase exponentially with the scale of the district, innovative @mpu
ttional strategies are nesded, some of which will be introduced in the present work. They shoulkd hold the best
mmpromise between neult accuracy and computational efficency, i computtional time and memory e
Cuir EmeTs.

In this study, different approaches that may be ussd for the computation of when solar imadianae in arge
arexs are presented. Two omenste whem case studies of different demsities have been used to compare and
evalum i three different methods: the Perer Sky madel, the Simplified Radiosity Al garithm and a new scene tiling
method implemented in our urban simulation platform SimStadt, wsed for feasible sstimations on a large scale.
Toquantify the influsnce of shading, the new concept of Urban Shading Ratiohas been introduced and ussd for
this evaluation process. In high density whem amess, this index may reach 60% for Boades and 25% for rook.
Tiles of 500 m width and 2 m overlap are @ minimum requirement in this case to ompute solar imadince
with an acoeptable acowracy. In medium density aress, tles of 300 m width and 100 m overlap mest perfectly
the acmmcy requinemenis. Inaddition, the solar potential for vanow solar energy threshalds 25 well as the
memthly variation of the Urban Shading Batio have been quantified for both @ise studies, distinguishing betwesn
ook and facades of different orienttions.

Eeywards:

Radiagon models
Tiling sirategles
Solar potential
TUrtan shading rada

1. Introducton based on these models such as the one presenied here are essential for

energy planning, with the aim of helping 1o guide the proces of de-

Urban energy modelling and simulation has seen a substantial de-
velopment during the last decade, boosted by two factors: the shift of
the energy transition pamdigm 1o a city scale level and the increasingly
high computatdonal performances reached by multcore micm-
procsssos and Graphie Procesing Undts. In onder to provide new di-
gltal methodds for energy planning and decisdon support, several inter-
matonal research centers and private sector actors have developed
urban-specific algorithms and software took, much & CliySim
(Robinson et al, 2009), UM (Reinhart et al, 2013), or SimStadt
(Mouvel et al., 2015a). These software solutons allow accumte calow-
latons of the solar radiation on each building surface of a clty. How-
ever, the scale of the case sudy may present a dgnificant impediment,
due o the large number of surface interactions (Le. ooclusions and
reflections) and radiation exchanges which take place.

The present study addresses the lsue of calculating accurmtely and
efficlently the solar potential in such cases by wsing 3D cliy models,
which are increasingly being uwsed for complex simulations. Studies

= Corresponding anshor.
E-madl address Iorglus es (L Romero Rodrigues)

httpe e ol org 10 1016/} sabener 20 17090017

veloplng future policies and being able 1o make informed decidons at
large scales This work has been possible through the we of innovative
tling strategies which were implemented in an urban simulation plat-
form. In addition, the shading and reflection efferts have been quant-
fled and compared for two case studles with medium and high bullding
densitles, including analyses on roofs and facades with different or-
lentations.

1.1. The imporance of asewng the wolor pateniol o an whan level

An accurate masament and und erstanding of the solar potential of
cltles is paramount in the contest of the urban energy transition. In the
concepiial phase of new urban environmenis, it enables urban planners
1o design sustainable urban layouis and forms with optimized passive
{influencing the heating and cooling demand) or active (Integration of
photovoliaic or solar thermal sysiems) solar energy strategles and
better quality of life (daylighting). In exdsting neighborhoods, a solar

Receiwed 9 June 301 7, Recedved in revised form 2 Saptember 2017, Accepied & Seprember 2007

Available coline 14 September 2007
DO3S-HIZX/ € 2017 Elevier Lid. Al rights reserved.
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E.4 New 3D model based urban energy simulation for climate protection concepts
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Article history:
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Available online 3 January 2018

Climate protectizn concepts for cities and regions are designed o establish 00z emission baselines and
develop measures for climate change mitigation. Up to now such concepts were based on aggregated
consumption and emission data and only qualitative estimations of the effect of measures were possible.
Tao better quantify the impact of mitigation measures, a large amount of data on the building stock is
needed. Very powerful analysis possibilities for an energetic and economic evaluation of scenarios arise,
if continuoushy growing data stock organized in geographical information systems are combined with
simulation models of buildings and energy systems. In this work, 30 data models in CityGML format
of the entire building stock of Ludwigsburg, a German county with 34 municipalities, were used and
enriched with building's year of construction and its function to allow an automatized guantifying the
climate protection indicators. In this regard, the heating demand of each individual building in the region
in the current state and after two refurbishment scenarios are calculated. In addition, the local solar
photovaoltaic potential is determined, 25 the exact size and orientation of each building surface is in the
3D model available. Besides, some new methodologies are described to better quantify the costs and

Keywords:

Cimate pratsction conoepts
Usban energy simulation

A0 city made]

CityGML

Phatowoltaic analysis
Decision making

benefits of C0h mitigation strategies on a local or regional level and to support decision making.

© 2017 Published by Elsevier B.V.

1. Introduction

Many cities and regions are committed to develop climate pro-
tection concepts and have set ambitious COz reduction targets, In
many international urban networks information and best practice
examples are exchanged, such as the Cities for Climate Protection
Program (CCP) established in 1993 or the C40 network founded in
2005, Local authorities are crucial actors in climate change miti-
gation, as they can regulate, advise, and facilitate action by local
communities and stakeholders, and have considerable experience
in addressing environmental impacts within the fields of energy
management, transport, and planning [ 1]. & precondition for action
is a model for local energy use and greenhouse gases, because
without detailed information on urbanenergy flows strategy devel-
opment and management of measures is not possible [2].

The determination of the baseline energy consumption and CO5
emissions in climate protection concepts is today mainly based on

* Carresponding author ai- Hochschulbe flir Technik Stuttgart, Schellingsirasse 24,
70174 Stuttgart, Germary.
E-rmail oddres: Maryam Ziraki@hfi-stottgart de (M. Zirak)

hittps:f/dai.orgl 10,1016/ L =nbuild 2017.12.01%
D37E-TTBR 2017 Published by Elsevier BV.

aggregated statistics or average values. Whereas, in a bottom up
approach specificvalues related to the building space and the build-
ing footprint as a function of buildings” type and age are used o
determine the status quo of consumption [3-5]. Such approaches
hawve the advantage to include ococupant behaviour and macroe-
conomic and socioeconomic effects in the consumption, but its
reliance on historical consumption information does not necessar-
ily allow projections for the future,

Itis a major challenge to quantify and predict the urban energy
demand [6]. The two main modeling strategies for building enerzy
consumption are top-down and bottom-up methods [7,8], Depend-
ing on the input data and structure, bottom-up methods apply
either statistical or physical models [9]. The former has some limi-
tations, like the need of a large sample group, and not specifying the
impact of the energy conservation measures, which is important for
urban energy strategies, Modeling the thermal energy consumption
with a physical approach is based on algorithms like quasi-steady
state or dynamic hourly models using geometrical and semantic
data [10],

Urban energy modeling is computationally intensive, due to the
increasing level of detail and amount of building data, such as con-
struction and usage data, attached, Either the processing power can

190




JOURNAL PUBLICATIONS

E.5 Contributions of heat pumps to demand response: A case study of a plus-energy dwelling
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HIGHLIGHTS

# Amsessment of several dymamic pricing strakegies in a plhs-energy dwelling.

& Evaluation of consumption, cost, heat pump use i peak hours and thermal mmfart.

® Using heat pumps and the storage capacity of buildings for DR proved highly beneficial
& Optimal strategies were foumd choosing different ®mperature and price threshokis.

& Cost savings up to 25% may be achieved without significant themmal mmfart losses,

ARTICLE INFO ABSTRACT

Eeywards: Demand Response programs are increasingly wsed in the elecricity sector, since they allow consumers to play a
Demand respoace significant role for balancing supply and demand by reducing or shifting their electricity consumption. For that
g:mmsr;xw puTpase, ncentives such a5 time-based rates have been propeed The present study analyzes the potential

benefits of operating the heat punp of 2 plus-energy dwelling which perticipates in a dynamic pricing market,
benefitting fom the thermal storage apacity of the buikling. The software TRNSYS 17 has been used to mode]
the building and the supply syzem. A validston of the madesl was carried out by using available meamur=ments
af the dwelling.

Thres sstpaint temperatrs soemarios have besn considensd for sixtsen different straegies which depend an
emperatune and electridty price threshalds, with the aim of determining which alermatives could lexd ©
significant savings while maintaining an accepable thermal omfart. Several Botors such a5 cost savings, heat
pump cansumptan, mtio of selfconmumpdon of the dwelling and we of the heat pump dwring peak hows wens
abio evaluated in every case.

The resulis show thet dynamic price tirshakls should be ussd instesd of fived price tirshokds, which may
anme low activations of the hest pump or overhest the building above the comfort limits. Cost savings up to 25%
mary be achieved by using optimal st egis, inceasing the self-mnmumption matia, having almost no influence
on the thermal comfort and achieving significant peak reductions on the grid. The outcomes of this study show
the importzmes of loaking at the implications of such strategies on several criteria within a demand response
framewaric

Sepodnt hem paratn e
Flosenergy dwellings

1. Introducton the need for demand response

Unlike other energy resources, electrcity has to be wsed when it &
generated, snee i3 sorage on a large scale (s still an intrieate task
Utllity companies increasingly have to deal with peak demands in
constrained networks, 0 regulating the electricity we s edtleal. The
grid frequency s the indicator of the balance betwesn supply and de
mand, dropping when the consumption exceeds the supply and

= Corresponding anfhar.
E-modl eddress Iriiuaes (. Romero Rodrigoesh

htapes oL omg 10 1006/ Apmergy 2012 01 056

increasing when generation exceeds consumption. In addition, with the
increasing penetration of intermitent renewable generation there is a
gmowing need for ancillary services to absorb the related disruptions
[1].

Blackouwts happen if the supply & incapable of meeting the demand,
which ¢an be solved elther by investing in new power plans and
transmission lines, or by reducing the electric ity demand. However, the
first opiion might not be economically feasible, since critical perods

Racswed 6 Norember 2017, Reseivad in revised form 25 Jannwy 2018, Accaaad 28 Janoary 2018

Available caline 02 February 2018
0306-2619, & 2018 Elsevier Lid. All rights reserved.
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E.6 Mitigating energy poverty: potential contributions of combining PV and building thermal mass storage
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ARTICLEINFO ABSTRACT

K 3 The issuz of en yerty has devastating implications for the society, and it has been ated in the past

i =TEY P ¥ g mmp by g gV P

Energy poverty years due to the sconomic crisis and the incresse of energy prices. Amang the most affeced are those with low

;’]P‘:ﬂrz incomes and living in ineffident buildings. Unfortunately, the biter reality i that sometimes this part of the
[poe:

population are facing the next question: Heating, or eating? The declining pries of distributed energy tech
nologies such as photovoltaics provides an oppontunity for positive social change. Although their ise does not
adkiress energy paverty directly, substantial contributions may be made.

Mezsuremenits of indoor Empemiures in a social housing district of southemn Spain in 2017 have revealsd the
umbearable temperatures that the ocupants have © sndure, both in summer and winter. Using this distict s a
se study, the present wark aims to evalwmie the benefis of explodting its moaftop PV potential to cover part of
the eledricity comsumption of the district {reducing the energy bilk], and use the swplus electnicity o upply
power for the heat pumps in the district. Optimal altematives reganding mandmamm FY production, maximum
self-suffidency mtio and minimum imestment costs have been found, considering as well different options when
sharing the availsble elsaricity surphus to improve the thermal comfont of the ocoupants. As far & the awthars
Imaow , na previous study has followed an approsch zimed st energy poverty alleviation such & the one presented
in this wark. The r=sults show that using the suwphs electricty to heat ar cool the whole dwellings would
improve the thermal comfort of the ocoupants in average up to 11% in winterand 26% in summer. If all e PY
genemtion was used or more buildings in the area were employed to ins@all FV modules, improvemenis up o
33% inwinter and 7% in summer could be obtained, reducing at the same tme the thermal comfont differences
among the dwellings of the disirict.

Thermal comdont

1. Introducton 0 belp tackling fuel poverty and achieving embsion reductions [1].
Due 1o i1z decreasing prices and market avallability, photovolale gen-
1.1. Bockground eration s frequently considered o be the best candidate on a large

acale.

Citles have become one of the cornersiones in fighting cimate
change due to thelr increasing elect deity demand. Although in the past
this was mostly covered by using foss] fuels in large centralized power
plants, the use of renewable energles i3 becoming widespread due to
their proven contribution to mitgate global warming and the fact thar
they provide local, clean and abundant sources of energy. The trans-
ton e sman microgrids which make use of distibuied renewable en-
ergy generation systems such as photovoltale (PV) or wind energy &
ako belng promoted, and there s a huge potential to utllize them not
only to satdy demand and provide decentralized generation, but ako

= Comesponding authar.
E-mal address Irifus e (L. Romero Rodrigues).

http=//doi arg,/1 0.1 016,/ enconman 2018 (7058

Desplie the enormous benefits of renewable energy systems (RES),
there is a drawback that should be considered: an extensive use (nseris
uncertainty into the grid due tothelr dependency on weather condi-
tons A large amount of intermittent renewable energy in the energy
system i3 8 major challenge, snce supply and demand must march at
any time [2]. For thi reason there is a need for power reserve, and
energy siorage systems play a central mle since they provide the means
0 balance energy generation and demand. Bulldings can be pan of the
snluthon in future sman grids, offering diferent storage potentials in the
srecture (sell (thermal stomge) or in individeal undts such a5 water

Recsived 28 April 21& Recsived in revised form 1 July 201 & Acospbed 19 July 2018
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Feywords: The wchnclogical challenges of .da;u:ng SRSITY SyStamS to the additton of more renewables are inticarsly in-
Frequency seatoration reserve terralated 1«'.13 the wa\'s in w}ud’. t.hm daval and deployment Howsehclds wxﬁ
Pewer Seiiliey own onsite distrit d by o ! 2nd thermal storage capacities (prosumars), can ad-
Demacd sexpeste: lu!m:r-\ ueb.:edmdmmuuunnﬂsdltedm..md. 23t pamps, a5 an established wechnology for
Fhcot e g enexgy Y, are irgly sesr. a5 kaving petential for shiftng elecwricity use and contrbut-
T—— e, .rstaaaéRspmu (oR).
L.ngamd&léﬁ"doﬂadndr idared with ing data of 2 household in a plus~nergy neighborhood
ir C , the techrical and Srancial viabifity of utlizing household kest pumps to provide power

dxmzhrfar&nqm?m:m?mﬂ?.ﬂ) are stodied The research aims to evaluste the Sexible
ecrrical load offered by a cluster of buildings whose heat pumps are activated depending oo salacted ruls-
hzedpa:ddpac)annaegix.

Giver. the prevading prices for FRR in Germany, the modelled cluster was unable to reduce ovarall elecic-
ity coss and thus was unable so show that DR pam:pamr as .ch_. with the hest pemps is Snancially vi-
He Five siratagies that differed in the raspactive szl thas weeld need to be -wdupcr.
between the custer manager and the aggvegator were studied. “The relatively high degree of daxibility neces-
zary for the heat pumps to participate in FER activations could be provided to varying extents in all strategics,
burhemﬁth:mnmzﬁng:imofﬂzh&:pmpsn::ndcu::obe:!upe:‘maqzl’:ni:in;phy:’c;l:and&u:dﬂ)
facter. The fraquancy, price and duration. of the activatice calls from the FRR are also vital to compensate the
increase of the heat pumps” energy use. With respect o thermal comfort and self-sufficiency conswaints, the
buildings ware only able to acospe 1 to 34%¢ of the activation calls while remaining within se comfort para-
matars, Thiz, b , also dapends on the chara of the buddings. Finally, a sensitivity analysis
showed that if the FRE. market changed and the energy prices warne more advantagecus, the proposed ap-
preaches could become fnancially vn..auz ‘L”:ns work suggests the need for furthar stody of the role of keat

pumps in Sexchility kets and T the aggrez cf loeal clustars of such Secble
wehnologics
1. Introduction with tariffs & ivizing flexible & d for electricity users [1,2].
The demand zide has been acknowledged 2z an important part of en-
As i inue to impl support mechanizms for volatile mngtbaﬁ.mmhhnmpmay&n‘mdepa‘dmmtb:ﬂuc
T ble energy production, the sy and pr ded to ions of renewsbles [3). Especially, b
maintain belance in power grids continue to incresse in importance, nnhhea:nomgehsveixmmmmpmudmganyﬁcmm
and are quential for the of energy sons. Meathods for bution to power grid stability. Heat pumps, especially when they are

accommodating this volatile generation in the grid are being supported
by new technologies (=.g., battery storage), regulatory messures such
23 strategic stability reserve plants, and innovation in the private sactor

Ermail address lerDmex (LR Redripees)
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ground coupled, offer the p ial to both & efficiency in build-
ing heating a.pp].canon: whx]ebexngsblemugm*dlsb]e excess power
from dizributed reneveables [4].
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