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A DIRECTIONAL LIPSCHITZ EXTENSION LEMMA,

WITH APPLICATIONS TO UNIQUENESS AND LAGRANGIANITY

FOR THE CONTINUITY EQUATION

LAURA CARAVENNA AND GIANLUCA CRIPPA

Abstract. We prove a Lipschitz extension lemma in which the extension procedure simultaneously pre-

serves the Lipschitz continuity for two non-equivalent distances. The two distances under consideration are

the Euclidean distance and, roughly speaking, the geodesic distance along integral curves of a (possibly

multi-valued) flow of a continuous vector field. The Lipschitz constant for the geodesic distance of the

extension can be estimated in terms of the Lipschitz constant for the geodesic distance of the original

function. This Lipschitz extension lemma allows us to remove the high integrability assumption on the

solution needed for the uniqueness within the DiPerna-Lions theory of continuity equations in the case of

vector fields in the Sobolev space W 1,p, where p is larger than the space dimension, under the assumption

that the so-called “forward-backward integral curves” associated to the vector field are trivial for almost

every starting point. More precisely, for such vector fields we prove uniqueness and Lagrangianity for weak

solutions of the continuity equation that are just locally integrable.

Preliminary version. Date: December 18, 2018

1. Introduction

1.1. The continuity equation and the ordinary differential equation. Given a (time-dependent)

vector field b = b(t,x) : [0, T ]× R
n → R

n, we consider the Cauchy problem for the continuity equation

(1.1)

{
∂tu+ divx (bu) = 0

u(t = 0,x) = u0(x) ,

in which u0 = u0(x) : R
n → R is a given initial datum and u = u(t,x) : [0, T ] × R

n → R is the

solution. The classical theory of characteristics establishes a link between solutions of (1.1) and the flow

X = X(t,x) : [0, T ] × R
n → R

n of the vector field b, that is, the solution of the ordinary differential

equation

(1.2)





d

dt
X(t,x) = b(t,X(t,x))

X(0,x) = x .

Both problems (1.1) and (1.2) are classically well posed if the vector field b is regular enough in the

space variable, more precisely Lipschitz continuous in space with some uniformity in time, and the unique

solution of (1.1) is given by the formula

(1.3) u(t,X(t,x)) = u0(x)JX(t,x)−1 ,

where JX(t,x) = det∇X(t,x) is the Jacobian of the flow. The formula above expresses the fact that the

solution u is Lagrangian, i.e., transported by the flow X and stretched by a factor given by the Jacobian

of the flow.
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1.2. The DiPerna-Lions theory. The by now classical DiPerna-Lions theory [19] deals with the well-

posedness of both problems (1.1) and (1.2), and with the validity of formula (1.3), in the case when the

vector field has only Sobolev regularity with respect to the space variable. More specifically, in [19] the

authors consider vector fields for which, for a given 1 ≤ p ≤ ∞, it holds

b ∈ L1
(
[0, T ];W 1,p

loc (R
n;Rn)

)
,(1.4a)

divx b ∈ L1 ([0, T ];L∞(Rn)) ,(1.4b)

|b(t,x)|
1 + |x| ∈ L1

(
[0, T ];L1(Rn)

)
+ L1 ([0, T ];L∞(Rn)) .(1.4c)

In this low-regularity context, weak solutions of (1.1) are defined in the usual distributional sense, by

testing the equation with smooth functions and integrating by parts. More precisely, this amounts to

requiring the validity of

(1.5)

∫∫
u (∂tϕ+ b · ∇ϕ) dxdt = −

∫
u0ϕ(0, ·) dx

for every ϕ ∈ C∞
c ([0, T ] × R

n). Notice that (1.5) makes sense provided that u, u0, and bu are locally

integrable. The suitable notion of solution of (1.2) is that of regular Lagrangian flow: one consider maps

X = X(t,x) : [0, T ] × R
n → R

n that solve (1.2) in distributional sense in time for almost every x ∈ R
n,

and additionally satisfy the near incompressibility condition

(1.6) Ln(B) ≤ L Ln(X(t, B)) for every measurable set B ⊂ R
n,

for a given constant L > 0. Observe that, for a smooth vector field, condition (1.6) is a consequence of a

uniform bound on the divergence.

Given a vector field b as in (1.4), the theory in [19] ensures that:

(1) There exists a unique regular Lagrangian flow X associated to b.

(2) For every u0 ∈ Lq(Rn), with

(1.7)
1

p
+

1

q
≤ 1 ,

there exists a unique weak solution u ∈ L∞([0, T ];Lq(Rn)), for which a suitable weak version of

formula (1.3) holds, that is, such unique weak solution u is Lagrangian.

Let us focus on the integrability assumption (1.7). The need for the integrability assumption u ∈
L∞([0, T ];Lq(Rn)) with p and q as in (1.7) comes from the strategy of proof in [19]. The authors derive

an energy estimate on the continuity equation (1.1), which however needs to be carefully justified in this

low-regularity setting. Such justification is achieved via a regularization procedure, in which it is essential

to show the convergence to zero of suitable commutators. Roughly speaking, such commutators can be

rewritten as integral expressions involving the product of the gradient of the vector field Db with the weak

solution u, which requires the integrability condition (1.7). Notice that condition (1.7) is strictly stronger

than the integrability condition bu ∈ L1
loc needed for the definition of weak solutions as in (1.5).

If the condition (1.7) is not satisfied, uniqueness and Lagrangianity can be proved only inside the

smaller class of the so-called renormalized solutions, while uniqueness may fail for the larger class of

all weak solutions (see § 1.4 below). In particular, it may happen that weak solutions with insufficient

integrability are non-unique. The uniqueness of the regular Lagrangian flow is ensured by the assumptions

in (1.4), therefore some of these non-unique weak solutions are necessarily non-Lagrangian.

Let us remark that the theory in [19] has been extended by Ambrosio [4] to vector fields with bounded

variation (the distributional derivative is a measure), that is, replacing the Sobolev assumption in (1.4) by
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the condition b ∈ L1 ([0, T ];BVloc(R
n;Rn)), and more recently by Bianchini and Bonicatto [8] removing the

assumption of bounded divergence and replacing it by a near incompressibility condition, therefore giving

a positive answer to Bressan’s compactness conjecture [13]. In both cases, uniqueness and Lagrangianity

of weak solutions are obtained in the class u ∈ L∞([0, T ];L∞(Rn)): the integrability condition (1.7) still

holds in a weaker sense.

1.3. Main results of this paper. As discussed above, weak solutions u ∈ L∞([0, T ];Lq(Rn)) of the

continuity equation (1.1) may be in general non-unique and non-Lagrangian if p and q do not satisfy

condition (1.7). Our main result asserts that, for a vector field b belonging to W 1,p
loc (R

n;Rn) uniformly in

time, where p > n, satisfying (1.4a) and (1.4c), and such that its associated forward-backward integral

curves (as in Definition 2.1) are almost everywhere trivial (in the sense that their image is contained in

the image of a (standard) integral curve, see again Definition 2.1), uniqueness and Lagrangianity hold for

weak solutions that are merely locally integrable in time and space.

Theorem 1.1. Let b be a vector field satisfying (1.4a) and (1.4c) and

(1.8) b ∈ L∞
(
[0, T ];W 1,p

loc (R
n;Rn)

)

with p > n. Assume moreover that, for almost every initial point, forward-backward integral curves of the

vector field b are trivial. Then, given an initial datum u0 ∈ L1
loc(R

n), the Cauchy problem for (1.1) has a

unique weak solution

u ∈ L1
loc ([0, T ]× R

n) .

Such unique weak solution is Lagrangian and renormalized.

Remark 1.2. The above theorem roughly means that, apart from the assumption on the forward-backward

integral curves, the same conclusion as in item (2) in § 1.2 above holds if p > n and q = 1, although in

such a case one only has
1

p
+

1

q
< 1 +

1

n
,

and not the more demanding condition (1.7).

Remark 1.3. In fact, Theorem 1.1 holds even under the weaker condition p > 1 (replacing p > n),

provided that we require the vector field to be uniformly continuous in the space variable, uniformly in

time (see Definition 2.2).

Remark 1.4. Theorem 1.1 can be easily extended to the case where a source term or a linear term of zero

order are present in the continuity equation, under suitable integrability conditions on the coefficients.

In particular, we can also deal with the transport equation ∂tu + b · ∇u = 0 instead of the continuity

equation (1.1).

Remark 1.5. It is not clear to us whether for every vector field b satisfying (1.4a), (1.8), and (1.4c)

forward-backward integral curves are almost everywhere trivial. We prove in Corollary 5.2 that for such a

vector field (standard) integral curves are almost everywhere unique. However, we observe in Remark 5.6

that, for a given initial point, uniqueness of standard integral curves does not imply the triviality of

forward-backward integral curves starting at that point.

In fact, the proof of Theorem 1.1 relies on our previous work [14], in which we presented a conditional

proof of the result under the assumption that a certain geometric property holds for the regular Lagrangian

flow of b, compare Assumption 3.3 in [14]. Such Assumption 3.3 postulates the validity of a suitable

directional Lipschitz extension lemma. The proof of such a lemma under the assumptions of Theorem 1.1

is the main result of the present article, compare Theorem 4.3. We will summarize the conditional proof
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from [14] and briefly describe the setting and the strategy of the proof of Theorem 4.3 in § 1.5 below.

Before that, let us briefly pause in order to describe some related results.

For the well-posedness of problems (1.1) and (1.2) the two-dimensional case n = 2 turns out to be very

peculiar, roughly speaking for topological reasons. The analysis in [1] provides a characterization of the

autonomous, bounded, divergence-free vector fields b : R2 → R
2 for which uniqueness for the continuity

equation (1.1) holds, in terms of a certain weak Sard property of the stream function associated to the

vector field. Such weak Sard property is satisfied, for instance, in the case of Sobolev or BV vector

fields, and in turn it implies uniqueness and Lagrangianity of weak solutions u ∈ L1
loc

(
[0, T ]× R

2
)
. The

proof in [1] is very specific to the autonomous two-dimensional setting and does not appear suitable for

extensions to higher dimension, or to the non-autonomous case.

Uniqueness and Lagrangianity of weak solutions with lower integrability than the one required by (1.7)

can be obtained in some situations carrying a physical meaning, for instance for vanishing viscosity solu-

tions of the two-dimensional Euler equations with vorticity in Lp, for any 1 ≤ p ≤ ∞, see [18, 17].

For the case of one space dimension, the analysis of [9, 2] proves that continuous solutions to the

nonlinear balance equation ∂tu + ∂xf(u) = g, where g is bounded, are Lagrangian, under a technical

nondegeneracy condition on the flux f . Owing to the total ordering of the real line, indeed, using Peano

theorem one can suitably define a meaningful notion of pointwise flow of (1.2), even though in general

one does not obtain the uniqueness of integral curves nor the near incompressibility condition (1.6).

Continuous solutions of balance laws are of interest both for geometric reasons, see for instance [25, 24]

and the references therein, and because the source might act as a control device preserving continuity;

this could be the case also for the continuity equation (1.1).

1.4. Examples of non-uniqueness and non-Lagrangianity via convex integration. Let us first of

all observe that it is possible to construct vector fields in W 1,p for every 1 ≤ p < n and weak solutions

to (1.1) in Lq for all 1 ≤ q < n
n−1 which are non-unique, non-Lagrangian, and non-renormalized [11]. The

divergence of b belongs however only to Lp and is not bounded. Notice that for such a vector field the

theory in [19] guarantees the renormalization property for all weak solutions in Lq with q > n
n−1 , although

the boundedness of the divergence would be required in order to establish their uniqueness. See also [12],

in which the condition that the divergence of the vector field belongs to Lp with p > n plays a key role

for the convergence of finite volume schemes for the continuity equation.

Striking examples of non-uniqueness and non-Lagrangianity with divergence-free vector fields have been

constructed very recently by Modena and Székelyhidi [22] via convex integration. In dimension n ≥ 3,

given integrability indexes 1 ≤ p <∞ and 1 < q <∞ such that

(1.9)
1

p
+

1

q
> 1 +

1

n− 1
,

the authors of [22] are able to construct a divergence-free vector field b ∈ C
(
[0, T ];W 1,p ∩ Lq′(Rn)

)
such

that the continuity equation (1.1) has infinitely many weak solutions u ∈ C ([0, T ];Lq(Rn)). In the previous

expression, q′ is such that 1
q +

1
q′ = 1, so that weak solutions of (1.1) are defined in the usual distributional

sense. In fact, the weak solutions constructed in [22] also enjoy some additional property, we refer to [22]

for the precise statements. This result has been extended by the same authors in [23] to the borderline

case q = 1, yielding a continuous and bounded vector field belonging to all spaces C
(
[0, T ];W 1,p(Rn)

)

with 1 ≤ p < n− 1. The authors of [22, 23] conjecture that the threshold in (1.9) not be optimal for their

constructions, and rather believe the optimal threshold to be

(1.10)
1

p
+

1

q
> 1 +

1

n
.
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Let us briefly mention that, under the opposite inequality

(1.11)
1

p
+

1

q
< 1 +

1

n
,

the Sobolev conjugate exponent p∗ of p is larger than the Hölder conjugate exponent q′ of q, that is,

1

p∗
=
n− p

np

(1.11)
< 1− 1

q
=

1

q′
,

making it is possible to define weak solutions of (1.1) in the usual distributional sense, as the product bu

turns out to be integrable.

Observe that condition (1.11) is strictly weaker than condition (1.7). Moreover, as already observed

in § 1.3, our Theorem 1.1 precisely shows that in the case p > n (and correspondingly, q = 1), under the

further assumption of triviality of forward-backward integral curves, condition (1.11) is enough to obtain

uniqueness of weak solutions. The following open questions are therefore extremely natural:

Question 1.6. For a vector field b satisfying (1.4) with p > n are forward-backward integral curves trivial

for almost every starting point? That is, is the assumption on the forward-backward integral curves in

Theorem 1.1 redundant?

Question 1.7. Let p and q be integrability indexes satisfying (1.11). Let b be a vector field as in (1.4).

Does uniqueness of weak solutions to the continuity equation (1.1) hold in the class u ∈ L∞ ([0, T ];Lq(Rn))?

1.5. Strategy of the proof of Theorem 1.1. Let us very briefly describe the strategy of proof of Theo-

rem 1.1. For full details we refer to [14]. Given a weak solution u ∈ L1
loc ([0, T ] × R

n) of (1.1), it is enough

to prove that u is transported by the (unique) regular Lagrangian flow X associated to b. The natural

strategy would be to change variable in the weak formulation (1.5) using the regular Lagrangian flow, in

order to obtain a weak formulation of (1.1) in Lagrangian variables. This procedure can also be seen as a

disintegration of the equation on the integral curves of the vector field, an approach reminiscent of those

in [1, 8]. However, due to the lack of Lipschitz regularity of the flow with respect to the space variable

(see for instance [21, 3] for examples of Sobolev vector fields with associated regular Lagrangian flow that

is not continuous or not Sobolev), we do not obtain yet the distributional formulation of (1.2), since we

do not obtain the full class of test functions after the change of variable.

Nevertheless, the Lagrangian theory developed in [16] guarantees some regularity of the regular La-

grangian flow “on large sets”. This in turn guarantees that the test function we obtain after the change of

variable is Lipschitz continuous on a “large flow-tube”, although with a possibly large Lipschitz constant.

We thus need to extend this function to a globally Lipschitz function, and to control the error due to the

fact that we replace the test function on the (small) set outside the large flow-tube. The key observation is

that, in order to control such an error in the weak formulation in Lagrangian variable, only the Lipschitz

constant of the test function along integral curves is relevant, not the global Lipschitz constant. This is

the reason why a directional Lipschitz extension lemma is the key point of our strategy.

1.6. Directional Lipschitz extension lemma. In order to handle properly the question of the existence

of an extension with the property just mentioned at the end of the last paragraph, it is useful to adopt a

more geometric point of view. Let us informally define a function to be directionally Lipschitz continuous

if its composition with each integral curve t 7→ (t,X(t,x)) in the regular Lagrangian flow is Lipschitz

continuous (see however Definition 2.3 for the rigorous definition). For the sake of comprehension, let us

give an informal version of Theorem 4.3:

Let be given a function defined on a flow-tube, and assume that such a function is Lipschitz continuous

and directionally Lipschitz continuous. Then there exists an extension of the function to the entire space
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which is Lipschitz continuous and directionally Lipschitz continuous. Moreover, the directional Lipschitz

constant of the extension can be estimated in terms of the directional Lipschitz constant of the original

function.

From a more abstract point of view, the above result can be seen as a simultaneous Lipschitz extension

lemma with respect to two distances, the Euclidean one and the geodesic distance on integral curves of

the vector field. Such a result is non-trivial, as these two distances are non-equivalent, and in fact, the

geodesic distance is degenerate, since it can assume the value +∞ in case of points belonging to different

integral curves. To the best of our knowledge no extension lemmas in similar settings are available in the

literature.

The strategy of proof of the directional Lipschitz extension theorem uses an interpolation between the

two distances which is customary in the calculus of variations. We approximate the (degenerate) geodesic

distance by distances that are equivalent to the Euclidean one, but weight more and more displacements

that are transversal to the integral curves (see Definition 2.5). The key lemma is that, for a given Lipschitz

continuous function defined on a flow-tube, the Lipschitz constant for the approximated distances converges

to the Lipschitz constant for the geodesic distance (see Theorem 4.2). This is non-trivial, as in general

one would only have the semicontinuity of the Lipschitz constant, and exactly in the proof of this fact the

continuity of the vector field plays a key role.

The actual proof is in fact much more delicate. As we show in Lemma 3.3, for a function which is

globally defined and Lipschitz continuous for the Euclidean distance, directional Lipschitz continuity in

the provisional sense above (that is, along integral curves in the regular Lagrangian flow) is equivalent

to Lipschitz continuity of the function when composed with any integral curve (not necessarily from the

selection provided by the regular Lagrangian flow), and even more, when composed with any forward-

backward integral curve (that is, Lipschitz curves that can travel forward in time, with velocity given by

the vector field, or backward in time, with velocity given by minus the vector field, see Definition 2.1).

In fact, the limit degenerate distance provided by the interpolation procedure above precisely encodes the

Lipschitz continuity along all forward-backward integral curves, see Lemma 3.2.

Henceforth, in order for a directional Lipschitz extension to exist, it is necessary for the function before

the extension to be Lipschitz continuous along all such forward-backward integral curves that intersect

the flow-tube domain of the function. This would follow from the triviality (as in Definition 2.1) of

forward-backward integral curves for almost every initial point, that is, from the condition that the image

of a foward-backward integral curve is contained in the image of a (standard) integral curve. As we are

currently not able to prove the almost-everywhere triviality of forward-backward curves, we have to assume

it in our main result.

This fact was overseen in our announcement in [14], in which we claimed a stronger version of our main

result, version which is shown to be incorrect by the example in [23].
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2. Integral curves, multi-flows, and a monotone family of distances

Since our setting and argument have a geometric character, we work in §§ 2–4 in the Euclidean

N -dimensional space. However, the first space coordinate plays a special role, therefore we use the notation

x = (x0, x̂) ∈ R
N = R×R

n , where x0 ∈ R and x̂ ∈ R
N−1 = R

n.

We consider a bounded vector field

v = (v0, v̂) : [0, T ]× R
n ⊂ R

N → R
N , where v0 ∈ R and v̂ ∈ R

N−1 = R
n

and we assume that

the first component of v is identically 1, that is, v0 ≡ 1 with our notation.

As customary, we say that γ : [0, Sγ ] → [0, T ]× R
n is an integral curve of v if

γ̇(s) = v(γ(s)) in D′((0, Sγ)).

Since we are assuming that v is bounded, integral curves of v are Lipschitz continuous.

Definition 2.1. We say that γ : [0, Sγ ] → [0, T ] × R
n is a forward-backward integral curve of v if it is

Lipschitz continuous and

(2.1) γ̇(s) = v(γ(s)) or γ̇(s) = −v(γ(s)) for L1-a.e. s ∈ [0, Sγ ].

We say that a forward-backward integral curve γ : [0, Sγ ] → [0, T ]×R
n is trivial if there exists an integral

curve γ̃ : [0, Sγ̃ ] → [0, T ] × R
n such that Imageγ ⊂ Image γ̃.

By the area formula, the image of a negligible set via the map γ0 : [0, Sγ ] → [0, T ] is negligible.

Therefore, the definition in (2.1) is well-posed. We moreover observe that, if γ : Iγ = [0, Sγ ] → [0, T ]×R
n

is a forward-backward integral curve of v with γ(0) = x and γ(Sγ) = y, then

y − x =

∫

Iγ

γ̇(s)ds =

∫

Iγ

γ̇0(s)v(γ(s))ds .

We also introduce a continuity assumption that we will require on the vector field for most of our later

statements and proofs.

Definition 2.2. We say that a Borel vector field v : [0, T ] × R
n → R

N is x̂-uniformly continuous if v is

uniformly continuous in the variable x̂ with a modulus of continuity which is uniform in x0, namely

∀ρ > 0 ∃δ = δ(ρ) > 0 : for L1-a.e. x0 |v(x0, x̂)− v(x0, x̂
′)| ≤ ρ if |x̂− x̂′| ≤ δ,

where (x0, x̂), (x0, x̂
′) ∈ [0, T ] × R

n. We call the value δ = δ(ρ) modulus of uniform continuity associated

to ρ > 0.

Definition 2.3 (Multi-flow, flow-tube). Consider a Borel map Z : [0, T ]× A → [0, T ]× R
n, where A is a

space of parameters, and a Borel vector field v : [0, T ] × R
n → R

N . We say that Z is a multi-flow of v if

the 0-component of Z(s, a) is precisely s, that is

Z0(s, a) = s for every a ∈ A and every 0 ≤ s ≤ T ,

and moreover

∂s Z(s, a) = v(Z(s, a)) in D′((0, T )) for every a ∈ A.

Given a multi-flow Z, we call a set K ⊂ R
N a flow-tube (associated to v) if there is A ⊂ A such that

K = Z ([0, T ]×A) ⊂ [0, T ]× R
n .

Throughout this paper, for simplicity we assume that the image of Z is dense in [0, T ]× R
n.
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The density of the image of Z is a natural assumption in the setting of our application, since we will

consider as multi-flow the regular Lagrangian flow of a vector field defined on [0, T ] × R
n. However, for

some of our results below we do not need this density assumption (see for instance the comments preceding

Lemma 2.6) and we can moreover assume the vector field to be defined on a subset of [0, T ] × R
n (by

making suitable changes to statements and proofs).

2.1. A family of distances. Given a multi-flow Z of a vector field v, we introduce a family dλ of distances

on [0, T ]× R
n, where the parameter λ ∈ (0, 1], and we define their limit d0.

Definition 2.4 (Competitors). Let Z : [0, T ] × A → [0, T ] × R
n be a multi-flow of a vector field v. We

define competitor joining x and y a Lipschitz curve γ : Iγ → [0, T ]× R
n defined on

Iγ = [0, Sγ ] =

I⋃

i=0

[Si
γ , S

i+1
γ ] where S0

γ = 0 ≤ · · · ≤ SI+1
γ = Sγ ,

such that

either γ(0) = x and γ(Sγ) = y or γ(Sγ) = x and γ(0) = y

and such that for every sub-interval [Si
γ
, Si+1

γ
]

(1) either γ0 is constant on the sub-interval [Si
γ
, Si+1

γ
] and |γ̇| ≤ ‖v‖∞,

(2) or γ(s) = Z(γ0(s), ai) for all s ∈ [Si
γ
, Si+1

γ
], for some ai ∈ A, and γ̇0 = 1 in D′((Si

γ
, Si+1

γ
)),

(3) or γ(s) = Z(γ0(s), ai) for all s ∈ [Si
γ
, Si+1

γ
], for some ai ∈ A, and γ̇0 = −1 in D′((Si

γ
, Si+1

γ
)).

We denote by I‖∁
γ the union of the intervals of the first kind, and by I‖

γ the union of the intervals of the

second and third kind, so that Iγ = I‖∁
γ ∪ I‖

γ .

In general, the class of all competitors joining x and y is not closed under local uniform convergence.

Definition 2.5 (Distances). For 0 < λ ≤ 1 we define the distance dλ : ([0, T ]× R
n)2 → [0,+∞) by

dλ(x,y) = inf
{
Mλ (γ) | γ competitor joining x and y

}
,(2.2)

Mλ (γ) = L1
(
I‖
γ

)
+

1

λ
L1
(
I‖∁
γ

)
.(2.3)

Lemma 2.7 below guarantees that we can define d0 : ([0, T ]× R
n)2 → [0,+∞] as

d0(x,y) = lim
λ↓0

dλ(x,y) = sup
0<λ≤1

dλ(x,y) ,

and d0 turns out to be a possibly degenerate distance on [0, T ] × R
n.

We prove in Lemmas 2.6 and 2.7 below that the distances dλ introduced above are well defined lower

semicontinuous distances for all 0 ≤ λ ≤ 1. Moreover, we prove in Lemmas 2.8 and 2.10 below the

following characterizations of the distance d0:

d0(x,y) ≡ lim
k→+∞

inf
{
L1
(
I‖
γ

)
| γ competitor joining x and y with L1(I‖∁

γ ) < 1/k
}

≡ min
{
S | there is a forward-backward integral curve γ : [0, S] → [0, T ]× R

n of v joining x and y
}
.

In particular, d0(x,y) = +∞ if the infimum in the first characterization is taken over an empty set after

some k ∈ N, which happens when L1(I‖∁
γ ) > c > 0 for all competitors γ joining x and y. This corresponds

in the second characterization to the case when no forward-backward integral curve of v joins x and y.

The next lemma establishes the equivalence between the distances dλ with 0 < λ ≤ 1 and the Euclidean

distance, with an upper bound in the equivalence which degenerates as λ ↓ 0. We exploit the density of

ImageZ in order to have enough competitors in the definition of dλ(x,y), a property which is necessary

for the upper bound in (2.4).
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Lemma 2.6. The function dλ is a distance for all 0 < λ ≤ 1 and

(2.4)
|y − x|
‖v‖∞

≤ dλ(x,y) ≤
3

λ
|y − x| ∀x,y ∈ [0, T ]× R

n .

In particular, dλ is a continuous function and is equivalent to the Euclidean distance.

Proof. The distance dλ is real valued since a competitor joining x and y is given by a suitable parameter-

ization of the path composed, for any a ∈ A, by the segment joining x and Z(x0, a), followed by Z(s, a)

for s between x0 and y0, and finally the segment joining y and Z(y0, a).

Let us prove that dλ satisfies the triangular inequality. Let x1, x2, x3 ∈ [0, T ] × R
n and ε > 0.

Definition 2.2 guarantees for all ε > 0 the existence of competitors γ12 : [0, S1] → [0, T ] × R
n and

γ23 : [0, S2] → [0, T ] × R
n such that

dλ(x
1,x2) >Mλ

(
γ12
)
− ε and dλ(x

2,x3) >Mλ

(
γ23
)
− ε .

Up to exchanging γ12(s) with γ12(S1 − s) we can assume that γ12(0) = x and γ12(S1) = y, and similarly

that γ23(0) = y and γ23(S2) = z. Therefore, the curve

γ(s) =

{
γ12(s) if 0 ≤ s ≤ S1

γ23(s− S1) if S1 ≤ s ≤ S2

is a competitor for dλ(x
1,x3) and thus

dλ(x
1,x3) ≤ Mλ (γ) = Mλ

(
γ12
)
+Mλ

(
γ23
)
< dλ(x

1,x2) + dλ(x
2,x3) + 2ε .

As ε > 0 is chosen arbitrarily this proves that dλ satisfies the triangular inequality.

Non-negativity, symmetry, identity of indiscernibles are clear, therefore dλ is a distance.

The fact that the distance dλ is equivalent to the Euclidean distance and the continuity as a function of

two variables follow by estimate (2.4), which we now show. We prove separately the estimates from above

and from below. We first show the estimate from below. By Definition 2.5 each competitor γ satisfies

|γ̇| ≤ ‖v‖∞. Integrating this inequality and using that 0 < λ ≤ 1 we get

|y − x| ≤
∫

Iγ

|γ̇| ≤ ‖v‖∞L1(Iγ) ≤ ‖v‖∞Mλ (γ) .

Taking the infimum over competitors γ we obtain |y − x| ≤ ‖v‖∞dλ(x,y). Regarding the estimate from

above, we need the density of the image of Z. Let ε > 0 and consider any point Z(x0, a) such that

|Z(x0, a) − x| ≤ ε, which is possible by the density assumption. A competitor is provided by the path

composed by the horizontal segment joining Z(x0, a) and x, at speed ‖v‖∞, then following Z(x0 + s, a)

for s ∈ [0, y0 − x0] and finally by the horizontal segment joining Z(y0, a) and y, at speed ‖v‖∞: if e.g. we

are considering y0 ≥ x0 then

γ(s) =





x+ s
S1
γ
(Z(x0, a)− x) if 0 ≤ s ≤ S1

γ := |Z(x0,a) − x|/‖v‖∞

Z(x0 + s− S1
γ , a) if S1

γ ≤ s ≤ S2
γ := S1

γ + |y0 − x0|
Z(y0, a) +

s−S2
γ

Sγ−S2
γ
(y − Z(y0, a)) if S2

γ
≤ s ≤ Sγ := S2

γ
+ |y − Z(y0, a)|/‖v‖∞ .

The explicit computation on this competitor proves the upper bound

dλ(x,y) ≤ |y0 − x0|+
|Z(x0, a)− x|+ |y − Z(y0, a)|

λ‖v‖∞
≤ |y0 − x0|+

1

λ‖v‖∞
(2ε+ ‖v‖∞|y0 − x0|+ |ŷ − x̂|)
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since |y − Z(y0, a)| ≤ |ŷ − x̂|+ |Ẑ(x0, a)− Ẑ(y0, a)|+ |x̂− Ẑ(x0, a)| ≤ |ŷ − x̂|+ ‖v‖∞|y0 − x0|+ ε. Thus

dλ(x,y) ≤
3

λ
|y − x|

as ε is arbitrarily small and ‖v‖∞ ≥ 1. �

We now state and prove simple properties of the distances dλ for 0 < λ ≤ 1. We also prove that the

definition of d0 in Definition 2.5 is well posed and we show some properties of d0.

Lemma 2.7. The distances in Definition 2.5 satisfy the following properties.

(1) The distances dλ increase monotonically when λ ↓ 0. We can therefore define

d0(x,y) = lim
λ↓0

dλ(x,y) = sup
0<λ≤1

dλ(x,y) , d0 ∈ [0,+∞].

Moreover, d0 is a lower semicontinuous distance, which is possibly degenerate.

(2) For 0 ≤ λ ≤ 1, the inequality |y0 − x0| ≤ dλ(x,y) holds.

(3) If x = Z(x0, a) and y = Z(y0, a) for some a ∈ A we have

d0(x,y) = dλ(x,y) = |y0 − x0| for all 0 < λ ≤ 1.

Proof. Let us consider Property (1). Since the family competitors joining x and y is the same indepen-

dently of λ, but the weight increses as λ ↓ 0 by (2.2) and (2.3), we see that dλ(x,y) increases as λ ↓ 0 and

thus it admits a pointwise limit. Being the supremum of lower semicontinuous functions by Lemma 2.6,

the function d0 is lower semicontinuous. Moreover, it is a distance being a monotone increasing pointwise

limit of distances (recall again Lemma 2.6).

Property (2) is a consequence of the fact that each competitor γ for dλ(x,y) satisfies γ̇0 ∈ {0,±1}.
Indeed, together with 0 < λ ≤ 1 this implies

(2.5) |y0 − x0| =
∣∣∣∣∣

∫

Iγ

γ̇0

∣∣∣∣∣ ≤
∫

Iγ

|γ̇0| ≤ L1 (Iγ ) ≤ Mλ (γ) ,

and property (2) follows by taking the infimum (2.2) over admissible competitors.

Concerning Property (3), the path Z(s, a) joining x and y is an admissible competitor for dλ(x,y) and

it satisfies Iγ = I‖
γ . Therefore, (2.5) becomes a chain of equalities for λ ∈ (0, 1]. Using Property (1) this

equality also holds for λ = 0. �

We now provide the first characterization of d0.

Lemma 2.8. For every x,y ∈ [0, T ]× R
n we have

d0(x,y) ≡ lim
k→+∞

inf
{
L1
(
I‖
γ

)
| γ competitor joining x and y with L1(I‖∁

γ ) < 1/k
}
.(2.6)

Proof. Consider a sequence γλ of competitors joining x and y and such that

lim
λ→0

Mλ

(
γλ
)
= sup

0<λ≤1
dλ(x,y) = d0(x,y) .

Two cases are possible, and we will prove the claimed characterization in both of them.

Case 1. If L1(I‖∁

γλ) → 0, up to subsequences, then we estimate from above the infimum in the right hand

side of (2.6) by using the sequence γλ: this yields the “≥” inequality in (2.6), since

lim
k→+∞

inf
{
L1
(
I‖
γ

)
| L1(I‖∁

γ ) < 1/k
}
≤ lim inf

λ→0
L1
(
I‖

γλ

)
≤ lim inf

λ→0
Mλ

(
γλ
)
= sup

0<λ≤1
dλ(x,y) = d0(x,y) .

On the other hand, if γk is any sequence of competitors joining x and y with L1(I‖∁

γk) < 1/k we have

dλ(x,y) ≤ Mλ

(
γk
)
= L1

(
I‖

γk

)
+

1

λ
L1
(
I‖∁

γk

)
≤ L1

(
I‖

γk

)
+

1

kλ
,
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which implies dλ(x,y) ≤ lim infk→∞L1
(
I‖

γk

)
, and therefore

dλ(x,y) ≤ lim
k→+∞

inf
{
L1
(
I‖
γ

)
| γ competitor joining x and y with L1(I‖∁

γ ) < 1/k
}

∀λ ∈ (0, 1] .

When λ ↓ 0, by definition of d0 we obtain the same inequality for d0. This proves the “≤” inequality

in (2.6) and hence it shows the equality.

Case 2. Suppose now that there is no subsequence λ ↓ 0 for which L1(I‖∁

γλ) → 0: then L1(I‖∁

γλ) > c > 0

for all λ. This implies Mλ

(
γλ
)
> c/λ for all λ and therefore by (2.2) and (2.3)

(2.7) d0(x,y) = sup
0<λ≤1

dλ(x,y) = lim
λ↓0

Mλ

(
γλ
)
= +∞ .

We now show by contradiction that also the right hand side of (2.6) has the value +∞. Indeed, the right

hand side (2.6) is finite only if there exists a sequence of competitors γk with L1(I‖∁

γk) ≤ 1/k and L1(I‖

γk)

bounded. If this was the case, using

dλ(x,y) ≤ Mλ

(
γk
)

∀k by (2.2)

and being L1(I‖∁

γk)/λ ≤ 1/λk vanishingly small, we would have by (2.3)

dλ(x,y) ≤ lim inf
k→∞

Mλ

(
γk
)
= lim inf

k→∞
L1(I‖

γk) bounded,

but this is not possible because we have already shown that supλ dλ(x,y) = +∞ in (2.7). �

Remark 2.9. If the multi-flux was “saturated”, in the sense that uniform limits of sequences of integral

curves Z(·, ak) correspond to some integral curve Z(·, a), then in (2.6) we would have the limit of minima

instead of the limit of infima, but we would not have other relevant differences. In particular, for every

0 ≤ λ ≤ 1 the distances dλ constructed by Z turn out to be the same as the ones constructed by the

“saturation” of Z.

We now show the second characterization of the distance d0. Its proof is based on a compactness

result for forward-backward integral curves (see Lemma 2.11), which we need for the proof of one of the

inequalities in the characterization.

Lemma 2.10. Suppose v is x̂-uniformly continuous as in Definition 2.2. Let Z be a multi-flow of v as

in Definition 2.3. Then for every x,y ∈ [0, T ]× R
n we have

(2.8) d0(x,y) ≡





+∞ if there is no forward-backward integral curve of v joining x and y

min

{
S

∣∣∣∣∣
there is a forward-backward integral curve γ : [0, S] → [0, T ]× R

n

of v joining x and y

}
.

Proof of Lemma 2.10, first part. We show that, if there exists a forward-backward integral curve of v

defined on [0, S] and joining x and y, then d0(x,y) ≤ S. This proves that

(2.9) d0(x,y) ≤





+∞ if there is no forward-backward integral curve of v joining x and y

inf

{
S

∣∣∣∣∣
there is a forward-backward integral curve γ : [0, S] → [0, T ]× R

n

of v joining x and y

}
.

Notice that (2.9) is trivial if there is no forward-backward integral curve of v joining x and y.

Let S be any real value for which there exists a forward-backward integral curve γ : [0, S] → [0, T ]×R
n

of v joining x and y. Let k ∈ N. We construct competitors γk joining x and y satisfying

L1(I‖∁

γk) < 1/k and lim inf
k→∞

L1(I‖

γk) ≤ S .(2.10)
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This will be enough to conclude in view of the characterization in (2.6).

By the density assumption on ImageZ, there are ak,1, . . . , ak,k such that

∣∣∣∣Z
(
γ0

(
i
S

k

)
, ak,i

)
− γ

(
i
S

k

)∣∣∣∣ ≤
1

k2
i = 1, . . . , k .

Define thus tk,i := γ0

(
iSk

)
for i = 0, 1, . . . , k and

S0
γk := 0 , S1

γk :=

∣∣Z
(
γ0(0), a

k,1
)
− γ(0)

∣∣
‖v‖∞

, Sγk := S2k+1
γk := S2k

γk +

∣∣Z
(
γ0(S), a

k,k
)
− γ(S)

∣∣
‖v‖∞

,

S2i
γk = S2i−1

γk +
∣∣∣tk,i − tk,i−1

∣∣∣ for i = 1, . . . , k,

S2i+1
γk = S2i

γk +

∣∣Z
(
tk,i, ak,i

)
− Z

(
tk,i, ak,i+1

)∣∣
‖v‖∞

for i = 1, . . . , k − 1,

and admissible competitors γk : [0, Sγk ] → [0, T ]× R
n by

γk(s) =





γ(0) + s
S1
γk

(
Z
(
γ0(0), a

k,1
)
− γ(0)

)
0 ≤ s ≤ S1

γk

Z
(
tk,i−1 + s, ak,i

)
S2i−1
γk ≤ s ≤ S2i

γk , if tk,i−1 ≤ tk,i

Z
(
tk,i−1 − s, ak,i

)
S2i−1
γk ≤ s ≤ S2i

γk , if tk,i−1 ≥ tk,i

Z
(
tk,i, ak,i

)
+

s−S2i
γk

S2i+1

γk
−S2i

γk

(
Z
(
tk,i, ak,i+1

)
− Z

(
tk,i, ak,i

))
S2i
γk ≤ s ≤ S2i+1

γk

γ(S) +
s−S2k+1

γk

S2k
γk

−S2k+1

γk

(
Z
(
γ0(S), a

k,k
)
− γ(S)

)
S2k
γk ≤ s ≤ S2k+1

γk ,

where in the definition above i = 1, . . . , k. Notice that on each [S2i−1
γk , S2i

γk ] we follow Z
(
·, ak,i

)
from

γ0 (iS/k) to γ0 ((i+ 1)S/k), while on [S2i
γk , S

2i+1
γk ] we make straight horizontal junctions with |γ̇k| = ‖v‖∞.

It is clear that the competitors γk join x and y. Moreover, they satisfy

L1
(
I‖

γk

)
=

k∑

i=1

|tk,i − tk,i−1| =
k∑

i=1

∣∣∣∣γ0
(
i
S

k

)
− γ0

(
(i− 1)

S

k

)∣∣∣∣ ≤ S

and, as we now show,

‖v‖∞L1
(
I‖∁

γk

)
=
∣∣∣Z
(
γ0(0), a

k,1
)
− γ(0)

∣∣∣+
∣∣∣Z
(
γ0(S), a

k,k
)
− γ(S)

∣∣∣

+

k−1∑

i=1

∣∣∣Z
(
tk,i, ak,i

)
− Z

(
tk,i, ak,i+1

)∣∣∣

≤ 2

k2
+

2 + 2‖v‖∞S
k

+ ρkS ,(2.11)

where we estimated
∣∣Z
(
γ0(S), a

k,k
)
− γ(S)

∣∣ ≤ 1/k2 and
∣∣Z
(
γ0(0), a

k,1
)
− γ(0)

∣∣ ≤ 2‖v‖∞S/k + 1/k2, since

(2.12)
∣∣∣Z
(
γ0(r), a

k,i
)
− γ(r′)

∣∣∣ ≤
∣∣∣∣Z
(
tk,i, ak,i

)
− γ

(
i
S

k

)∣∣∣∣+
∣∣∣Z
(
tk,i, ak,i

)
− Z

(
γ0(r), a

k,i
)∣∣∣+

∣∣∣∣γ(r
′)− γ

(
i
S

k

)∣∣∣∣

for (i− 1)S/k ≤ r, r′ ≤ iS/k, for i = 1, . . . , k, and we introduced

ρk := max
{
|v(t, ẑ)− v(t, ẑ′)| : |ẑ − ẑ′| ≤ 2‖v‖∞S/k + 1/k2

}
↓ 0 .(2.13)
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We now prove (2.11) by estimating the terms of the remaining sum. By the triangular inequality

∣∣∣Z
(
tk,i, ak,i

)
− Z

(
tk,i, ak,i+1

)∣∣∣ ≤
∣∣∣∣Z
(
tk,i, ak,i

)
− γ

(
i
S

k

)∣∣∣∣+
∣∣∣∣γ
(
(i+ 1)

S

k

)
− Z

(
tk,i+1, ak,i+1

)∣∣∣∣

+

∣∣∣∣γ
(
(i+ 1)

S

k

)
− γ

(
i
S

k

)
+ Z

(
tk,i, ak,i+1

)
− Z

(
tk,i+1, ak,i+1

)∣∣∣∣ .(2.14)

Each one of the first two addends is less than 1/k2 by construction; moreover

γ

(
(i+ 1)

S

k

)
− γ

(
i
S

k

)
+ Z

(
tk,i, ak,i+1

)
− Z

(
tk,i+1, ak,i+1

)

=

∫ (i+1)S/k

iS/k
γ̇(r)dr −

∫ tk,i+1

tk,i
v
(
Z

(
s, ak,i+1

))
ds

=

∫ (i+1)S/k

iS/k
γ̇0(r)v (γ (r)) dr −

∫ tk,i+1

tk,i
v
(
Z

(
s, ak,i+1

))
ds .

Consider an auxiliary curve

γ̃ :
[
iS/k, (i+ 1)S/k + |tk,i+1 − tk,i|

]
→ [0, T ] × R

n

which juxtaposes γ|[iS/k,(i+1)S/k] and Z
(
·, ak,i+1

)
from tk,i+1 to tk,i, so that the 0-component γ̃0 of γ̃ is

Lipschitz continuous and runs from tk,i to tk,i itself:

γ̃(r) =





γ (r) iS/k ≤ r ≤ (i+ 1)S/k ,

Z
(
tk,i+1 − (r − (i+ 1)S/k) , ak,i+1

)
(i+ 1)S/k < r < (i+ 1)S/k + tk,i+1 − tk,i or

Z
(
tk,i+1 + (r − (i+ 1)S/k) , ak,i+1

)
(i+ 1)S/k < r < (i+ 1)S/k + tk,i − tk,i+1 .

Then one notices by definition of γ̃ that

∫ (i+1)S/k

iS/k
γ̇0(r)v (γ (r)) dr −

∫ tk,i+1

tk,i
v
(
Z

(
s, ak,i+1

))
ds =

∫ (i+1)S/k+|tk,i+1−tk,i|

iS/k

˙̃γ0(r)v (γ̃ (r)) dr

and thus applying the area formula to γ̃0, which satisfies γ̇0 ∈ {−1; 1}, one has

∫ (i+1)S/k

iS/k
γ̇0(r)v (γ (r)) dr −

∫ tk,i+1

tk,i
v
(
Z

(
s, ak,i+1

))
ds =

∫

γ0([i
S
k
,(i+1)S

k
])

∑

r∈(γ̃0)
−1(s)

˙̃γ0(r)v (γ̃ (r)) ds .

In the summation within the last integrand, the addends corresponding to each s ∈ γ0([iS/k, (i+ 1)S/k]) can

be grouped in couples with opposite coefficient ˙̃γ0; being, as a consequence of (2.12),
∣∣∣̂̃γ (r)− ̂̃γ

(
r′
)∣∣∣ ≤ 2‖v‖∞S/k + 1/k2 ,

so that ∣∣v (γ̃ (r))− v
(
γ̃
(
r′
))∣∣ ≤ ρk ,

by the x̂-uniform continuity and definition (2.13), this allows to conclude the estimate of (2.14) as

∣∣∣Z
(
tk,i, ak,i

)
− Z

(
tk,i, ak,i+1

)∣∣∣ ≤ 2

k2
+

∣∣∣∣∣∣

∫

γ0([i
S
k
,(i+1)S

k
])

∑

r∈(γ̃0)
−1(s)

˙̃γ0(r)v (γ̃ (r)) ds

∣∣∣∣∣∣

≤ 2

k2
+ ρk ·

S

k
.

In particular, (2.10) holds. �
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For the proof of the opposite inequality in Lemma 2.10 and of the fact that the minimum at the right

hand side is attained we need the following compactness result, which holds thanks to the x̂-uniform

continuity of v.

Lemma 2.11. Suppose v is x̂-uniformly continuous as in Definition 2.2. Consider a sequence of competi-

tors {γk}k∈N joining x and y such that L1(I‖∁

γk) ↓ 0 and L1(I‖

γk) ↓ S ∈ (0,+∞). Then, up to subsequences,

{γk}k∈N converges uniformly on [0, S] to a forward-backward integral curve of v, up to re-parameterization.

If moreover S = d0(x,y), then {γk}k∈N converges to a forward-backward integral curve of v.

Proof. Fix the ideas on the case when the starting point of each γk is x and the final point y, up to reversing

the parameterizations. We have that L1(Iγk) = L1(I‖

γk) + L1(I‖∁

γk) decreases to S. Let γ : [0, S] → R
n

denote a uniform limit of γk|[0,S], up to subsequences, which exists by Ascoli-Arzelà theorem since all

curves are ‖v‖∞-Lipschitz. We clearly have that γ(S) = y and γ(0) = x. We now show

(2.15) γ̇(t) = γ̇0(t)v(γ(t)) in D′((0, S)) .

This proves the first claim: the direction of the velocity γ̇ of γ is given by v(γ). One could thus change

parametrization so that |γ̇0| ≡ 1.

Notice first that, since γk converges uniformly to γ, then γ̇k converges weakly to γ̇. We thus just need

to show that γ̇0(t)v(γ(t)) is the weak limit of γ̇k. By definition of competitor

γ̇k(s) = γ̇k0 (s)v(γ
k(s)) if s ∈ I‖

γk .

Being γ̇k0 (s) = 0 on I‖∁

γk one can also write

(2.16) γ̇k(s) = γ̇k0 (s)v(γ
k(s)) + γ̇k(s)1

I
‖∁

γk

(s) for all s ∈ Iγk .

Moreover, by the specific sequence we are considering L1(I‖∁

γk) ↓ 0. In particular

γ̇k(s)1
I
‖∁

γk

(s) is weakly converging to the null function.

Since v(γk(s)) is strongly converging to v(γ(s)) and γ̇k0 (s) is weakly converging to γ̇0(s) in the weak limit

of (2.16) we obtain (2.15).

Under the additional assumption that L1(I‖∁

γk) decreases precisely to S = d0(x,y) we now show that

the uniform limit γ : [0, S] → R
n constructed above is directly a forward-backward integral curve of v,

without need of a reparametrization.

We remind that we have already shown in (2.9) that d0(x,y) is less or equal than the length S̃ of the

domain of any forward-backward integral curve γ̃ : [0, S̃] → [0, T ] × R
n of v joining x and y. Suppose

by contradiction that the uniform limit γ : [0, d0(x,y)] → [0, T ] × R
n of {γk}k∈N, constructed above,

satisfies (2.15) and |γ̇0(s)| < 1 − ε < 1 on a set P ⊂ [0, d0(x,y)] of positive measure. If one changes

parameterization so that the reparaterized curve γ̃ : [0, S̃] → [0, T ]× R
n satisfies | ˙̃γ0| ≡ 1, then necessarily

S̃ <
(
1− εL1(P )

)
S < d0(x,y) ,

which is a contradiction to (2.9). �

Proof of Lemma 2.10, second part. Assume S := d0(x,y) is finite. By the previous characterization (2.6),

there is a sequence of competitors {γk}k∈N joining x and y with L1(I‖∁

γk) < 1/k and L1(I‖

γk) ↓ S. By

the compactness Lemma 2.11, up to subsequences {γk|[0,S]}k∈N converges uniformly to some Lipschitz

continuous curve γ : [0, S] → [0, T ]×R
n which is a forward-backward integral curve of v joining x and y.
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This shows that

(2.17)

d0(x,y) ≥




+∞ if there is no forward-backward integral curve of v joining x and y

inf
{
S | there is a forward-backward integral curve γ : [0, S] → [0, T ] ×R

n of v joining x and y
}
.

Notice that (2.17) is trivial if d0(x,y) = +∞. Together with the upper bound (2.9), the lower bound 2.17

implies the equality in (2.8), in which the forward-backward integral curve γ : [0, S] → [0, T ] × R
n is an

element which realizes the minimum. �

3. Directional Lipschitz continuity

We introduce in the present section the notion of directional Lipschitz continuity. Formalizing this

notion is very intuitive when integral curves of v are unique. It is however more complex otherwise: two

points x and y in the domain could be joined by a concatenation of two integral curves of v, one run

forward and one run backward, which meet in a third point z not belonging in the domain (see Figure 1).

Then there is a constraint on the values of φ at x and y, constraint which is not immediately clear by

x0

x1
x

y

z

Figure 1. Consider two points x and y that are not joined by an integral curve of the

vector field. Suppose nevertheless they are joined by a concatenation of two integral curves

meeting at a point z out of the domain of the function φ. Fix for example x0 = y0 = 0

and z0 = 1. If φ is 1-Lipschitz continuous along integral curves then by the triangular

inequality necessarily one has the nontrivial constraint |φ(x)− φ(y)| ≤ 2.

just looking at values of φ only along each integral curve of v. Remarks 3.4 and 3.5 below provide trickier

examples.

We already constructed in Section 2.1 a distance d0 which encodes the structure of the forward-backward

integral curves of v joining two point x and y, as stated in Lemma 2.10 above. We thus define the

directional Lipschitz continuity exploiting this distance d0.

Definition 3.1 (Directional Lipschitz continuity). Given a multi-flow Z of a vector field v and a Borel

set D ⊂ [0, T ]× R
n, we say that a function φ : D → R is L-directionally Lipschitz continuous if

(3.1) |φ(y) − φ(x)| ≤ Ld0(x,y) ∀ x,y ∈ D .

We prove below in Lemma 3.2 that, under the assumption that v is x̂-uniformly continuous, the L-

directional Lipschitz continuity is equivalent to requiring L-Lipschitz continuity along forward-backward

integral curves of v, in the sense that

(3.2) |φ(γ(s))− φ(γ(t))| ≤ L|t− s| ∀ γ forward-backward integral curve of v with γ(s), γ(t) ∈ D.

Lemma 3.2. Suppose v is x̂-uniformly continuous. Then, a function φ : D ⊂ [0, T ] × R
n → R is L-

directionally Lipschitz continuous (as in Definition 3.1) if and only if it is L-Lipschitz continuous along

all forward-backward integral curves of v joining points in D (as in (3.2))
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Proof. Suppose (3.2) holds. Let x and y be points in D. One needs to verify the inequality (3.1) only

if S := d0(x,y) is finite, otherwise it holds trivially. As a consequence of the characterization of d0 in

Lemma 2.10, there is some forward-backward integral curve γ : [0, S] → R
N of v joining x and y. In

particular

|φ(x) − φ(y)| = |φ(γ(0)) − φ(γ(S))|
(3.2)

≤ LS ≡ Ld0(x,y) .

Suppose now φ is L-directionally Lipschitz continuous. If x = γ(s) and y = γ(t) for some forward-

backward integral curve γ of v, then (3.2) holds since

|φ(γ(s))− φ(γ(t))| = |φ(x)− φ(y)|
(3.1)

≤ Ld0(x,y)
Lemma 2.10

≤ L|t− s| . �

3.1. On the definition of directional Lipschitz continuity. In Lemma 3.3 below we argue that, if

a function φ : [0, T ] × R
n → R is Lipschitz continuous in the Euclidean distance, then the L-Lipschitz

continuity along the integral curves Z(·, a), for a ∈ A, in the sense that

(3.3) |φ(Z(x0, a))− φ(Z(y0, a))| ≤ L|y0 − x0| ∀ a ∈ A , ∀x0, y0 ∈ [0, T ] ,

implies the L-Lipschitz continuity along all forward-backward integral curves of v, also along those not

selected by the multi-flow Z. In particular, it implies the L-directional Lipschitz continuity by Lemma 3.2.

In Remarks 3.4 and 3.5 we provide examples showing that the assumption of Lipschitz continuity for the

Euclidean distance on the whole [0, T ] × R
n in general cannot be dropped, when integral curves of v are

not unique.

Lemma 3.3. Consider a Borel function φ : [0, T ]×R
n → R. Then the following properties are equivalent:

(1) φ is M -Lipschitz continuous for the Euclidean distance and L-directionally Lipschitz continuous,

(2) φ is M -Lipschitz continuous for the Euclidean distance and (3.2) holds with constant L,

(3) φ is M -Lipschitz continuous for the Euclidean distance and (3.3) holds with constant L.

Proof. We already proved in Lemma 3.2 that (1) and (2) are equivalent, even without assuming the

Lipschitz continuity for the Euclidean distance. Clearly (2) implies (3), since the condition in (3) only

involves specific integral curves of the form γa := Z(·, a) for a ∈ A. Hence we only need to show that (3)

implies (2). To this aim, we fix a forward-backward integral curve γ : [0, S] → [0, T ] × R
n of v and show

that

(3.4) |φ(γ(s2))− φ(γ(s1))| ≤ L · (s2 − s1) ∀ 0 < s1 < s2 < S .

The strategy is to approximate γ with a competitor joining γ(s1) and γ(s2) which alternates horizontal

segments (junctions) and curves Z(·, ak,n) almost tangent to γ at some intermediate points. Simplify

notations by fixing s1 = 0 and s2 = 1, as the general case is a simple adaptation. For n ∈ N we define for

k = 1, . . . , n the intermediate values sk,n in such a way that

k − 1

n
≤ sk,n ≤ k

n
and

{
γ0
(
k−1
n

)
≤ γ0

(
sk,n

)
≤ γ0

(
k
n

)
and ∃γ̇0(sk,n) = 1 or otherwise

γ0
(
k−1
n

)
≥ γ0

(
sk,n

)
≥ γ0

(
k
n

)
and ∃γ̇0(sk,n) = −1 .

Set moreover s0,n := 0, sn+1,n := 1. Set

tk,n := γ0

(
sk,n

)
k = 0, . . . , n+ 1 .

Since ImageZ is dense we can pick correspondingly curves

γk,n(·) := Z(·, ai,n) k = 0, . . . , n+ 1

such that ak,n are chosen in order to satisfy γ(0) = γ0,n(t0,n), γ(1) = γn+1,n(tn+1,n) and
∣∣∣γk,n(tk,n)− γ(sk,n)

∣∣∣ ≤ 1/n2 for k = 1, . . . , n.
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For k − 1/n ≤ s ≤ k + 1/n and t between γ0 (k − 1/n) and γ0 (k + 1/n), k = 1, . . . , n, we can estimate

|γ(s)− γk,n(t)| ≤
∣∣∣∣∣

∫ s

sk,n
γ̇0(r)v(γ(r)) dr −

∫ t

γ0(sk,n)
γ̇0(s

k,n)v(γk,n(r)) dr

∣∣∣∣∣+
∣∣∣γk,n(tk,n)− γ(sk,n)

∣∣∣

≤ ‖v‖∞ · 2
n
+ ‖v‖∞ · 2

n
+

1

n2
≤ 5‖v‖∞

n
.

Let ρ > 0 and consider the corresponding modulus of x̂-continuity δ = δ(ρ/2) of the vector field v as

in Definition 2.2. If 5‖v‖∞/n < δ then by the area formula applied with the Lipschitz function γ0

|γ(sk+1,n)− γk,n(tk+1,n)| ≤
∣∣∣γk,n(tk,n)− γ(sk,n)

∣∣∣

+

∣∣∣∣∣∣

∫

γ0([sk,n,sk+1,n])

∑

r∈(γ0)−1(s)

γ̇0(r)v (γ (r)) ds−
∫ γ0(sk+1,n)

γ0(sk,n)
v(γk,n(r)) dr

∣∣∣∣∣∣

≤ 1

n2
+
ρ

2
· |sk+1,n − sk,n| ≤ 1

n2
+
ρ

n
.

We applied above the x̂-uniform continuity of v. In particular for k = 1, . . . , n

|γk+1,n(tk+1,n)− γk,n(tk+1,n)| ≤|γ(sk+1,n)− γk+1,n(tk+1,n)|+ |γ(sk+1,n)− γk,n(tk+1,n)|(3.5)

≤ 2

n2
+
ρ

n
.

Similarly |γ0,n(t1,n)− γ1,n(t1,n)| ≤ 1/n2 + ρ/n. Hence we can now write

φ(γ(1)) − φ(γ(0)) =
n∑

k=0

φ(γk,n(tk+1,n))− φ(γk,n(tk,n)) + φ(γk+1,n(tk+1,n))− φ(γk,n(tk+1,n)) .

We can estimate by the triangular inequality

|φ(γ(1)) − φ(γ(0))| ≤
n∑

k=0

∣∣∣φ(γk,n(tk+1,n))− φ(γk,n(tk,n))
∣∣∣+

n∑

k=0

∣∣∣φ(γk+1,n(tk+1,n))− φ(γk,n(tk+1,n)
∣∣∣

and thus using the M -Lipschitz continuity of φ for the Euclidean distance and the L-directional Lipschitz

continuity along the curves γk,n := Z(·, ak,n), by (3.5) we get

|φ(γ(1)) − φ(γ(0))| ≤ L
n∑

k=0

(tk+1,n − tk,n) +M
n∑

k=0

∣∣∣γk+1,n(tk+1,n)− γk,n(tk+1,n)
∣∣∣

≤ L+M

n∑

k=0

(
ρ

n
+

2

n2

)
= L+Mρ+

4

n
.

By the arbitrariness of both ρ > 0 and n ∈ N this proves (3.4) and thus Item (1) of the statement. �

Remark 3.4. The result in Lemma 3.3 does not hold if the domain of φ is smaller than [0, T ]×R
n, even

in the case it is a flow-tube K. Consider the continuous vector field v : R2 → R
2 and the multi-flow

v(x0, x1) =

(
1

3 3
√
x21

)
γa(x0) = (x0, (x0 + a)3) =: Z(x0, a) a ∈ R ,

(see Figure 2). The function φ : K → R defined by

K := γ0([0, 1]) ∪ γ−1([0, 1]) , φ|γ0([0,1]) ≡ 0 , φ|γ−1([0,1]) ≡ 1

is trivially 0-Lipschitz continuous along Z, in the sense of (3.3). It is however 1-Lipschitz continuous along

the integral curve of v defined by γ(x0, x1) ≡ (x0, 0) and there is no extension φ̂ of φ which is ε-Lipschitz

continuous along such integral curve for 0 < ε < 1. In particular, (3.2) cannot hold because φ itself does

not satisfy it.
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x0

x1

x0

x1

Figure 2. Examples in Remarks 3.4 and 3.5. Left: The domain K of Remark 3.4.

Right: All curves of the multi-flow Z in Remarks 3.4 and 3.5. The x0-axis is the image of

an integral curve γ of v, and is contained in the image of the multi-flow. Nevertheless it is

not parametrized by the multi-flow.

Remark 3.5. The result in Lemma 3.3 does not hold if we remove the assumption that φ is Lipschitz

continuous for the Euclidean distance. We show by means of an example that assuming Hölder continuity

of φ would not suffice. Consider the function

φ(x0, x1) :=
3

√
x0 − 3

√
x1 ,

which is constant on the integral curves γa(x0) = (x0, (x0 + a)3) =: Z(x0, a), for a ∈ R, of the continuous

vector field v : R2 → R
2

v(x0, x1) =

(
1

3 3
√
x21

)
.

However, the function φ is only Hölder continuous along the integral curve of v

γ(x0) =

(
x0
0

)
,

which does not belong to the multi-flow Z. Indeed, there holds φ(γ(x0)) = 3
√
x0.

4. The direction Lipschitz extension lemma

Let us introduce the notation for the Lipschitz constant of a function with respect to the distance dλ.

Definition 4.1. Let φ be a given function. For 0 ≤ λ ≤ 1 we denote by Lipλ φ the best Lipschitz constant

for the distance dλ of the function φ, that is

Lipλ φ := min{L | ∀ x,y |φ(y) − φ(x)| ≤ Ldλ(x,y)} , λ ∈ [0, 1] .

We denote by Lip φ the best Lipschitz constant for the Euclidean distance of the function φ.

4.1. Convergence of the Lipschitz constants. The next property is the key of our argument.

Theorem 4.2. Consider

• a vector field v : [0, T ] ×R
n → R

N , x̂-uniformly continuous as in Definition 2.2, with v0 ≡ 1,

• a Borel multi-flow Z : [0, T ]× A → [0, T ] × R
n of v as in Definition 2.3, with ImageZ dense, and

• a subset A ⊂ A and a flow-tube K = Z([0, T ]×A) which is compact in [0, T ]× R
n.

Let φ : K → R be a function which is Lipschitz continuous for the Euclidean distance. Then the Lipschitz

constant Lipλ φ as in Definition 4.1 decreases to Lip0 φ as λ ↓ 0.

We observe that the result in the theorem is trivial when we compare points connected by integral

curves in the multi-flow. Indeed, if x = Z(x0, a) and y = Z(y0, a) for some a ∈ A, then by Item 3 in

Lemma 2.7

(4.1) |φ(x)− φ(y)| ≤ Lip0 φ · d0(x,y) = Lip0 φ · dλ(x,y) for 0 ≤ λ ≤ 1,

hence Lip0 φ is a Lipschitz constant for φ evaluated on such points.
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Proof of Theorem 4.2. Lemma 2.7 ensures that the distances dλ are increasing for λ ↓ 0, therefore the

Lipschitz constants Lipλ φ are decreasing for λ ↓ 0. Moreover, Lip0 φ ≤ Lipλ φ for any 0 < λ ≤ 1, and in

particular Lip0 φ ∈ R. We denote

(4.2) L := Lip0 φ , M := Lip φ .

Fix ε > 0. We want to prove that

(4.3) ∃λ = λ(ε) > 0 : |φ(x)− φ(y)| < (L+ ε) dλ(x,y) ∀ x,y ∈ K , x 6= y ,

from which the inequality will also hold for 0 ≤ λ < λ due to the fact that dλ(x,y) monotonically increases

for λ ↓ 0. We are going to prove (4.3) by contradiction. If (4.3) does not hold, then

∀λ > 0 ∃ xλ,yλ ∈ K , xλ 6= yλ :
∣∣φ(xλ)− φ(yλ)

∣∣ ≥ (L+ ε) dλ(x
λ,yλ) .(4.4)

In the two steps below we show that (4.4) yields a contradiction. In Step 1 we consider the case when there

exists a sequence of values λk ↓ 0 and points xλk and yλk satisfying (4.4) and for which |xλk − yλk | → 0.

In Step 2 we consider the case when there exists no sequence of values λk ↓ 0 and points xλk and yλk as

in (4.4) for which |xλk −yλk | → 0. We remark that only in Step 1 the continuity of the vector field plays

a role.

Z(·, aλ)

zλyλ

xλ
shrinking as λ ↓ 0

Figure 3. Step 1 in the proof of Theorem 4.2. We define zλ along Z(·, aλ) with the same

0-coordinate of yλ. We first prove inequality (4.11), which means that zλ lies within the

dashed region |zλ − yλ| ≤ ε/2M|xλ0 − yλ0 |, then we show that this contradicts (4.4).

Step 1: Assume that there exist values λk ↓ 0 and points xλk and yλk as in (4.4) with

(4.5) |xλ − yλ| → 0 .

By compactness, up to subsequences xλ and yλ are converging to some point x ∈ K. Let ρ > 0 so that

Lρ

L− (1 + ρ)‖v‖∞M
<

ε

2M
(4.6)

and denote by δ = δ(ρ) the corresponding modulus of x̂-uniformly continuity of v as in Definition 2.2.
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Choose points zλ ∈ K with yλ0 = zλ0 and such that xλ = Z(xλ0 , a
λ) and zλ = Z(yλ0 , a

λ) (see Figure 3).

This is possible by the definition of flow-tube. Since φ is M -Lipschitz continuous on K and L-directionally

Lipschitz continuous, interpolating with ±φ(zλ) one has the inequality

(4.7)
∣∣∣φ(xλ)− φ(yλ)

∣∣∣ ≤ L|xλ0 − yλ0 |+M |zλ − yλ| .

If we assume that both inequalities (4.4) and (4.7) hold we must have

dλ(x
λ,yλ) < |xλ0 − yλ0 |+

M

L
|zλ − yλ| .

By Definition 2.5 of dλ(x
λ,yλ) we can thus fix a competitor γλ joining xλ and yλ such that

Mλ

(
γλ
)
= L1

(
I‖

γλ

)
+

1

λ
L1
(
I‖∁

γλ

)
< |xλ0 − yλ0 |+

M

L
|zλ − yλ| .

Multiplying by λ and reordering the terms we get

(4.8) 0 ≤ λ
(
L1
(
I‖

γλ

)
− |xλ0 − yλ0 |

)
< λ

M

L
|zλ − yλ| − L1

(
I‖∁

γλ

)
.

Equation (4.8) has the following consequences:

(1) L1
(
I‖∁

γλ

)
< λM

L |zλ − yλ|. This means that an increasingly smaller portion of |zλ − yλ| is run by

the competitor along horizontal paths.

(2) L1
(
I‖

γλ

)
≤ |xλ0 − yλ0 |+ M

L |zλ − yλ|.
(3) By the previous two points L1(I

γλ) is vanishingly small. Since

|γλ(s)− x| ≤ |γλ(s)− xλ|+ |xλ − x| ≤ ‖v‖∞L1(Iγλ) + |xλ − x|
|zλ − xλ| ≤ ‖v‖∞|yλ0 − xλ0 |

|Z(r, aλ)− xλ| ≤ ‖v‖∞|yλ0 − xλ0 |

and since xλ → x and yλ → x, there exists λ such that for 0 < λ < λ

|γλ(s)− x|+ |xλ − x|+ |yλ − x|+ |Z(r, aλ)− x| < δ/2 for all s ∈ I
γλ and all xλ0 ≤ r ≤ yλ0 .

In particular |zλ − x| ≤ δ/2.

Since γλ is a competitor joining xλ and yλ, by Point (1) above
∣∣∣∣∣∣
xλ − yλ −

∫

I
‖

γλ

γ̇λ0 (s)v(γ
λ(s))ds

∣∣∣∣∣∣
≤ ‖v‖∞L1

(
I‖∁

γλ

)
< λ‖v‖∞

M

L
|zλ − yλ| .(4.9)

Since we stay within the modulus of x̂-uniformly continuity of v by (3) and by the triangular inequality

we have∣∣∣∣∣∣

∫ yλ0

xλ
0

v(Z(s, aλ))ds −
∫

I
‖

γλ

γ̇λ0 (s)v(γ
λ(s))ds

∣∣∣∣∣∣
=

∣∣∣∣∣∣

∫

I
‖

γλ

γ̇λ0 (s)v(Z(γ
λ
0 (s), a

λ))ds −
∫

I
‖

γλ

γ̇λ0 (s)v(γ
λ(s))ds

∣∣∣∣∣∣

≤ ρL1
(
I‖

γk

)
≤ ρ|xλ0 − yλ0 |+ ρ

M

L
|zλ − yλ| ,

where we also applied the estimate in Point (2) above. Collecting the last two inequalities we get

|zλ − yλ| =
∣∣∣∣∣x

λ − yλ +

∫ yλ0

xλ
0

v(Z(s, aλ))ds

∣∣∣∣∣ < ρ|xλ0 − yλ0 |+ (λ+ ρ)‖v‖∞
M

L
|zλ − yλ|(4.10)

and thus by the smallness of ρ as in (4.6)

|zλ − yλ| ≤ Lρ

L− (λ+ ρ)‖v‖∞M
|xλ0 − yλ0 | <

ε

2M
|xλ0 − yλ0 | .(4.11)
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Going back to the inequality (4.7), together with (4.11) we obtain for 0 < λ < λ
∣∣∣φ(xλ)− φ(yλ)

∣∣∣ ≤ L|xλ0 − yλ0 |+M |zλ − yλ|(4.12)

< (L+ ε/2)|xλ0 − yλ0 |
≤ (L+ ε/2)dλ(x

λ,yλ)

where the last inequality is due to Property (2) in Lemma 2.7. We reached a contradiction with (4.4),

therefore (4.5) cannot hold.

Step 2: We have shown in Step 1 that for a sequence of values λk ↓ 0 and points xλk and yλk satisfy-

ing (4.4) it is not possible to have |xλk − yλk | → 0. Since xλk and yλk belong in the compact set K ×K,

they must thus have positive distance from the diagonal. More precisely, denoting by δ the strictly positive

distance among the disjoint compact sets

clos
(
{(xλk ,yλk)}k

)
and

{
(x,y) ∈ K ×K : |x− y| 6= 0

}
,

we have

clos
(
{(xλk ,yλk)}k

)
⊆
{
(x,y) ∈ K ×K : |x− y| ≥ δ

}
.(4.13)

We are going to derive a contradiction in this case too. We do this by proving that the real constants

ℓµ := min{ℓ | |φ(x)− φ(y)| ≤ ℓ dµ(x,y) for x,y ∈ K s.t. |x− y| ≥ δ}

decrease to the value ℓ0, which satisfies ℓ0 ≤ L, defined as

(4.14) ℓ0 := min{ℓ | |φ(x)− φ(y)| ≤ ℓ d0(x,y) for x,y ∈ K s.t. |x− y| ≥ δ}.

and therefore it implies that there exists µ = µ(ε, δ) such that

(4.15) |φ(x)− φ(y)| ≤ (L+ ε/2) dµ(x,y) for x,y ∈ K with |x− y| ≥ δ and 0 ≤ µ < µ.

Equation (4.15) entails that (4.4) and (4.13) are incompatible, yielding the desired contradiction.

Let us thus prove that ℓµ ↓ ℓ0. Since distances dµ increase monotonically as µ ↓ 0, the constants ℓµ
decrease to some value ℓ̄. We want to show that ℓ̄ = ℓ0. Suppose that

by contradiction ηµ := ℓµ − ℓ0 ↓ ℓ̄− ℓ0 =: η > 0 as µ ↓ 0.

Define for 0 ≤ µ ≤ 1 the functions

fµ(x,y) := |φ(x)− φ(y)| − ℓ0 dµ(x,y) for x,y ∈ K with |x− y| ≥ δ.

Observe that for 0 < µ ≤ 1 the functions fµ are upper semicontinuous functions which decrease pointwise

to the possibly (−∞)-valued function f0. Since the domain is compact, the super-level sets Kµ
t := {fµ ≥ t}

are compact sets decreasing as µ ↓ 0. As a consequence

max
x,y∈K
|x−y|≥δ

fµ(x,y) = sup
x,y∈K
|x−y|≥δ

fµ(x,y)
y sup

x,y∈K
|x−y|≥δ

f0(x,y) = max
x,y∈K
|x−y|≥δ

f0(x,y) as µ ↓ 0.

We stress that for µ = 0 the supremum is attained by lower semicontinuity of d0 (recall Item 1 in

Lemma 2.7). Notice that by definition (4.14) of ℓ0 we have

max
x,y∈K
|x−y|≥δ

f0(x,y) = sup
x,y∈K
|x−y|≥δ

f0(x,y) = 0 .
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We thus reach a contradiction if we show the lower bound

(4.16) max
x,y∈K
|x−y|≥δ

fµ(x,y) = sup
x,y∈K
|x−y|≥δ

fµ(x,y) ≥
ηδ

‖v‖∞
.

To this aim, we fix x,y ∈ K with |x− y| ≥ δ and

(4.17) fµ(x,y) ≥ 0 , for instance s.t. |φ(x)− φ(y)| = ℓµdµ(x,y) ≥ (ℓ0 + η)dµ(x,y) .

By (2.4) and by the definition of ℓµ, on the domain of fµ one has the estimate

fµ(x,y) = |φ(x)− φ(y)| − ℓµdµ(x,y) + (ℓµ − ℓ0)dµ(x,y) since ℓµ − ℓ0 ≥ η

≥ |φ(x)− φ(y)| − ℓµdµ(x,y) + ηdµ(x,y) by (2.4)

≥ |φ(x)− φ(y)| − ℓµdµ(x,y) + η
|y − x|
‖v‖∞

as |y − x| ≥ δ

≥ |φ(x)− φ(y)| − ℓµdµ(x,y) +
ηδ

‖v‖∞
≥ ηδ

‖v‖∞
by (4.17).

We have thus shown (4.16) and reached a contradiction. Hence, ℓµ ↓ ℓ0 ≤ L as µ ↓ 0. �

4.2. The directional Lipschitz extension lemma. We now state and prove our main result, the

directional Lipschitz extension lemma, the proof of which relies on Theorem 4.2.

Theorem 4.3 (Directional Lipschitz extension). Fix L,M, ε > 0 and consider

• a vector field v : [0, T ] ×R
n → R

N , x̂-uniformly continuous as in Definition 2.2, with v0 ≡ 1,

• a Borel multi-flow Z : [0, T ]× A → [0, T ] × R
n of v as in Definition 2.3, with ImageZ dense, and

• a subset A ⊂ A and a flow-tube K = Z([0, T ]×A) which is compact in [0, T ]× R
n.

Consider a Borel function φ : K → R which is M -Lipschitz continuous for the Euclidean distance and

L-directionally Lipschitz continuous. Then φ admits an extension φ̃ : [0, T ] × R
n → R which is Lipschitz

continuous for the Euclidean distance and (L+ ε)-directionally Lipschitz continuous.

Proof. Theorem 4.2 guarantees the existence of λ > 0 small enough so that Lipλ φ|K ≤ Lip0 φ|K + ε. It

follows that

Lipλ φ|K ≤ L+ ε .

Consider a Lipschitz continuous extension of φ to [0, T ] × R
n, which is provided by McShane Lemma, in

the distance dλ, that is

φ : [0, T ]× R
n → R ,

∣∣φ(x)− φ(y)
∣∣ ≤ (L+ ε)dλ(x,y) for all x, y ∈ [0, T ]× R

n.

This extension φ is Lipschitz continuous also for the Euclidean distance by Lemma 2.6. Moreover, by

Property (1) in Lemma 2.7 we have

∣∣φ(x)− φ(y)
∣∣ ≤ (L+ ε)dλ(x,y) ≤ (L+ ε)d0(x,y) .

Therefore the extension φ is also (L+ ε)-directionally Lipschitz continuous. �
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5. Applications to the continuity equation

In this last section we present our applications to the continuity equation, in particular we prove

Theorem 1.1. We go back to the time-space notation as in the Introduction. We denote the maximal

function in the space variable by

M
(
ϕ
)
(x) = sup

r>0

1

Ln(Br(x))

∫

Br(x)
|ϕ(y)| dy ,

and when we will deal with functions of time and space we will always consider the maximal function in

the space variable only, for each fixed time. Given a vector field in the Sobolev space W 1,p(Rn) for almost

every time, we always consider its continuous-in-space representative.

For the classical lemma below and its corollary concerning the uniqueness of integral curves for almost

every starting point we acknowledge useful discussions with Pierre-Emmanuel Jabin.

Lemma 5.1. Let f ∈W 1,p
loc (R

n) with p > n. Then there exists a negligible set N ⊂ R
n such that

(5.1) |f(x)− f(y)| ≤ C |x− y|
[
M
(
|Df |p

)
(x)
]1/p ∀ x,y ∈ R

n \N ,

where the constant C only depends on n and p.

Proof. Let us for the time being assume f to be a smooth function. We start from the well-known

inequality

(5.2) |f(x)− f(y)| ≤ C

∫

B(x,y)
|Df |(z)

(
1

|x− z|n−1
+

1

|y − z|n−1

)
dz ,

in which B(x,y) denotes the ball with center (x+ y)/2 and diameter |x−y| and the constant C depends

on the space dimension only (see for instance Lemma 3.1 in [20]).

For the first term in the right hand side of (5.2) we can estimate
∫

B(x,y)

|Df |(z)
|x− z|n−1

dz ≤ C |x− y|M
(
|Df |

)
(x) ≤ C |x− y|

[
M
(
|Df |p

)
(x)
]1/p

,

where for the first inequality we refer again to [20] and the second inequality follows from the Hölder

inequality.

We now deal with the second term in the right hand side of (5.2). The Hölder inequality implies

(5.3)

∫

B(x,y)

|Df |(z)
|y − z|n−1

dz ≤
(∫

B(x,y)
|Df |p(z) dz

)1/p(∫

B(x,y)

1

|y − z|p′(n−1)
dz

)1/p′

,

where 1
p +

1
p′ = 1. The second factor in (5.3) can be explicitly computed as

(5.4)

∫

B(x,y)

1

|y − z|p′(n−1)
dz = C |x− y|(1−p′)(n−1)+1 ,

where C depends on n and p. Observe that the integral in (5.4) converges if (1−p′)(n−1) > −1, condition

which corresponds to 1/p′ > 1− 1/n, which is satisfied since p > n. Hence going back to (5.3)

1

|x− y|

∫

B(x,y)

|Df |(z)
|y − z|n−1

dz ≤ C
1

|x− y|1−n/p

(
1

|x− y|n
∫

B(x,y)
|Df |p(z) dz

)1/p

|x− y|
(1−p′)(n−1)+1

p′

= C

(
1

|x− y|n
∫

B(x,y)
|Df |p(z) dz

)1/p

≤ C
[
M
(
|Df |p

)
(x)
]1/p

,
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where in the last inequality we have used the fact that B(x,y) is contained in the ball centered at x

and with radius |x − y|. We have therefore shown (5.1) for all smooth functions f , and by a standard

approximation argument for all f ∈W 1,p(Rn) as claimed. �

Corollary 5.2. Let b be as in (1.4) and assume p > n. Then for a.e. x̂ ∈ R
n there is a unique integral

curve of b starting at x̂ at time t = 0.

Proof. Let n < p̃ < p be fixed. Let x̂ ∈ R
n and assume that there is an integral curve γ of b starting at

x̂ at time t = 0 and satisfying

(5.5)

∫ T

0

[
M
(
|Db|p̃

)
(s,γ(s))

]1/p̃
ds <∞.

We show that γ is the unique integral curve of b starting at x̂ at time t = 0. We do this by implementing

a sort of “pointwise version” of the argument in [16]. Let γ̃ be any other integral curve of b starting at x̂

at time t = 0. Recalling that p̃ > n we can use Lemma 5.1 and estimate

d

dt
log

(
1 +

|γ(t)− γ̃(t)|
δ

)
≤ |b(t,γ(t)) − b(t, γ̃(t))|

|γ(t)− γ̃(t)| ≤ C
[
M
(
|Db|p̃

)
(t,γ(t))

]1/p̃
.

Integrating the above inequality in time and using that γ(0) = γ̃(0) = x̂ we get

log

(
1 +

|γ(t)− γ̃(t)|
δ

)
≤ C

∫ T

0

[
M
(
|Db|p̃

)
(s,γ(s))

]1/p̃
ds ∀ t ∈ [0, T ] .

Letting δ → 0 and using (5.5) we deduce that γ̃ = γ on [0, T ].

We recall that for a vector field as in (1.4) the theory in [19] guarantees the existence of a unique regular

Lagrangian flow X. We apply the above argument to the integral curves γx̂ = X(·, x̂). It only remains

to check that condition (5.5) is satisfied for a.e. x̂ ∈ R
n. For every ball BR(0) ⊂ R

n we can estimate

(5.6)(∫

BR(0)

∫ T

0

[
M
(
|Db|p̃

)
(s,γx̂(s))

]1/p̃
ds dx̂

)p̃

=

(∫

BR(0)

∫ T

0

[
M
(
|Db|p̃

)
(s,X(s, x̂)

]1/p̃
ds dx̂

)p̃

≤ C

∫ T

0

∫

BR(0)
M
(
|Db|p̃

)
(s,X(s, x̂) dx̂ ds

≤ C

∫ T

0

∫

BR+T‖b‖∞(0)
M
(
|Db|p̃

)
(s, x̂) dx̂ ds ,

≤ C

(∫ T

0

∫

BR+T‖b‖∞(0)

∣∣M
(
|Db|p̃

)
(s, x̂)

∣∣p/p̃ dx̂ ds
)p̃/p

,

≤ C

(∫ T

0

∫

Rn

∣∣|Db|p̃(s, x̂)
∣∣p/p̃ dx̂ ds

)p̃/p

,

where the first inequality follows from Jensen’s inequality, in the second inequality we have changed

variable along X and in the last inequality we have applied the strong estimate for the maximal function

(using the fact that p/p̃ > 1). The constant C in (5.6) changes from line to line and depends on R, T ,

p, p̃, n, ‖b‖∞, and the compressibility constant of X as in (1.6). Recalling the assumption (1.4a) we

conclude that the right hand side in (5.6) is finite, and therefore we conclude that (5.5) is satisfied for

a.e. x̂ ∈ R
n. �

Remark 5.3. In [3, Section 5] the authors construct a two-dimensional, bounded, divergence-free vector

field satisfying (1.4a) for all 1 ≤ p <∞, the integral curves of which are non unique for initial points on a
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segment (see in particular [3, Remark 5.1]). This shows that the result of Corollary 5.2 does not hold for

every x̂ ∈ R
n, not even for very large p <∞.

For a vector field b be as in (1.4) measure solutions to the Cauchy problem (1.1) are well defined, as we

consider the continuous representative of the vector field.

Corollary 5.4. Let b be as in (1.4) and assume p > n. Fix a nonnegative function u0 ∈ L1
loc(R

n). Then

the Cauchy problem (1.1) has a unique solution among all positive measure solutions µt with µ0 = u0Ln,

and this unique measure solution coincides with the unique solution in L1
loc([0, T ]× R

n).

Proof. This is a direct consequence of Corollary 5.2 and of the superposition principle for positive measure

solutions of the continuity equation, see [7, Theorem 8.2.1]. �

See also [5, 15, 10] for further recent results on the uniqueness of measure solutions to the continuity

equation.

Remark 5.5. It easy to see that (unless the vector field is regular) in general we cannot have uniqueness

of measure valued solutions that change sign, or of positive measure solutions in case the initial datum is

a positive measure with a nontrivial singular part.

The almost-everywhere uniqueness proven in Corollary 5.2 is in fact not sufficient in order to conclude

the proof of Theorem 1.1. Indeed, we need the almost-everywhere triviality of forward-backward integral

curves. This does not follow in a straightforward way from Corollary 5.2 through a “pointwise argument”,

as we explain in the following remark.

Remark 5.6. It is possible to construct a divergence-free vector field belonging L∞
(
[0, T ];W 1,p(Rn;Rn)

)

with the following property: there exists x̂ ∈ R
n such that the integral curve starting at x̂ is unique, but

there is a nontrivial forward-backward integral curve starting at x̂. It is unclear to us whether this can

happen for starting points in a set of positive measure.

We are now in the position of proving our main result.

Proof of Theorem 1.1. We refer to the strategy introduced in [14] and summarized in § 1.5.

For any ε > 0 and R > 0, the theory in [16] provides a compact set Kε ⊂ BR(0) with Ln
(
BR(0)\Kε

)
≤ ε

and such that the regular Lagrangian flow is Lipschitz on Kε. Moreover, let N ⊂ BR(0) be the set of

starting points for which the forward-backward integral curves are nontrivial. Since N is negligible by

assumption, we can find an open set Nε ⊃ N with Ln(Nε) ≤ ε. We thus define K̃ε = Kε \Nε and notice

that Ln
(
BR(0) \ K̃ε

)
≤ 2ε.

We apply the procedure described in [14] with the set K̃ε replacing the set Kε. We only need to check

that the function ψ defined in [14, Lemma 3.2] is L-directionally Lipschitz continuous: once this has been

done, the remaining steps in the proof in [14] work without any further changes.

In order to do this, we pick any two points x,y ∈ X([0, T ] × K̃ε). If d0(x,y) = +∞ there is nothing

to check. If on the other hand d0(x,y) < +∞, by Lemma 2.10 the points x and y are joined by a

forward-backward integral curve. However, in the set X([0, T ] × K̃ε) forward-backward integral curves

are trivial, and their image is contained in the image of an integral curve in the regular Lagrangian flow.

Hence we only have to check that the function ψ is Lipschitz continuous along integral curves in the regular

Lagrangian flow (in the sense of (3.3)), but this is exactly what is shown in [14, Lemma 3.2]. �
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