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Abstract

The CALorimetric Electron Telescope (CALET), launched for installation on the International Space Station (ISS) in
August, 2015, has been accumulating scientific data since October, 2015. CALET is intended to perform long-duration
observations of high-energy cosmic rays onboard the ISS. CALET directly measures the cosmic-ray electron spectrum
in the energy range of 1 GeV to 20 TeV with a 2% energy resolution above 30 GeV. In addition, the instrument can
measure the spectrum of gamma rays well into the TeV range, and the spectra of protons and nuclei up to a PeV.

In order to operate the CALET onboard ISS, JAXA Ground Support Equipment (JAXA-GSE) and the Waseda
CALET Operations Center (WCOC) have been established at JAXA and Waseda University, respectively. Scientific
operations using CALET are planned at WCOC, taking into account orbital variations of geomagnetic rigidity cutoff.
Scheduled command sequences are used to control the CALET observation modes on orbit. Calibration data acquisi-
tion by, for example, recording pedestal and penetrating particle events, a low-energy electron trigger mode operating
at high geomagnetic latitude, a low-energy gamma-ray trigger mode operating at low geomagnetic latitude, and an
ultra heavy trigger mode, are scheduled around the ISS orbit while maintaining maximum exposure to high-energy
electrons and other high-energy shower events by always having the high-energy trigger mode active. The WCOC
also prepares and distributes CALET flight data to collaborators in Italy and the United States.

As of August 31, 2017, the total observation time is 689 days with a live time fraction of the total time of ~84%.
Nearly 450 million events are collected with a high-energy (E >10 GeV) trigger. In addition, calibration data acquisi-
tion and low-energy trigger modes, as well as an ultra-heavy trigger mode, are consistently scheduled around the ISS
orbit. By combining all operation modes with the excellent-quality on-orbit data collected thus far, it is expected that
a five-year observation period will provide a wealth of new and interesting results.

Keywords: CALET, cosmic-ray electrons, calorimeter, international space station, direct measurement

1. Introduction for two years and is expected be operational for three
or more additional years. A schematic overview of the
The CALorimetric Electron Telescope (CALET) [1], CALET instrument is presented in the left-hand panel
launched for installation on the International Space Sta- of Fig. 1.
tion (ISS) in August, 2015, has been accumulating sci- CALET features a very thick calorimeter that incor-
entific data since October, 2015. CALET is primar- porates imaging and total absorption calorimeters (see
ily intended to discover nearby cosmic-ray accelerators the right-hand panel of Fig. 1). A calorimeter of 30
and search for dark matter by precisely measuring all- radiation-length thickness completely absorbs the elec-
electron (electron + positron) and gamma-ray spectra in tron shower energy in the TeV energy range and iden-
a wide energy range from 1 GeV to 20 TeV. CALET tifies electrons from the overwhelming flux of protons
includes a high-performance particle detector equipped using the difference in shower development in the fully
with a thick large-area calorimeter. Onboard the ISS, active fine-sampling and thick calorimeter. Long-term
CALET has been performing long-term observations observation using the large-area detector is provided
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Figure 1: (Left) The CALET instrument package [1] showing the main calorimeter, the Gamma-ray Burst Monitor (CGBM) consisting of a hard
X-ray monitor, and a soft gamma-ray monitor [2], Mission Data Controller (MDC) and support sensors, installed in a JEM standard payload with
a size of 1850 mm (L) x 800 mm (W) x 1000 mm (H). Support sensors include Global Position Sensor Receiver (GPSR) and Advanced Stellar
Compass (ASC) as indicated in the figure. The total weight is 613 kg. (Right) Layout of the main calorimeter, which consists of a Charge Detector
(CHD), an IMaging Clorimeter (IMC), and Total AbSorption Calorimeter (TASC), where FEC stands for front end electronics.

by observation onboard the ISS. By combining all of
these features, it becomes possible for the first time to
precisely measure the all-electron spectrum up to 20
TeV. The main components of cosmic rays, such as pro-
tons, heliums, and heavier nuclei, can be measured past
PeV. Including electrons and gamma rays, the ability to
perform unique observations by extending the previous
limits of direct measurements is expected.

In this paper, we mainly describe the operations and
offline data processing of the main calorimeter. Details
of processing CGBM data (after creating Level-1 data:
see Section 4) are presented elsewhere [3, 4].

2. The CALET Detector System

2.1. Detector Components

The CALET detector (see the right-hand panel of
Fig. 1) consists of a Charge Detector (CHD), which
identifies the charge of the incident particle [5, 6],
an IMaging Calorimeter (IMC), which reconstructs the
track of the incident particle and finely images the initial
shower development, and a Total AbSorption Calorime-
ter (TASC), which absorbs the entire energy of the in-
coming particle and identifies the particle species using
hodoscopic scintillator arrays.

The CHD is double layered (X,Y) and located above
the IMC. Each layer consists of 14 plastic scintillator
paddles. Each paddle is read by the photomultiplier tube
(PMT) and has the dimensions 450 mm (L) X 32 mm

(W) x10 mm (H). The IMC consists of 7 layers of tung-
sten plates each separated by 2 layers of scintillating
fiber (SciFi) belts arranged in the X and Y direction
with an additional X,Y SciFi layer pair on the top. Each
SciFi belt is assembled with 448 1 mm? cross-section
scintillating fibers read by multi-anode photomultiplier
tubes (MAPMT). The dimensions of the SciFi layers are
448 mm (L) x 448 mm (W). The total thickness of the
IMC is equivalent to 3 Xy. The first 5 tungsten-SciFi
layers sample the shower every 0.2 X, and the last 2
layers provide 1.0 X, sampling. The TASC is composed
of 12 layers each of which consists of 16 lead tungstate
(PWO) logs. Alternate layers are arranged with the logs
oriented along orthogonal (X,Y) directions. Each PWO
log has dimensions of 326 mm (L) X 19 mm (W) X
20 mm (H).

Combining these components as well as the trigger
system, data acquisition system and support sensors de-
scribed in the following sections, the CALET detector
features (1) a proton rejection factor of more than 10,
(2) a 2% energy resolution above 30 GeV, (3) an angu-
lar resolution of 0.1 to 0.5°, and (4) a large geometri-
cal factor on the order of 0.1 m?sr. The basic features
of detector performance were investigated using Monte
Carlo (MC) simulations [7], and verified by the beam
tests at CERN-SPS [8-10]. The sufficiently high re-
jection capability of protons enables the suppression of
systematic errors in the electron spectrum due to uncer-
tainties in proton rejection factor calculation due to pos-



sible interaction model dependence. The CALET detec-
tor is the most suitable detector for directly measuring
the all-electron spectrum up to 20 TeV.

2.2. Trigger System

Since GeV cosmic rays are dominant in CALET, and
it takes approximately 5 ms to be ready for the next
event after building an event by retrieving all of the
ADC data from the detector components, it is neces-
sary to trigger CALET only for high energy particles.
CALET event selection is based on the coincidence of
trigger counter signals generated from the detector dis-
criminators, i.e., each of CHD X and Y, IMC X1-X4,
Y1-Y4, and TASC X1 generates low level discrimina-
tor (LD) signals (see top of Fig. 2). Since two IMC
fiber layers along a given axis are read out in one front-
end circuit, the number of trigger counter signals is re-
duced to four (from eight) in the X axis and four in Y
axis. TASC X1 is read out by photomultipliers to re-
trieve fast trigger signals. The other 11 TASC layers are
read out by a photodiode (PD) and an avalanche photo-
diode (APD) in order to ensure a wide dynamic range
of six orders of magnitude.

In order to efficiently collect data under different con-
ditions, CALET features three trigger modes:

High-energy Shower Trigger (HE): This is the main
trigger mode for CALET because it targets high-
energy electrons of 10 GeV ~ 20 TeV, high-energy
gamma-rays of 10 GeV ~ 10 TeV, and protons
and nuclei of a few 10 GeV ~ 1,000 TeV. By re-
quiring a large energy deposit in the middle of the
detector, high-energy shower events are selectively
triggered. As a result, it is possible to maximize
exposure to the target particles while strongly sup-
pressing low-energy particles and achieving a large
geometrical factor at the same time.

Low-energy Shower Trigger (LE): This is the same
as the high-energy shower trigger, but it targets
lower-energy particles generating a shower in the
detector. The primary targets of the LE trigger are
low-energy electrons of 1 GeV ~ 10 GeV at high
latitude, low-energy gamma-rays of > 1 GeV at
low geomagnetic latitude, and GRB gamma rays
of > 1 GeV. In order to trigger electrons at high
latitude, LD signals are required at CHD and IMC
upper layers in order to restrict the incident angle
of the particles. The energy deposit required in the
middle of the detector is much lower than that for
the HE trigger but is significantly higher than that
of a minimum ionizing particle (MIP).

Single Trigger (Single): This trigger mode is dedi-
cated to taking data of non-interacting particles for
the detector calibration. This trigger mode requires
the energy deposit of a MIP and corresponding LD
signals in the CHD and IMC, as well as the upmost
layer of the TASC.

Since the combination of LDs required to generate the
trigger signal is selectable, other trigger modes, such as
one dedicated to ultra-heavy nuclei [11], are also possi-
ble.

Trigger modes are realized as logical AND of LD sig-
nals as shown in Fig. 2. The anode sum signals of CHD
X and Y, the dynode sum signals of IMC X1-X4 and
Y1-Y4 layers, and the anode sum signals of TASC X1
are used as LD inputs. The front-end electronics have
the capability to inhibit individual PMT signals at the
input side of the analog summation. This allows the
analog sum to be reconfigured in the event of a PMT
malfunction. The LD signal is generated when the in-
put signal exceeds the discriminator threshold level. As
shown in Fig. 2, the decision for a trigger mode is made
by requiring coincident LD signals in a particular pat-
tern. The CHD has an additional LD, referred to as the
heavy LD, which can be used to tag heavier nuclei. The
heavy LD is used instead of the normal LD in the case
of the heavy ion trigger mode, which is defined for each
of the normal HE, LE, and Single triggers, resulting in
six independent trigger modes.

For each trigger mode, a certain set of LD signals is
required for the trigger coincidence. The LD signals
forming the trigger are selectable through use of a LD-
mask pattern. Setting the mask parameter of a particu-
lar LD to 1 (0) means that the corresponding LD signal
is required (not required) to generate the trigger signal.
Patterns of LD-mask are used to select different trigger
modes. The IMC and TASC LD thresholds and the LD-
mask values are common for both the heavy and normal
modes. For the HE, LE, and Single modes the CHD LD
thresholds are common while the CHD LD mask values
are different.

Figure 3 shows the logic diagram of the trigger deci-
sion. The trigger decision is performed by logical OR
of the trigger signals from all of the trigger modes. Each
event is flagged with all active modes that would have
triggered the event, independent of which mode actu-
ally initiates the readout. Each trigger mode can be
enabled/disabled by setting the trigger mask parameter.
Only trigger modes with a trigger mask setting of 1 may
generate an event trigger.

Triggers are also inhibited if the DAQ is still building
the previous events (dead time) or while all the Mission
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Figure 2: Diagram of CALETs trigger logic for the LE trigger. The three trigger modes (Single, LE, and HE) use the same logic, and each trigger
mode and its associated heavy mode is realized, as shown in the diagram. The dashed lines indicate the connections to the other two modes. The
LD counters sum up the LD signals sent by each detector element and are read out when an event is built and stored together with the event data,
or are read out in fixed intervals and stored as periodic data. The counters return to zero when reaching the maximum of the 24- or 32-bit buffer,
where buffer size is determined taking into account the expected count rate for each counter. These counters are not part of the trigger logic but are
used to monitor the trigger logic input.



Data Controller (MDC) buffers are full. The buffers in
the MDC are used to limit the CALET data downlink
rate to a maximum of 600 kbps. As long as the buffers
are not full, an increase in the data rate does not affect
the data collection. The dead time counter counts the
intervals of the 15.625 us period clock, while triggers
are inhibited in order to calculate the dead time fraction
of the CALET observation.

synchronous clock
(15.625us)

 Dead Time Counter |

During DAQ
and/or
Buffer full

HE
Heavy HE
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Start DAQ

Heavy LE
single
Heavy Single

Trigger Signal

 Event Trigger Counter |

Figure 3: Logic diagram of the trigger decision and data acquisition
request for CALET.

2.3. Data Acquisition System

The acquisition of cosmic-ray event data is carried
out using the Mission Data Controller (MDC). Event
data acquisition consists of an event building task, an
event processing task, and an event-delivering task.
Since these tasks use the data buffer to communicate
with each other, it is possible to parallelize the tasks.
Because of this design, the MDC can handle a sudden
data increase, while limiting the observation dead time
to the duration of the event building task, thereby maxi-
mizing the observation live time. Data downlink is con-
trolled by the event delivering task and limits the band-
width usage to a maximum of 600 kbps. As a com-
plete readout of CALET exceeds 8000 channels, zero-
suppression of the obtained ADC data is carried out in
the event processing task to compress the downlinked
event.

In addition, the MDC handles control of the CALET
detector components, the HV-Box which supplies high
voltage to the detectors, the CALET Gamma-ray Burst
Monitor (CGBM), and the support sensors. The support
sensors include the Advanced Stellar Compass, which
determines the attitude of CALET, and a GPS receiver,
which is used during ground processing to correct the
MDC time to the GPS time. The MDC also handles data
collection for the detectors and equipment. In the ever-
changing geomagnetic radiation environment at the ISS

orbit, it is necessary to control the trigger rate and data
amount by programming the MDC with an appropri-
ate schedule of trigger condition and zero-suppression
threshold setting. Planning such a schedule of scientific
observations in order to effectively obtain useful data is
one of the most important roles of WCOC. The schedule
also includes CGBM operations to activate and deacti-
vate CGBM instruments.

2.4. Support Sensors

The absolute time scale is calibrated using a Global
Position Sensor Receiver (GPSR) by time stamping the
pulse-per-second signal from the GPSR with the MDC
time. The GPSR works as expected during nominal op-
erations, and its duty cycle, i.e., the ratio of the time
when the time pair is available to the total time, is
99.6%. The measured time drift of internal clock aver-
aged over one year was determined as -1.6 s/day. By
correcting the drift using the most recently available
time pair, the UTC time is determined for each event.

The precise pointing direction is obtained using an
attached Advanced Stellar Camera (ASC) [12]. The
ASC determines CALET’s attitude using star images
captured every half second. Two methods are used to
complement the data when the ASC attitude is not avail-
able because of the Sun:

1. Spherical-line interpolation (if the duration
<1,000 s; it corresponds to 50% of total observa-
tion time);

2. the use of corrected ISS quaternion (if the duration
>1,000 s; it corresponds to 12% of total observa-
tion time).

After calibration using the time-dependent correction
quaternion, the discrepancy between the ASC and ISS
quaternions is within 0.2 deg, indicating valid attitude
determination by the ASC considering the ISS quater-
nion accuracy.

3. Ground System

As shown in the left-hand panel of Fig. 4, the data
obtained from CALET onboard the ISS is transferred,
through various satellite and ground links, to JAXA.
The JAXA Ground Support Equipment (JAXA-GSE)
at JAXA and the Waseda CALET Operations Center
(WCOC) at Waseda University were established in or-
der to operate and monitor the CALET onboard the ISS.
The raw data received by the JAXA-GSE are immedi-
ately transferred to the WCOC for real-time instrument
monitoring except for the replayed data stored at the ISS



during the loss of signal. Scientific raw data (Level 0)
are also transferred from JAXA to WCOC on an hourly
basis after the data records are time-order corrected and
augmented, if necessary, with data replayed from ISS
storage. In this context, the primary responsibility of the
WCOC is to manage CALET scientific mission opera-
tions including (1) real-time monitoring and operations,
(2) operations planning, and (3) scientific data process-
ing. As shown in the right-hand panel of Fig. 4, there is
an interface to a JAXA ground system corresponding to
each role of WCOC, and providing uplink and downlink
communication with CALET onboard the ISS.

In order to monitor the observation status of CALET
in real time, a quick look (QL) system, which consol-
idates and visualizes cosmic-ray event data and house-
keeping data, was developed. Since a large amount of
data must be monitored in real-time in a comprehensive
manner, it is necessary to summarize the data and to
detect malfunctions automatically. The QL system pro-
vides such functions. Using simulated CALET teleme-
try data, the QL systems are developed early on in a sim-
ulation of on-orbit operation, enabling the QL system to
be used in CALET system tests, and immediately after
its installation on the ISS. Currently, in the stable oper-
ation phase, using the QL system, the CALET science
team monitors the scientific status and the data trans-
mission on a 24-hour seven-day basis in WCOC.

4. Data Flow and Data Analysis Framework

The scientific raw data (called CALET Level-0 data)
are generated at JAXA and are transferred to the
WCOC. The Level-0 data is, in essence, the raw
CALET data stream with time ordered data packets col-
lected from near real-time transmission or from replay
of data stored on the ISS. At the WCOC, the Level-0
data is converted into Level-1 data, and it is the Level-
1 that is distributed to the international collaboration
as the base data for the CALET scientific data analy-
sis. Quick analyses based on both Level-O and Level-1
data are performed and their results are used as feed-
back for better operations planning and real-time mon-
itoring. Level-1 data include all event, housekeeping,
rate, and ancillary data records with timestamps cor-
rected to UTC. The housekeeping temperatures, volt-
ages, and currents are converted to physical units.

The analysis scheme of CALET is shown in Fig-
ure 5. Various detector calibrations are performed us-
ing the Level-1 data and these calibrations are incor-
porated into the Level-2 data that is used for physics
analysis [13, 14]. For this physics analysis flight data
(FD) and Monte Carlo simulation data (MC) are both

in Level-2 format and are treated equivalently during
analysis. In order to produce the Level-2 data set, the
energy deposits of all of the channels are first calcu-
lated by applying detector calibrations to the FD and by
smearing MC using the measured detector responses.
In the process of Level-2 data production, the energy
deposit array for both FD and MC is fed into track re-
construction [7, 15] and energy reconstruction [14, 16]).
The various variables for event selection ([17-20] are
calculated for both FD and MC. The TObjectArray in
the ROOT analysis framework [21] provides a flexible
format in which it is possible to record the results of
multiple algorithms in the Level-2 data, allowing easy
comparisons between different algorithms. By taking
advantage of such Level-2 data features, an efficient and
detailed study of systematic uncertainty becomes feasi-
ble [16].

The calculation nodes at WCOC have over 800 cores
working at present, processing the high-level flight data
and creating MC data. Spectral data and subsets of
data for individual science targets are called Level-3 (or
higher) data. Data analysis using each data set will be
carried out independently in each institute, and the of-
ficial dataset to be used for publication is processed at
WCOC.

5. On-orbit Operations

5.1. Observation Planning

The CALET observation mode on orbit is controlled
by a regular schedule of command sequences. A cal-
ibration data trigger mode that involves, for example,
recording pedestal and penetrating particle events, a
low-energy electron trigger mode operating at high ge-
omagnetic latitude, and other dedicated trigger modes
are scheduled around the ISS orbit while maintaining
the maximum exposure to high-energy electrons.

The following modes are combined in a schedule
command file, and the trigger rate maps of represen-
tative observation modes, as well as a CHD count rate
map, are shown in Fig .6. The LD threshold settings for
each observation mode are summarized in Table 1.

o High-energy shower observation (HE):
All electrons and high-energy shower phenomena
of gamma rays and nuclei are acquired. The high-
energy shower observation is always activated be-
cause this is the trigger mode for the main objec-
tives of CALET. Because of the high threshold, the
South Atlantic Anomaly (SAA) does not have a
significant impact on the trigger rate, as shown in
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possible to continue observation even in the SAA.

e Low-energy electron observation (LE-e):
For electron data in the 1-GeV region, this mode
can acquire the low-energy data efficiently when
the geomagnetic cutoff is low. This mode is acti-
vated for 90 s at the highest geomagnetic latitude
in the north and south regions.

actually taking data, LE-y trigger rate for the whole
orbit is shown in the second panel in Fig. 6.

o MIP calibration data acquisition (S-p, S-He):
In order to check the equipment gain and stability,
we collect non-interacting proton/helium events
selectively. MIP calibration data acquisition is
normally activated during two consecutive orbits
(three hours) per day in order to collect enough
statistics to monitor the gain and detector stability.

e Low-energy gamma-ray observation (LE-y):
Using the geomagnetic cutoff for charged particles,
low-energy gamma ray data is acquired efficiently.
Low-energy gamma-ray observation is activated in

the low-geomagnetic-latitude region when the geo-
magnetic latitude is below 20°, except for the SAA.
Since it is possible to measure trigger rate without

e Ultra-heavy nuclei observation (UH):

A dedicated trigger mode to acquire ultra-heavy
nuclei penetrating the CHD and the upper four lay-



Latitude [deg]

I |
300 350
Longitude [deg]

Latitude [deg]

C L L I |
0 50 100 150 200 250 300 350

Longitude [deg]

Latitude [deg]

NN

C | | | 1
0 50 100 150 200 250 300 350
Longitude [deg]

[Hz] o

Latitude [deg]

L Il 1
200 250 300 350
Longitude [deg]
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is below 100 Hz, because of the requirements of LD hits in the upper
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is clear.

ers of the IMC is implemented. While the main
target of the trigger mode is nuclei of Z>26, the
trigger threshold is loose enough to trigger Z>12
nuclei. The ultra-heavy observation is almost al-
ways active because of the low trigger rate.

o Pedestal data acquisition:
Pedestal data are periodically acquired at a rate of
100 events every 23 minutes.

Since the UH trigger setting requires implementation as
the LE trigger, LE-e and LE-y observations use Single
trigger in the actual observation. As a result, it is not
possible to combine LE-e, LE-y, S-p and S-He obser-
vations at the same time.

The command file also includes CGBM control com-
mands to protect the detector from high radiation at
high geomagnetic latitude and in the SAA. The execu-
tion time of the commands in the file take into account
the ISS position and the Acquisition and Loss of Signal
(AOS/LOS). The command schedule is created making
use of recently observed data and is renewed every day
semi-automatically in WCOC.

5.2. Statistics of Accumulated Data

From the start of scientific observation, the accumu-
lated number of events through the end of August 2017
is 7.92x10%. Figure 7 shows the TASC energy de-
posit spectrum for the same period using all of the trig-
gered events. The first bump is due to low-energy trig-
gered events, while the second bump is caused by high-
energy triggered events and the tail at high energy re-
flects the power-law nature of the cosmic-ray spectrum.
The spectrum spans more than six orders of magnitude
in energy with highest energy past a PeV, and the low-
est energy below 1 GeV. This clearly demonstrates the
CALET capability to observe cosmic rays over a very
wide dynamic range.

_‘(g
& 151013-170831
g j: 7.92x10° Events
€ 100 -
2
10° -
10"% -"-_
103% _'-__
107 .,
10% +1111
| R IR RV RN, | ST
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TASC Energy Deposit Sum [GeV]

Figure 7: TASC energy deposit spectrum using all of the triggered
events through the end of August, 2017.



Figure 8 shows for the HE-trigger the accumulated
live time and number of events. Since October, 2015,
the observation time has increased smoothly without se-
rious trouble. Transmission of data from JAXA-GSE to
WCOC and processing of the data for scientific analysis
at WCOC have also proceeded smoothly. Furthermore,
in order to monitor the daily performance of the CALET
instrument, data quality check (DQC) plots are defined
and processed every day. They are stored at WCOC and
can be accessed through a website by the CALET sci-
ence team members who take the shift at WCOC.

While the UH trigger is almost always active because
of the low impact on the HE trigger, the live times of
LE triggers are limited. As of the end of August, 2017,
the total live time for the LE gamma-ray trigger is 8.42
x10° s, whereas that for the LE electron trigger is 7.74
x10° s. The rigidity cutoff distribution for the LE elec-
tron trigger is shown in the left-hand panel of Fig. 9.
Since the LE-e observation is performed in the high-
latitude region, we have a significant fraction of live
time in the rigidity cutoff <1 GV. This makes it possible
to measure the temporal variation of the 1-GeV electron
flux. The right-hand panel of Fig. 9 shows the effec-
tive exposure of the LE gamma-ray trigger at 3 GeV in
units of cm?s. Since the LE-y observation is limited to
low geomagnetic latitudes, exposure is not uniform in
galactic coordinates. Note that the exposure for the HE
trigger is much more uniform (not shown) because the
observation mode is always active.

6. Summary

CALET has been delivering science data with sta-
ble instrument performance since October, 2015. As
of August 31, 2017, the total observation time is 689
days with a live time fraction close to 84%. Nearly 450
million events have been collected with the high-energy
(E >10 GeV) trigger. In addition, a calibration data
trigger mode, such as recording pedestal and penetrat-
ing particle events, a low-energy electron (gamma-ray)
trigger mode operating at high (low) geomagnetic lati-
tude, and other dedicated trigger modes are scheduled
around the ISS orbit while maintaining the maximum
exposure to high-energy electrons, gamma-rays, and nu-
clei. The quality of the on-orbit data has been excellent
and it is expected that a five-year CALET observation
period will provide a wealth of new and interesting re-
sults [1, 19, 20, 22-24].
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