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Abstract

In the present work, we define a partial subdivision network I'S of a given network T', by
inserting a new vertex in some selected edges of I', so that each of these edges is replaced by two
new edges with conductances that fulfill the Kirchhoff series law on the new network. Then,
we obtain an expression for the Green kernel of the partial subdivision network in terms of the
Green kernel of the base network. For that, we show the relation between Poisson problems
on the partial subdivision network and Poisson problems on the base network. Moreover, we
also obtain the effective resistance and the Kirchhoff index of the partial subdivision network in
terms of the corresponding parameters on the base network. Finally, as an example, we carry
out the computations in the case of a star network in which we have subdivided the even edges.
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1 Introduction

The subdivision graph of a given graph is obtained by dividing each edge into two edges by inserting
one new node. This operation is sometimes called barycentric subdivision of the graph and is
important when studying homeomorphic graphs; see [12]. In the literature, we can find some works
studying parameters such as effective resistances, Kirchhoff Index, or spectra of subdivision graphs;
see [4,7,9,11, 13, 15]. In [8], balanced subdivision graph was studied in order to optimize the largest
eigenvalue of the adjacency matrix. The subdivision of graphs is also used to construct equiarboreal
graphs in [16]. The authors in [6], carried out the study of subdivision of networks. Specifically, we
obtained the expression of the group inverse of the Laplacian matrix of the subdivision network in
terms of the group inverse of the Laplacian matrix of the initial network.

In the present paper, we first introduce the concept of partial subdivision of a network, that
generalizes the usual subdivision network, in the sense that in the case of partial subdivision networks
we only subdivide some selected edges. Moreover, in this work we obtain the expressions for the
group inverse, the effective resistances and the Kirchhoff Index associated with singular Sherédinger
operators on the partial subdivided network as a function of the corresponding parameters in the
base network. Our approach consists in interpreting a network as an electric circuit, and hence
each selected edge has got assigned a positive number that corresponds with the conductance of
a wire connecting two nodes. In addition, we also consider a weight in the set of vertices, that
reflects the relevance of each node. When we perform the subdivision operation we interpret that



we introduce a rheostat in every subdivided edge, that is a device that may change the resistance
without opening the circuit in which it is connected. Thus, we decompose each subdivided edge in
two new edges taking into account electrical compatibility of the circuit, specifically, the series sum
rule for resistances. As a consequence, we would get that after the subdivision process, the effective
resistance between any pair of old vertices should remain unchanged except for a normalization
factor.

The results obtained here include the ones obtained in [6], that correspond to the case of
constant weight on the vertex set and when all the edges have been subdivided.

In the whole work, a network is the triplet I' = (V, E, ¢) where (V, E) stands for a finite and
connected graph, without loops nor multiple edges; and ¢: V x V. — [0,400) is a symmetric
function called conductance satisfying c(x,y) > 0 iff x ~ y which means that {z,y} € E. Let n be
the number of nodes and m the number of edges.

On the other hand, C(V) is the set of real functions on V. For any vertex z € V, ¢, € C(V) is
the Dirac function at x and k € C(V') defined as k(z) = > c¢(z,y), is the degree of x. The standard

ev
inner product in C(V') is denoted by (-,-); that is, if uy,v € C(V) then, (u,v) = > u(x)v(x). A
zeV
real-valued function w € C(V) is called weight if w(xz) > 0 for any = € V and in addition ||w|| = 1.
The sets of weights on V' is denoted by (V). Clearly the unique constant weight on V' assigns —

\/ﬁ?

The combinatorial Laplacian or simply the Laplacian of the network I' is the endomorphism
of C(V') that assigns to each u € C(V') the function

Lu)(z) =Y elz,y) (u(z) —uly)), zeV. (1)

yeVv

to any vertex of V.

Given ¢ € C(V), the Schridinger operator on I' with potential q is the endomorphism of C(V)
that assigns to each u € C(V) the function L4(u) = L(u) + qu, where qu € C(V) is defined as
(qu)(x) = q(x)u(x); see for instance [1, 3]. If w is a weight, then the potential q, = —wL ™ (w) is
called potential determined by w. The Doob transform consists in the identity

Ly, (u)(x) = L Z c(z, y)w(z)w(y) (U(I) — u(y)) ,xeV,uelC(V).

o) 2 W) wly)

It is well-known that any Schrédinger operator is self-adjoint and moreover it is positive semi—
definite iff there exist w € Q(V') and A > 0 such that ¢ = g, + A; see [1]. In addition, £, is singular
iff A =0, in which case (L, (v),v) =0 iff v = aw, a € R. In any case, A is the lowest eigenvalue of
L, and its associated eigenfunctions are multiple of w.

Throughout this work we will consider only positive semi—definite and singular Schrédinger
operator, L, . Then, the operator that assigns to each function f € C(V') the unique u € C(V') such
that Ly, (u) = f — (w, flw and (u,w) = 0 is called Green’s operator. The Green operator is denoted
by %,.,, see [2]. Moreover, the function G, : V x V — R, defined as Gy, (z,y) = ¥, (¢y)(z), for
any z,y € V, is called Green’s function. Observe that ¢, (w) = 0, and moreover, ¢,  is self-adjoint
as a consequence of the Fredholm Alternative and %, is a symmetric function.

In 2], the authors introduced a generalization of the concept of effective resistance with respect



to a weight w € Q(V). Specifically, from the functional on C(V') defined as

J _ o |u®) —M — u), u
Beal) =2 20 = 20— e )0 2)

we defined the generalization of the effective resistance.

Definition 1.1. Given x,y € V, the effective resistance between x and y with respect to w, is the
value

Ry (z,y) = e {Jzy(w)}

When w is constant we omit the subindex w. Therefore, R is nothing else than a multiple of
the standard effective resistance of the network.

The following result can be found in [2] and allows us to express the effective resistances in
terms of the solution of a Poisson equation. In particular, these expressions will be useful to prove
the main properties of the effective resistances.

Proposition 1.2. If u € C(V) is a solution of the Poisson equation Lq,(u) = w™ (e, — &), then

Ry(2,y) = (L, (u),u) = ZE’? _ Z(Z;;

Therefore, R, is symmetric, non—negative and moreover R, (x,y) = 0 iff x = y. In addition,

Go(2,7) | Go(,y) _ 2Gq.(2.y)
w?(z) w?(y) w(x)w(y)

Notice that, if we label the vertices of I', both the Schrédinger operator and the Green operator
can be interpreted as singular matrices and hence, the Green kernel can be identified as the group
inverse of the matrix associated with the Schrédinger operator.

The Kirchhoff Index of a network I' with respect to a weight is defined as

ZR (z,y)w ZquIJJ (3)

z,yeV zeV

~—

Ry(z,y) =

and gives a measure of the global connectivity of the network. The Kirchhoff index is a descriptor
of the structure of the network and exhibits many interesting interpretations, see [10, 14].

2 The Poisson Problem on Partial Subdivision Networks

Our objective in this section is to relate the solution of any Poisson problem on the partial subdi-
vision network with the solution of an appropriate Poisson problem on the base network. In that
way, we can obtain the solution of problems that have more variables in terms of problems of small
size. In particular, we can obtain the group inverse of a big matrix in terms of the group inverse of
a matrix with smaller size.

A partial subdivision network I = (V, E® ¢%) of a given network I' = (V, E, ¢), is obtained
by inserting a new vertex in some edges of I', we denote the set of subdivided edges by E’, so that



each edge {z,y} € E’ is replaced by two new edges, say {z, vy} and {y, vz} where vy, is the new
inserted vertex. We denote by V' the new vertex set assuming that, vyy = vy,. Thus, VS =vuv,
the order of the subdivision network is n + |E’|, whereas the size is m + |E’|. When, E’ = E, the
partial subdivision network is nothing else but the so—called subdivision network; see [6]. Given
x € V we denote by S(z) the set of adjacent vertices to x such that {z,y} € F’. Givenw : V — RT

Figure 1: A partial subdivision network

a weight; that is, w(z) > 0 and ). w?(x) = 1 in the base network, we now define an extension
eV

of this weight function, w® : V.UV’ — R¥ in such a way that w®(x) = aw(z) when € V and

w’ (Vzy) = aw(vgy), where w(vyy) is absolutely arbitrary, except for positivity, for v, € V'’ and
9 1
a® = 5
14+ > w(vay)
zeV’

Moreover, according to the well-known rule that express the equivalent resistance of two
resistors connected in series and the expression for the Schrédinger operator, we define the conduc-
tance function ¢®: V' x V¥ — [0, +00) by choosing, for every edge in E’, {z,y}, non-null values
% (x,vy) and ¢ (y, vay) such that

1 1 1 1 1 1
= + (4)

w@w(y) c(z,y)  w@)w(vay) (2, vay) — W(Y)w(vay) (Y, Vay)’
S
(

whereas for every edge in E° \ E' we define ¢®(z,y) = c(z,y). The definition of ¢ cannot be
misunderstood as all the edges in £ have both kind of vertices, one in V and the other in V’. Hence,
by the sake of simplicity, it will be denoted as c. Moreover for each edge, there exist infinitely many
different choices of conductances fulfilling (4), so that different choices will lead to different partial
subdivision networks.

In the literature it has been studied the case of subdivision networks for the combinatorial
Laplacian when c(z,y) = c(z,v2y) = c(y,vsy) = 1, that not fulfills the electrical compatibility
condition (4), see (|7, 9, 13, 15]); and the case of arbitrary conductances when all the edges have
been divided, see [6].

Observe that I'Y is also a connected, finite, with no loops, nor multiple edges network.

If £9 denotes the combinatorial Laplacian of I'Y, then for any u € C(V¥) we have that

L)) = > clz,y) (@) —u@)+ Y @, vm) (u@) —u(vs)), forany zeV;
yeV\S(z) yes(x)
‘Cs(u)(vxy) = C(:L', Umy) (U(ny) - u($)) + c(y, ny) (U(ny) - u(y)) ) for any VUgy € |48



On the other hand, we consider the potential determined by w?®,

¢ = () L) = —wT L (W),

and hence
L2 (u)(vgy) = (vay, :zr)w(ﬂ;)(;;(vxy»y)w(y)u(vxy) — (Vay, T)u(@) — (Vay, Y)u(y), vay € V’
L) = —— Y el vay)(@)o(vny) | 2 H0m)
T(x) yeS(x) ’ ! (L«)J(w) ( w(va)]
VRN Cc\T w(\T )W ﬂ — % €T g
oI ISR L) ey

Therefore, for any vy, € V' and u € C(V¥) we have that

U(ny) Lg’ (u) (ny) + C(LE, Uwy)u(x) + C(y’ ny)u(y)

w(vsy) (25 vy ) () + (Y, vy ) (y)

Keeping in mind the compatibility equation (4) we can rewritte the expression for EqS, (u)(x) as

S(u)(z) = u)(z) — (@, Uy ) (V) S (u) (v
’CQ’( )( ) ‘CQw( )( ) yezs(:z) c(q:,vxy)w(x)+c(y,vxy)w(y)£q( )( :cy)‘ (5)

This expression suggests to call contraction of h € C(V?) the function of C(V'), h, defined as

h(z) =h(z)+ > o(@,y)h(vay),
y€S(z)

where
c(z, ny)w(vxy)

c(z, ny)w(x) + c(y, Ury)‘d(y) ‘

a(z,y) =
Observe that,
a(z,y)w(z) + oy, 2)w(y) = w(vgy)-
Moreover, we call extension of u € C(V) with respect to h € C(V*®), the function of C(V?), u”,
defined as
h(’ny)C(l',y)
C(I’, ny)C(y, Ua:y)

uM(z) = u(z), x €V

uP(vgy) = + a(z, y)u(z) + a(y, z)u(y), vgy € V’

Using these definitions we obtain from (5) that for any v € C(V') and z € V,
Ly, (u)(x) = Ly (u)(2).

q
This relation allows us to obtain the following result.

Theorem 2.1. Given h € C(V?) such that (h,w®) =0, then (h,w) = 0. Moreover, w € C(V®) is a
solution of the Poisson equation Ef, (@) =hin VS iffu= uyy 1s a solution of the Poisson equation
Ly, (u) = h in V. In this case, the identity @ = u” holds.



Proof. We only have to prove the first statement. For that we show that a (h,w) = <h,ws> as

Ysev h(@w(@) =) ha)w(@) + Y Y ale,y)h(vey)w()

eV z€V yeS(x)
1
- Zh(x)ws(x)+ Z h(vgy)w® (vey) |- O
zeV Vzy €V’

Next result shows how to obtain the unique solution of a Poisson problem on the partial

subdivision network I'® orthogonal to w?.

Corollary 2.2. Given h € C(V®), such that (h,w®) = 0, let h € C(V) be its contraction to V,
u € C(V) be the unique solution of Ly, (u) = h that satisfies (u,w) =0 and the constant

NI S0

(55, ny)c(y, Uy

c ) (h(vmy) + c(z, vzy)u(z) + c(y, ”ﬂty)u(y))
{z,y}eL’

Then, u* = ul + M\w? is the unique solution of ,C;?, (ut) = h that satisfies (u™,w”) = 0.
Proof. As two solutions differ on a constant, we have that u' = v + yw®, v € R. Then,

0= (ut,w®) = W w)+y=0a Z u(z)w(x) + Z U (V)0 (V2y) +
zeV vy EV/

= Z (];(ny;C z,y) wS(ny)+ Z (a(%y)u(;p)+a(y’$)u(y))w5(vxy)_1_7
h
T, Vay)

y Uzy)C yyvxy) (eyleE

(

{z,y}eE’ ¢ ( E ) ( ) ( )

— c\z,y WS (v el oS (0 wle uly

= Z ( y Uzy c(y,vzy) ( my) + Z ( 7:'-/) ( gcy) < + )) t,

c
{zy}eFE’

Uy
Vay
Um {zy}teE’ (Y, Vay) (T, Vay

because (u,w) = 0, and the result follows taking v = A. O
The preceding results allows us to obtain the expression for the Green kernel of a partial

subdivision network in terms of the Green kernel of the base network and some other parameters.
If we let

e(z, y)w® (vg
PSay= 3 A0 y) S 08,

5w W) y~5(x)

and

_ s s c(r, S)WS(UTS)Q
B=> Gu (s, () (s)+ >

o el )

we get, in the next result, the desired expression.

Proposition 2.3. Let T'° be the partial subdivision network of T, then for any x,z € V and



Uy, Uzt € V', the Green kernel of 'S is given by

G;]g/ (x,2) =Gy, (z,2) — Z {ws(z)qu (z,0) + ws(:c)qu(z,E) () + Bw® (z)w’ (2),
Lev

Gg’ (’ny, Z) = O‘(x’ y)qu (l’, Z) + O‘(?/? x)qu (ya Z)

=3 (WF@)ale 1) Ga (@, 0) + w5 (2)aly, 2) Gy, (3, 0) + w5 (02y) Gy (2.0)) 75 (6)
Lev

# (8 ot ) o (0),

.Z‘, Umy)c(ya Umy

G?’(vxyavzt) _ €2t (vay)c(z, y) +w5(’0zt) (Uajy) (5 B c(z,y) B c(z,t) >

C(xavccy)c(yava:y) C(x7vxy)c(ya ny) C(Z7Uzt)c(t77)zt)

— w5 (0) Y (al@,9)Ca (2.0 + aly,2) G (y.0) 75 (0)
eV

— Sy Y (a(z, 1)Gy, (2,6) + a(t, 2) Gy, (t,ﬁ))ws(ﬂ)

Lev
+ a(z,y) (a(z, )Gy, (x, 2) + alt, )G, (z, t))

+ oy, 2) (a(z,1)Go, (4, 2) + a(t, 2)Gq, (y,1)).

Proof. Suppose z € V, and let h, = ¢, — w”(2)w®. Then, for every z € V

h.(z) = ex(2) = (@)w(z) = D alz,y)o® (vy)w®(2)

" oS
ml) ) y;s%x) (@ 0y >w’< x>y+ s togio(y) (17 (0e)
=e.(z) — W ()’ Z ny)

) c(y, vxy)

=e:(2) — (W (2) +7°(x ))wS(Z)

c(@,y)w (vay)
y~S(x) C(y7 ny) .
Hence, from Theorem 2.1, the Poisson problem to solve is £ (u.) = h,, and, using the Green
kernel for I', we obtain

uz(z) = Gy, (e2)(x) = > Gy (2,075 (O)w® (2) ) =Y G2, )7 ()w?(2).

lev Lev

where 7% (x) =



Then, from Corollary 2.2

h(ny)c(x, y)
T, Vgy)C y,vas
3 Z e(ry, s)w” (vrs)

T, UTS)C(S, Urs)

G (Vay, 2) = 1 ) + a(z, y)u(z) + aly, z)u(y)

B (h(vrs) + c(r, vrs)u(r) + (s, vrs)u(s)) WS(Ua?y)
{r,s}eE’

WS (S (Dele,)
o, vay)e(y, Vay)

+a(2,9)G, (2, 2) + aly, 2)Go, (v, 2)

= (WS@ala. )G (0,0 + 05 (2)ay,2) G (5. 0) + @ (v2) G (.0 75 (0
eV

S (NS (0 or, 8)w(vrs) s
+ ( ) ( CCZ/) {T’ggE, C(T‘, U?‘s)c(savrs) ( 7’5)

+ W (2)w (vay) Y G, (r, )7 (O (r).
rleV

On the other hand,

c(r, 8)wS (vys)

S
(’r’ Urs)C(S, Urs) (h(vrs) + C(’I", Urs)u(’f') + C(S, Urs)U(S))w (x)

) =@~ Y -
{r,s}eE’
c(r, s)(,us(vrs)2

=Gy, (z,2) — Z Gy (@, )T (O)w® (2) + w¥ ()W (2) Z

2 ) )
- 2 ans) [qu (r,2) = 32 Ga, (1, f)ﬂs(f)ws(z)] W (vrs ) ()
{r,s}eE’ Lev
- 2 asr) [qu(s,z) - qu(s»ﬁ)ﬂs(ﬁ)ws(z)] W (vps ) ()
{r,s}eE’ eV

Gq,(z,0) Gy, (z,0)
= Gnlon2) — ) 3o [y + iy 1m0
+ ws(:c)ws(z) Z Gy, (S,T)’]TS(T)TFS(S)

r,seV

+ ¥ (z)w(2) Z el 8)> ors)”

Bt el o)




Suppose now v,; € V', and let h,,, = &,., — w” (v.¢)w®. Then, for every x € V

ﬁvzt (7) = €4, (7) — WS(Uzt)WS(x) + Z a(z,y) (5vzz(vmy) - ws(vzt)ws(vmy))

y€S(z)
=~ () (@) + Y al@,y) (0., (vay) — 0 (020)0" (v2y))
y€S(x)
:_WS(Uzt)wS(x)“‘ Z a(l‘v@/)gvzt(vzy)_ws(vzt) Z oz(:r,y)ws(vxy)
yeS(z) yeS(z)

= —ws(vzt)ws(x) + a(z, t)e.(z) + alt, 2)e(xz) — w(vzt)ﬂs(x)

= —w¥(va) (W (2) + 7(2)) + a2, t)es(2) + alt, 2)er().

Hence, the Poisson problem to solve is Ly, (uy,,) = h,,_,, and, using Green’s kernel for I, we obtain

Uyt ?

Uy, () = —ws(vzt) e;/ Gy, (z,0) (w(ﬁ) + WS(E)) + a(z,t)Gy, (z, 2) + alt, 2)Gg, (1)

= —w(vy) 3 Gy, (z, )75 (0) 4 oz, t)Gq., (z,2) + a(t, 2)Gy, (x,t).
eV
Then, the result follows by applying again Corollary 2.2. 0
If we consider E/ = E; that is, the case of subdivision networks, the above result coincides
except for a constant with [6, Proposition 3.1]. The scalar is due to the fact that in the mentioned
work, we were considering no weights in the vertex set; i.e., w(x) = 1 for any € V' and hence the
normalization factor appears.

3 Resistance distances

In this section we aim at obtaining the expression for the effective resistances on a partial subdivision
network of a given network I'. The expression will follow by taking into account the expression for
the effective resistances in terms of Green’s function as stated in Proposition 1.2. Again, the results
coincide except for a constant with [6, Proposition 4.1].

Proposition 3.1. Let I'S be a partial subdivision network of T', then for any x,z € V and Vgy, Uzt €
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V', the Effective resistances of I'S are given by

1
RES(QZ', Z) = ?Rw(l"y))

S (Va, o(z,?)
R (vat,w) = (z vz)c(t, vzt)w(vzt)
alz a(t, z)Ru(z,t) ot z)a(z,t)Ru(z:1)
2w (v2t) < t w(z w(vst) ) ’
c(x c(z,t)

Rf:s (ny7 V) =

a?e(x, vgy)c (?/ ny) w(vzy)?  a?e(z,vat)e(t, var)w(vst)?

1

m [a(x, y)a(z, t)w(r)w(z)Ry(z, 2) + oz, y)a(t, 2)w(z)w(t) Ry, (z,t)

+ aly, 2)a(z D(y)w(=) Ry, 2) + aly,2)alt, 2)w(y)w(t) Ru(y,1)|

- a(x,m;(i,(zx):)(?x)w(y) Roe.y) - a(z,t>;2<3(23<;>w<t> Ro(2,1), for any vay # var.

Proof. Suppose that z,z € V, then

S S S
Gy(z,z)  G(z 2) Gy (z,2)

Se(z,2) = N
RwS( ) Z) [ws(x)]Q + [wS(Z)]2 QwS(x)ws(Z)
1
T WS (@)]2 (qu - 2u* Zqu (=, &) )
Lev
1
+ G " — 2w G w\Y,
e (G W2 Gult ")

Moreover, if z € V and v,; € V', then

GS/ (CC, l') GS/ (Uzh vzt) GS/ (CC, UZt)
S T,0.) = q q _ 4q ,
By @ 0:0) = LS ¥ e~ SeS@eS ()



where from Proposition 2.3

GS (z,2) G (,
(:jS(x)Q = SS( ZG(LJ £, é +67
EGV
Gqsf (Vzt, Vat) _ c(z,t) 5 c(z,t)
w (V) ez va)e(t va)wS (v)? ez, va)c(t, vat)

- wsf> S (a2, )G (2,0 + alt 2)Ga (t,0) ) 75(0)

Lev
N a(z,t)?Gy, (2, 2) + 2a(z, tzu()g(t;Z))qu(z’ t) + a(t, 2)2Gq, (t, 1) L5
G?f (Vat, ) _ a(z,t) G, (2,2) + a(t, 2)Gq, (L, z) c(z,t) L5
w9 (v )wd () w9 (V)W () c(z,v.t)c(t, vzt)
o E) Oc(t, Z)qu(t7£) GQw('%E) 7TS
ZEZV( wS vt + w9 (vt) * w9 () ) (£)-
Summing up
c(z,t Gy, (v, alz,t 2qu Z,2 alt, z 2qu tt
Rl (@, vz) = c(z,vzt)c(t(, vzt))ws(vzt)Q + ws((x)Q) ( wé(vzt)(z >+ ( w;(vztﬂ( :
N 2a(z, t)a(t, 2)Gg, (2,t) Qa(z,t)qu(z,x) + a(t, )Gy, (t, x)
WS (vy)2 w9 (v )wd ()
_ c(z,t)
c(z,vz)c(t, vag)wS (V)2

11

Gy, (x,z) (a(z,t)w(z) ot z)w(t)
M (o o Y
Gg,(2:2) (alzt)w(z)  alt,z)a(z w(z)w(t)
+ w9 (2)? < w(vzt) w(vz)? >
Go(t,1) (aft, 2)w(t)  alt, z)o(z w(z)w(t)
+ w9 ()2 < w(vye) w(vzt)? )
2a(z, t)a(t, 2)w(z)w(t) Gg, (2, 1) B 2a(z tw(z) Gg,(z,2) B 2a(t, 2)w(t) Gg,(t, )
w5 (vz)? w(z)w(t) w3 (vat) w5 (@)w(2) w3 (vze) w(z)w(t)
B c(z,t)
c(z vzt)c(t,vzt)ws(vzt)Q

The last case, follows by performing similar calculations.
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Proposition 3.2. Let I'S be the partial subdivision network of T, then the Kirchhoff index of T is
given by

Sx
09 =kall) + 3 TGl = X alealn el Ra(e.o)

{z,y}eE’

+ Z c(z vmy)ycz(/) -5

v
{zy}eE )

Proof. It is enough to compute the trace of Green’s function.

Se(09) = 3 (G (w.2) — 25(2) 3 G (2, 075 (0) + o (2)?]

zeV Lev
Y) S (02 c(,y) -
+ {xgeE’ [c(m 'Uzy) (y, ny) ( xy) (2 C(ZC, ny)c(ya ny) B)

= 2(vy) 3 (@, )G (. 0) + aly, )G, (9,0 ) 75 (1)

lev

+ a(@,9)2Gy, (2,2) + 20(, y)aly, 2) Gy, (2,9) + aly, )Gy, (1, 1)|

C\T c\T va 2
D)+ B+ T oy [t A ()]

C(.CL‘, ny)c(yvvccy) C<xavxy)c(yvva:y)

=2 X G, (z,O)m5(x)m(L)
z eV

+ Y [ale )G (@ 2) + 20(@p)a(y, )G, (@,9) + aly, 2)*Go, (4:1)]
{z,y}eE’

7TS X
D4+ Y Cu@wn) ™S Y oz y)aly o)w(@)w(y) Rulz. )

zeV w ($) {z,y}eE’

Py )N .

(wyleE c(x Ua:y) (yavzy)

4 Example: Partial subdivision of a Star

Let us consider Sz, = (V, E, ¢), the Star network with vertex set V' = {xg, z1,...,x2,} and positive
conductances

c(xo, x25) = aj,  c(xo,T25-1) =
for j = 1,...n and c(z;, ;) = 0 otherwise. We define S5, = (V U V', ¢c%), the partial subdivision
network of Sy, where V' = {zg9;,[i =1,...,n} and

Cs(l‘ozi,xo) =cp; > 0, 63(1'021'73521') =cij0>0
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fori=1,...,n and ¢°(z;,2;) = c(x;,z;) otherwise. See, Fig. 2.

Ton Ton

T2

Ty

Figure 2: The Star network (left) and a partial subdivision (right)

Let w : V — RT be a weight on Sy, and we define an extension of this weight function
w¥: VUV’ - Rt as mentioned in the introduction. In order to simplify the notation, the weight
function S, will be denoted

wI(x;) =wj,  w(z02) = woai

forany 7 =0,...,2n, ¢=1,...,n. The compatibility condition (4) reads

Wo2i _ W2i , Wo

a; i Cio
Let tant weight for the Star network w(z;) ! f =0,...,2
et us assume constant wei or the Star network w(x;) = ———, for any i = 0,...,2n,
8 NG Y
and we assign a positive constant v to the weight of the new vertices. Thus,
ws(iﬂi) =W = S ) wS(iL“ozz') = Wwo2i = a7.
v2n+1
1
In this case, a® = Ton? Moreover, we assume equal conductance for each pair of new edges, this
ny
is, ¢jo = cp; for any i = 1,...,n. Then, according to expression (4), the following equality holds
a; a; 1
— = =-y/2n+1.

Coi  Cio 2
Moreover, the parameters are

a(zo, v2;) = _ Coiwoz % 57\/271—}— 1,

Cpiwo + Cjow2; Coi
n

2 n
Z Coi W o, Z a; Wo 24 n
7['8(.'1}'0) — 7 027 — (2 1 — 50{72 /2n+ 17

— Co;wo + Ciow2; — G0
i=1 i=1

Ws(x%) _ azcu(j()‘% _ 50&’}’2 on 1.
i

If we denote
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the expression for the Green function and the effective resistance of the Star network is, see [5]

1 1 1 1
G (w0, 20) = 2n + 1 @ e, m) = 2n + 1 <Q - c(xg, xp) - c(xo,a:k)>

1 1 L 2 !
G(zo, 1) = o+ 1 <Q - 0(1‘0795k)> ) Gk, xp) = om+ 1 <Q N c(:Uo,iL‘k)) + c(xo, 1)’

and

2n+1
(o, zy)’
where { # k and [,k =1,...,2n.

Moreover, under the previous assumptions, the expression for the Kirchhoff index is

R(l‘o,&?k) =

R(xg,xk):(Qn—i—l)( L )

c(xo,z¢)  c(xo,xk)

k(S25) = 2nQ.

In order to obtain the Green function for the partial subdivision network of the Star, we first
compute 5, that in this case is

B = G(xq, z0)m(20) + 2 i G(xg, xe;)m(x0)T(T2;)

i=1
n
CLUJ
+ Y Glwai, wo))m(was) (s J“Z (0, 2Zz 022ZZ ,0)
ij=1
1
= 20274 Q + n2a2’y4Q 42 + 0‘2'74 Z [Q_a_a']
1<g,i=1 ‘ ¢
PR 2n+1 a2y? 0i9;
+4a’y;[Q ai+ Zz 2021 )e(24,0)
2.4 M
1
—n2a2fy4Q—|—a i -,
2 — @

Proposition 4.1. The Green function for the partial subdivision network of the Star network S,



has the following expression according to the different vertices involved

4 n
s __“ 2,2 1
Gws(xl)axﬂ) T o+t 1 Q + oy fey Zaiz’
=1
1 1
G2 (w0, x2i) = G2 (20, 20) — fov e G (w0, 22i-1) = G5 (w0, %0) — foaa E

¢ 7

1 11
Gis (i, wa)) = G5 (w0, 00) + £y (w27) — — fov ( + > :

i a; a;
g S 1 1
G?s(m2i, 225-1) = G5 (20, 70) — fov — — foda—,
a; a]»
g g 1 1 1
Gws ($2i717$2j71) = Gws (w0, z0) + Exy; (902]') - foaa (7 + 7),
a; a;  a;
1
G%s (0, m02:) = 7V2n + 1 (Gfs (20, 0) — fsub ;>,

(1

1 1
G (w2i-1,202;) =7V2n + 1 (Gfs (20, 20) — foda P fsub ;)7
[ J

1 1 1 1
G5 (w25, 2025) = 7V2n + 1 (Gis (z0,T0) + €2 (w25) — — fov ol fsub ;>7

a; i J

1 1 1 1
G5 (z02i,T025) =7 (2n + 1) (Gis (w0, 0) + 5w (z25) — — foup (— + *)>7
aj 073 aj
where
o? 2+ a?y? 1+ (n+1)a?y?
ded = a_ ., 1 ev = 374 1N a’nd fSub =
2n+1 22n+1) 2(2n+1)

Proof. We compute only some cases by using the results given in Proposition 2.3.

G (0, 0) = G(x0,20) — 2 3 woG(o, 22:)75(€) + Buwi

(ev
at o’y (24 a4?) . 1
- g+ 2L )y L
2n+1 2(2n+1) a;

i=1



Gis (CL'(), in) = G(.Z'(), xgi) — Z [ws<$2i)G($0, .’L‘Qj) + wS(CC())G(.%'Qi, .%'2]‘) TI'S(HZQJ')
j=1
— w3 (22;) G0, 20) T (20) — w (20)G (22, 20) 7 (20) + Bw® (20)w® (x2;)

1 1 nay? 1
(Q ) - ﬁ@@ -=)

T+l Y @ (2n+1) a;
a’~? zn: <Q 1 ) a’? zn:(Q 1 1 ) a’~y? 1
2(2n + 1) = a; 2(2n + 1) = a; a; 2 a4

2

N 5 9 4 Q N 042"}/4 n 1 a
n-o —
7 2 Zi:l a | 2n+1

ot Q 1 na?y?  a?y?\ 1 N ?y2 2+ a?y?) K 1
S 2n+1 2n+1  2n+1 2 ) a 2n + 1 =
_at Q 2+ a?q? 1 ?y2(2 + a?y?) zn: 1
C2n+41 2(2n + 1) a; 2(2n + 1) = aj’

The expression for the Green function for positions involving new vertices are

G%s(z0, mo2i) =

oy o 2t (tDay?) 1?24 ey 3o
CV2n+1 2v2n + 1 a; 2v2n + 1 < a;

For i # 7,

16



GS

5(96'2@‘, $02j)

V21 + 1(G(zo, m2i) + G (225, 22;))

~/~ l\')\)—t

2

n

2

Ed

=1

2.4 M 2 2
2 4.4 a’y 1 y*(@2n+1) 1 ay
+ n-oay Q“F?Zafk— -

4 V2n 41

1
il (G(:Eo, x0) + G(x25, xo)) + ayG(xza;, m0)> 5110/72\/ 2n +1

« 1
(i(G(JCO, Tor) + G225, Tar)) + ayG (22, 1‘2;')) 50672\/ 2n+1

o'y Y24+0*y*) 1 A1+ (n+1)a*y?) 1 a®P (240
CV2n+1 220 +1 a; 220 + 1 a; 2v/2n + 1

When 7 = j we get a similar expression

'ym(G(aeg, x9;) + G (o, 952@))

Gis (z2i, T02i) =

\
/ DN | =
w5

3

£
Il

1

+ [ n®a*y a7 Y@t 1) oty
—a 4 v2n+1

v 0 fy(n—l) 1 ny3o? 0 3ny3a?

\/ IRV ES
n’y3oz2 (n+1)y3a? 1

1
B \/2n+1 \/ kza 42n+1 a;

1
(G(wo, z0) + G(22i, 0)) + ayG(z2, l‘o)) §”CW2V 2n +1

lo% 1
(77 (G(z0, ma) + G2, 22)) + G224, $2k)> 50672\/ 2n+1

420 1 a

n
1 ?@2n+1) 1 a’?y
+ - =~ 7 -
e kz ar 1 ) Van+1
aty 0+ vyA4(n—-1)=2(n+ 2)a272) 1 N on’y3(2 + oz2'y?) Zn: 1
T Vol 4y/2n +1 a; 2V +1 o a;’

For positions that involve only new vertices, we get

17



s
G5

18

27420+ 1 1 1
G5 (z02i, 2025) = el ( + > + faty?
4 a;  aj

na2fy4(2n+ 1)
B E— (2G(z0, x0) + G(22, x0) + G(x24, x0))

>y (2n +1) &
_ f}/(4) (2G($0,.’L‘2k) + G(x2i7x2k) + G(x2j7$2k))

k=1
2(2n +1
- 7(4) (G (o, o) + G(z0, 225) + G(22i, 20) + G224, T25))
__an@+) (11 b+ O 7 —
— | ai+a] +n?a’y’Q+ —— Zak
2 4 1 1
_na4’y <4Q——> oyt <4Q _____ )
a; ar Gy 4y
n4+1) (1 1 1
i@+ 1) <+> v( Q__>
4 a; j 4 a; a;
i M%) (1 1Y a2+ s 1
=o'y Q 5 a Ta) " 2 ;ak
22n+1) 1 a*t2n+1) 1
(37021'733021‘):7( J Lot )74“80422
4 a; 2 a;

B na~y*(2n + 1)

oyt (2n +1)

4 (2G($0,$0) + QG(l‘Qi,ﬂZo))

n

(2G (w0, za1) + 2G (w24, w21))

4
k=1
2(2n +1
7(4) (G(x0,x0) + 2G(x0, x2i) + G(w24, T2i))
2 2.4 ahaf N 2.4
Y(2n+1) 1 a*v*(2n+1)1 6 a*y 1 na‘y 2
_ L - 19 - =
4 a; 2 +noz’y @+—- 2 ;a 4 @ a;
B o PP _Mi V(g L) 241
k=1 Ak @i 2 a; 4 Q; 4 a;
aa, P(2n—1-2(n+1)a*?) 1 2+oz7 "1
—ahtQ- ; wt 2
% k



19

The remaining cases will follow by performing similar computations. O
Finally, we obtain the Kirchhoff index for the partial subdivision of the Star.

Proposition 4.2. Let SQSn be the partial subdivision network of the star S, then the Kirchhoff
index of S5, is given by

2
Sa(95) =2+ a2 @+ 1 (2n~1-a22) 3 L.
i=1 "

Proof. Taking into account Proposition 3.2

k95 (55,) = k(S2n) + Z G(m,x)c:rs(a)) — Z a(z, y)a(y, 2)w’ (z)w’ (y)R(z, y)

zeV zyel

. Y)
+ -5
{:Jc,y;EE’ c(x ny) (ya”wy)

_2nQ+—Q+—Q 722 + 2 +1) Zal

7(2n+1)zi 7(2n+1) 1 20 oz’y Z*
4 : az+ 4 : i Q- a;
=1 =1 =1
1
=(2 2 2n —1— —. O
(e = n0201) @ =1 =% )

As expected, the Kirchhoff Index of the partial subdivided Star takes the minimum value for
~ approaching zero; this can be interpreted as no subdivision has been performed in the initial
network Sa,. Actually, k®5(S3,) attains a minimum for y = 0.
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