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We study the behavior of a generalized consensus dynamics on a temporal network of interactions, the activity-
driven network with attractiveness. In this temporal network model, agents are endowed with an intrinsic activity
a, ruling the rate at which they generate connections, and an intrinsic attractiveness b, modulating the rate at
which they receive connections. The consensus dynamics considered is a mixed voter and Moran dynamics. Each
agent, either in state 0 or 1, modifies his or her state when connecting with a peer. Thus, an active agent copies his
or her state from the peer (with probability p) or imposes his or her state to him or her (with the complementary
probability 1 − p). Applying a heterogeneous mean-field approach, we derive a differential equation for the
average density of voters with activity a and attractiveness b in state 1, which we use to evaluate the average
time to reach consensus and the exit probability, defined as the probability that a single agent with activity a and
attractiveness b eventually imposes his or her state to a pool of initially unanimous population in the opposite
state. We study a number of particular cases, finding an excellent agreement with numerical simulations of the
model. Interestingly, we observe a symmetry between voter and Moran dynamics in pure activity-driven networks
and their static integrated counterparts that exemplifies the strong differences that a time-varying network can
impose on dynamical processes.
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I. INTRODUCTION

A wide variety of complex physical systems are concerned
with the problem of an initially disordered configuration that
is able to achieve an ordered state by means of local pairwise
dynamical interactions. Examples of such systems range from
the formation of an opinion consensus in social systems [1–3]
to the loss of genetic diversity in evolutionary dynamics [4].
These situations, implying a competition between different al-
ternative states diffusing among the agents, have been modeled
with stochastic copying or invasion processes. In these models,
each individual is endowed with a state variable and copies
or imposes his or her state from or to neighboring sites until
one single state finally dominates the whole system. Among
those different frameworks, the voter model [5] was introduced
to schematically model the opinion spreading in human pop-
ulations and has become emblematic for its simplicity and
analytical tractability. In this model, the agents possess one
of two discrete opinions, and at each time step an individual is
chosen and adopts the opinion of a randomly chosen neighbor.
On the other hand, in the context of evolutionary dynamics,
the Moran process [6] considers a population of individuals
belonging to different species, that reproduce generating an
offspring that replaces a randomly chosen nearest neighbor.
The voter and Moran models differ thus in the direction in
which the state is transferred between pairs of interacting
agents.

Recently, it has been acknowledged that the topology in
which such ordering dynamics takes place in real systems is
often far from homogeneous, and better represented in terms of
a complex network [7,8], in which agents are characterized by a

number of neighbors (degree) k that is broadly distributed, with
a heterogeneous probability distribution P (k) (degree distribu-
tion) often schematically described by a power-law-like form
P (k) ∼ k−γ [9]. This observation has led to an intense research
activity in order to unveil the different properties of ordering
dynamics in heterogeneous topologies [7,10–15], yielding a
good understanding of the problem both at the numerical and
analytical levels.

These studies have mainly focused on the case of static
networks, in which nodes representing agents are connected by
a set of edges, standing for pairwise possible interactions, that
are fixed in time and never change. However, many networks,
and in particular social ones, are dynamic in nature, given by
a pattern of connections that evolves in time. Such temporal
networks [16,17] have been the subject of an intense research
activity, considering in particular their possible impact on
the behavior of dynamical processes running on top of them
[17–22]. Despite their relevance, however, consensus dynam-
ics have seldom been studied in detail in temporal topologies
[23–25].

Here we contribute to fill this gap by presenting a detailed
study of the voter and Moran processes on temporal networks,
focusing on a generalization of the recently introduced activity-
driven temporal network model [26]. In this model [27]
agents are assigned an activity parameter a that determines
their propensity to establish social interactions with other
individuals, and another variableb defining their attractiveness,
which in turn determines the probability that they are chosen
by an active agent to interact. We provide a full analysis of
basic ordering dynamics through a heterogeneous mean-field
approach that allows us to describe the dynamics of the process
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in the limit of a large system size, and in particular to compute
the average time to reach consensus starting from a random
configuration. Another quantity of interest when studying
consensus or invasion processes is the so-called exit probability
[28], defined as the probability that a single agent having a
discrepant opinion among an unanimous population manages
to spread his or her opinion to the whole population. In our
work this quantity plays a significant role as it highlights an
interesting symmetry between the voter model and the Moran
process when comparing the unfolding of these processes
either on static heterogeneous networks or on and the activity-
driven network. In particular, we show how, depending on
the type of dynamics, the effect of a node’s characteristics on
the dynamics can be similar or drastically different when the
dynamics runs on a temporal network or on the corresponding
static aggregated network.

The paper is organized as follows. In Sec. II we define
the variation of the voter model we consider, and the class
of activity-driven network with attractiveness we use as a
substrate for the dynamics. In Sec. III we provide a full de-
scription of the dynamics and in particular we exhibit analytical
expressions for the exit probability and the average consensus
time. In Sec. IV we give more insights for a few particular
forms of the joint distribution of the activity and attractiveness
η(a, b). Section V presents numerical simulations showing
agreement with our analytical expressions, which are further
studied in some asymptotic limit of the activity distribution in
Sec. VI. Finally, we conclude our work discussing our results
and exploring perspectives in Sec. VII.

II. CONSENSUS DYNAMICS IN GENERALIZED
ACTIVITY-DRIVEN NETWORKS

A. Activity-driven networks with attractiveness

We focus on the class of activity-driven temporal networks
[26,27,29], which are based in the key ingredient that the for-
mation of social interactions is driven by some innate activity
of individuals, which determines their tendency to establish
interactions and is empirically observed to be heterogeneously
distributed [26]. In this paradigmatic model, a fixed population
of N agents is considered, each endowed with an activity a,
representing the rate (probability per unit time) at which she or
he becomes active and draws edges (interactions) towards other
agents. In the original formulation of the model [26], the chosen
agents are selected uniformly at random among all peers. In
order to make the model more realistic, one can assign to each
agent a parameter b, called attractiveness, such that his or her
probability of being selected by an active peer is proportional
to b [27]. The activity a and attractiveness b are extracted at
random for each agent from a given joint distribution η(a, b).

B. Consensus dynamics

Coupling a dynamical process with a temporal network
always entails the problem of how to deal with the different
time scales inherent in the process and in the evolution of the
network. Here we consider the simplest case of a single time
scale, imposed by the network evolution. In this way, the state
of an agent can only change when she or he interacts with
another agent, and is constant in the latency times between

interactions. The consensus dynamics are thus defined as
follows:

(i) We start from an initial configuration of states si ∈
{0, 1}, assigned to each agent.

(ii) In an interval of time δt , an agent i, in state si , becomes
active with probability aiδt , and chooses as peer another agent
j (in state sj ) with probability bj∑

� b�
.

(iii) The states si and sj are updated according to the chosen
consensus dynamics.

(iv) Time is updated t → t + δt .
We consider three different variations of social dynamics,

based on the update dynamics of the state variables. Assuming
that, at given time t , agent i becomes active, and chooses
agent j to start an interaction, we consider the three different
updates:

(i) voter dynamics: si := sj (i.e., i adopts j ’s state);
(ii) Moran dynamics: sj := si ;
(iii) mixed dynamics: with probability p, si := sj ; with the

complementary probability 1 − p, sj := si .
In what follows, we consider the mixed update rule, as the

voter model and the Moran process are particular cases of the
latter obtained by setting p = 1 or p = 0, respectively.

III. HETEROGENEOUS MEAN-FIELD ANALYSIS

When agent activation is ruled by a Poisson process, it is
possible to tackle the behavior of voterlike dynamics by extend-
ing the heterogeneous mean-field [7,30] approach developed
in Refs. [10,31] to study voter dynamics on static networks.
This method is based in a coarse graining of the network,
considering that the state of an agent with activity a and
attractiveness b depends exclusively on those two quantities.
In this way, one considers a fundamental description in terms
of the fraction ρa,b(t ) of agents with activity strength a and
attractiveness b in the state 1 at time t ; in other words, ρa,b(t )
is the probability that a randomly chosen agent with activity a

and attractiveness b is in state 1 at time t . The corresponding
fraction of agents in state 0 is given by the complementary
probability 1 − ρa,b(t ). The total fraction of agents in state 1,
ρ(t ), is given by

ρ(t ) =
∑
a,b

η(a, b)ρa,b(t ). (1)

To alleviate notation, we denote the pair (a, b) by the symbol
h, writing thus ρa,b(t ) ≡ ρh(t ).

The relevant functions defining the dynamics are the tran-
sition probabilities Rh and Lh for, respectively, increasing and
decreasing the number of voters in state 1, among the pool of
agents with activity strength a and attractiveness b, in a time
interval δt . From these transition probabilities, a differential
equation ruling the evolution of ρh(t ) can be derived, as
well as information about the exit probability and the average
ordering time. In the dynamical rules described in the previous
section, agents activate independently so that a priori multiple
activations are possible during a single time step. However,
the use of the transition probabilities Rh and Lh relies on the
implicit hypothesis that only one flip attempt may occur during
a single time step, thus in order to ensure the validity of our
analysis, we impose that 〈a〉Nδt � 1 so that the probability
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of counting more than one activation during δt is almost zero.
This is of course always possible as the time step δt is arbitrary.
Let us now derive the time-evolution equation of the fraction
ρh(t ) of agents with activity strength a and attractiveness b in
state 1 at time t .

A. Evolution equation

In a single time step, the number of agents with activity
strength a and attractiveness b in state 1 may either increase
by one unit with probability Rh, decrease by one unit with
probability Lh, or stay unchanged with probability 1 − Rh −
Lh. Thus on average the variation δρh reads

δρh = (+1) × Rh

Nh

+ (−1) × Lh

Nh

+ 0 × 1 − Rh − Lh

Nh

,

(2)

where Nh is the number of agents in the state (a, b). In the
continuous time limit (for δt � 1) we may write

∂ρh(t )

∂t
= Rh − Lh

Nh δt
. (3)

We consider the mixed process in which every agent, when
activated, might either copy the state of his or her peer with
probability p, or impose his or her own state to him with
probability 1 − p. The transition probabilities are thus given
by

Rh = p RV
h + (1 − p)RM

h (4)

Lh = p LV
h + (1 − p)LV

h , (5)

where the rates LX
h and RX

h refer to the voter (X = V ) and
Moran (X = M) dynamics, respectively.

In the case of the voter dynamics, these transition probabil-
ities take the form

RV
h = Nh a δt (1 − ρh)

〈b ρh〉
〈b〉 , (6)

LV
h = Nh a δt ρh

(
1 − 〈b ρh〉

〈b〉
)

. (7)

The origin of these expressions is easy to see. For example,
in Eq. (6), the probability that the number of agents in state
1, activity a and attractiveness b increases by one unit is
proportional to the number of agents in this class in state
0, Nh[1 − ρh(t )], times the probability that any one of them
becomes active in a time interval δt (aδt), times the probability
that an active agent generates a link to an agent in state 1, thus
copying the state of this last agent. The latter is the sum over
all the agents i of the probability that i is chosen and is in state
1, i.e.,

∑
i

bi

〈b〉N si = 〈b ρh〉
〈b〉 The transition probability LV

h can be
obtained by an analogous reasoning.

In the case of the Moran process, instead, the probability
that in a time step the state of node i is flipped from 1 to 0 is

Pi (1 → 0)=
∑

j

si bi (1 − sj )

〈b〉(N − 1)
aj δt = si

bi

〈b〉δt (〈a〉 − 〈aρh〉).

(8)

Indeed, the probability that the agent i is flipped from 1 to 0
while interacting with j is equal to the probability aj δt (1 − sj )
that j becomes active and is in state 0, times the probability

si bi

〈b〉(N−1) that i is chosen among all the other agents and is in
state 1. We then sum over all the agents j to obtain the total
probability. Then, summing over all nodes i with activity a and
attractiveness b we get

LM
h = Nh δt ρh (〈a〉 − 〈a ρh〉)

b

〈b〉 . (9)

We obtain in a similar fashion

RM
h = Nh δt 〈a ρh〉 (1 − ρh)

b

〈b〉 . (10)

From these two particular cases we deduce the time-evolution
equation of the fraction of nodes with activity a and attrac-
tiveness b in state 1 in the general mixed case, which is given
by

∂ρh(t )

∂t
= pa

( 〈b ρh〉
〈b〉 − ρh

)
+(1 − p)〈a〉 b

〈b〉
( 〈a ρh〉

〈a〉 −ρh

)
.

(11)

B. Conservation law

In the case of the voter model on a complete static graph,
the total fraction ρ of voters in state 1 is conserved by the
dynamics. In our model, it is clear from the previous equation
that this in not in general true. Nevertheless, we may look for
a conserved quantity of the form

� =
∑

h

λh ρh, (12)

where the weights λh are normalized as
∑

h λh = 1. Using
Eq. (11), we can check that the condition ∂�/∂t = 0 is fulfilled
if the functions λh satisfy the self-consistent equation

λh = η(h)
p b

[ ∑
h′ a′λh′

] + (1 − p) a
[ ∑

h′ b′λh′
]

pa〈b〉 + (1 − p)〈a〉b , (13)

where
∑

h aλh and
∑

h bλh are determined by the normaliza-
tion of the weights λh (see details in Appendix):

∑
h

aλh = 1

Qp

〈
a2

�h,p

〉
, (14)

∑
h

bλh = 〈a〉
Qp 〈b〉

〈
b2

�h,p

〉
, (15)

where we have defined

�h,p = pa〈b〉 + (1 − p)〈a〉b (16)

and

Qp =p

〈
a2

�h,p

〉〈
b

�h,p

〉
+ (1− p)

〈a〉
〈b〉

〈
b2

�h,p

〉〈
a

�h,p

〉
. (17)

Notice that this last quantity depends only on p.

C. Exit probability

As in the case of the standard voter model [32], the presence
of a conservation law allows us to estimate directly the exit
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probability E for a single agent with state 1 in a population of
agents with state 0, i.e., the probability that all agents finally
adopt the state 1. Indeed, the final state with all voters in state
1, corresponding to � = 1, takes place with probability E (by
definition), while the final state with all voters in state 0, with
� = 0, happens with probability 1 − E. The conservation of
� implies that �(t = 0) = E × 1 + (1 − E) × 0, from where
we immediately obtain

E =
∑

h

λh ρh(0), (18)

which depends exclusively on the initial state in which the
system is prepared. For the particular initial conditions con-
sisting of a single voter with variables h = (a, b), i.e., activity
a and attractiveness b, in state 1 in a background of voters in
state 0, we have that ρh′ (0) = δh′,h N−1

h , which leads to an exit
probability

Ea,b = λ(a, b)

Nη(a, b)
, (19)

which, using Eq. (13) can be more explicitly expressed as

Ea,b = 1

NQp

pb
〈

a2

�h,p

〉 + (1 − p)a 〈a〉
〈b〉

〈
b2

�h,p

〉
pa〈b〉 + (1 − p)b〈a〉 . (20)

Interestingly, this exit probability is a function of the ratio a
b

only.

D. Average consensus time

In order to compute the consensus time we can follow
[10,31] and apply a one-step calculation to write down the
recursion relation for the time T [{ρh}] to reach consensus
starting from a configuration {ρh}:

T [{ρh}] = δt +
(

1 −
∑

h

(Rh + Lh)

)
T [{ρh}]

+
∑

h

(RhT [{ρh′, ρh + 1/Nh}]

+LhT [{ρh′, ρh − 1/Nh}]), (21)

where the notation {ρh′ , ρh ± 1/Nh} denotes a modification of
the configuration {ρh} by the flip of one agent of variables h

(either from state 0 to the state 1, for the +case, or vice versa
for the − case).

This equation essentially amounts to consider that the con-
sensus time for a given configuration is equal to the consensus
time at the configuration obtained after a transition taking
place in a time δt , weighted by the corresponding transition
probabilities, plus δt . Expanding Eq. (21) at second order in
1/Nh we obtain the backward Kolmogorov equation [33]

∑
h

vh

∂T

∂ρh

+
∑

h

Dh

∂2T

∂ρ2
h

= −1, (22)

where

vh = pa

( 〈b ρh〉
〈b〉 − ρh

)
+ (1 − p)〈a〉 b

〈b〉
( 〈a ρh〉

〈a〉 − ρh

)
(23)

and

Dh = pa

2Nh

( 〈b ρh〉
〈b〉 + ρh − 2

〈b ρh〉
〈b〉 ρh

)

+ (1 − p)〈a〉b
2〈b〉Nh

( 〈a ρh〉
〈a〉 + ρh − 2

〈a ρh〉
〈a〉 ρh

)
(24)

are the drift and diffusion coefficients, respectively [33]. After a
transient time depending on the distribution η(a, b), the system
reaches a steady state where ρh = �, ∀h. Then we may drop
the drift term in Eq. (22), and, considering Eq. (12), change
variable from ρh to � [10,31]

∂T

∂ρh

= λh

∂T

∂�
. (25)

Substituting into Eq. (22) and simplifying (see details in the
Appendix), we finally obtain

�(1 − �)
∂2T

∂�2
= −N〈b〉(∑

h aλh

)(∑
h bλh

) . (26)

This last equation can be directly integrated, yielding the
consensus time

T = τ
N

〈a〉
(

(1 − �) ln
1

1 − �
+ � ln

1

�

)
, (27)

where we defined the characteristic adimensional consensus
time

τ = 〈a〉〈b〉(∑
h aλh

)( ∑
h bλh

) . (28)

The model is then entirely solved in terms of the previous
expressions for the consensus time and the exit probability.
These expressions are, however, quite intricate and it is quite
insightful to study particular cases of interest, for given forms
of the distribution of the activity and attractiveness η(a, b) and
particular values of the mixing probability p. We present this
analysis in the following section.

IV. PARTICULAR CASES

A. p = 1/2

From the definition of �h,p in Eq. (16), one obtains, by
multiplying this equation, respectively, by a/�h,p and b/�h,p

and averaging,

〈b〉 = p

〈
ab

�h,p

〉
〈b〉 + (1 − p)

〈
b2

�h,p

〉
〈a〉, (29)

〈a〉 = p

〈
a2

�h,p

〉
〈b〉 + (1 − p)

〈
ab

�h,p

〉
〈a〉. (30)

Thus for p = 1/2, one obtains, eliminating 〈ab/�h,p〉 between
these two equations,

〈a〉
〈b〉

〈
b2

�h,p

〉
= 〈b〉

〈a〉
〈

a2

�h,p

〉
, (31)

and Eq. (17) becomes

Q1/2 = 1

2

〈
b2

�h,p

〉 〈a〉
〈b〉

(〈
a

�h,p

〉
+

〈
b

�h,p

〉 〈a〉
〈b〉

)

=
〈

b2

�h,p

〉 〈a〉
〈b〉2 = 〈1〉

〈a〉
〈

a2

�h,p

〉
. (32)
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From here, it follows that
∑

h a λh = 〈a〉 and
∑

h b λh = 〈b〉,
which finally implies that λh = ηh and τ = 1.

In this case, the dynamics becomes identical to the standard
link update dynamics of the voter model [34], and it is totally
independent on a and b (in terms of the number of flip attempts)
because the probability that the total number of voters in state
1 is increased during an update attempt is exactly compensated
by the probability that this same number is decreased.

B. Pure voter model

The voter model, corresponding to p = 1, leads in Eq. (13)
to

λ(a, b) = η(a, b)
b a−1

〈b a−1〉 . (33)

We also obtain �h,p = a〈b〉 and Q1 = 〈a〉〈ba−1〉/〈b〉2, lead-
ing for the consensus time in Eq. (28) to the simple form:

τ = 〈a〉 〈b a−1〉2

〈b2a−1〉 . (34)

The exit probability is also straightforward to derive from
Eq. (19):

Ea,b = b a−1

N〈b a−1〉 . (35)

C. Moran process

The Moran process corresponds to p = 0, then Eq. (13)
reduces to

λ(a, b) = η(a, b)
a b−1

〈a b−1〉 , (36)

leading, with �h,p = b〈a〉 and Q0 = 〈ab−1〉/〈a〉, from
Eq. (28) to

τ = 〈b〉 〈a b−1〉2

〈a2b−1〉 . (37)

The exit probability reads in this case

Ea,b = a b−1

N〈a b−1〉 . (38)

It is noteworthy that the results for the Moran process are ob-
tained from the ones of the voter model by simply exchanging
a and b. In fact, we see from Eq. (13) that the dynamics of the
mixed process is the same as the dynamics of the symmetrical
process (i.e., with p ← 1 − p) upon exchanging a and b. This
is intuitively clear if we examine the process from a stochastic
point of view: at each update attempt, the node i is chosen at
random with probability ai

〈a〉 and the node j with probability bj

〈b〉 .
Besides, changing p into 1 − p is equivalent to reversing the
roles of i and j , which has no effect if a and b are exchanged.
This is, however, valid only when the time is counted as the
number of update attempts, the physical time being multiplied
by 〈a〉

〈b〉 when swapping a and b.

D. Pure activity-driven networks

The original activity driven network model [26] does not
consider a heterogeneous attractiveness, and this corresponds
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FIG. 1. Characteristic consensus time τ for the dynamics on a
pure activity-driven network, i.e., fixed attractivity b = b0, and a
distribution of activities F (a) given by Eq. (41), as a function of
p and of the exponent γ of the distribution F . ε = 10−3.

to a joint distribution η(a, b) = F (a)δb,b0 , where F (a) is the
activity distribution and b = b0, constant. In this case we
have Qp = 〈a〉

b0
〈 [pa + (1 − p)〈a〉]−1〉, and the characteristic

consensus time reads

τ = 〈a〉2〈 [pa + (1 − p)〈a〉]−1〉
〈a2 [pa + (1 − p)〈a〉]−1〉 , (39)

while the exit probability is given by

Ea = 1

N

p
〈a〉
τ

+ (1 − p)a

pa + (1 − p)〈a〉 . (40)

In order to study the behavior of the consensus time, in
Fig. 1 we plot the analytical evaluation of τ , Eq. (39), for
a normalized activity distribution with a power-law form, as
empirically observed in Ref. [26],

F (a) = 1 − γ

1 − ε1−γ
a−γ , a ∈ [ε, 1]. (41)

where ε is the minimum activity in the system, imposed in
order to avoid divergences in the normalization and moments
of F (a). From Fig. 1 we see that the consensus time has a
minimum around γ = 2 for the Moran process (p = 0) and a
maximum around γ = 1 for the voter model (p = 1). Note
that by virtue of the symmetry property discussed above,
the dynamics of the pure attractiveness model (setting ai =
a0,∀i), taking the same distribution F for b and imposing
a0 = b0, is the same upon exchanging p by 1 − p. In particular,
the consensus time is obtained by reversing the p axis in Fig. 1.

E. Independent activity and attractiveness

In the case where a and b are drawn independently from the
same distribution F , we have η(a, b) = F (a)F (b). In Fig. 2
we plot the characteristic consensus time τ as a function of
p and γ for F given by Eq. (41). For this particular form of
the distribution η(a, b) [and in general for any symmetric joint
distribution such thatη(a, b) = η(b, a)], the dynamics remains
the same when changing p into 1 − p because exchanging
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FIG. 2. Characteristic consensus time τ as a function of γ and
p in the case η(a, b) = F (a)F (b), with F given by Eq. (41) and
ε = 10−3.

a and b has no effect. This is clearly observed in Fig. 2.
Additionally, we see that both the voter model and the Moran
process have a minimum consensus time for γ � 2.25 and a
maximum consensus time for γ = 0.75, respectively.

F. Strongly correlated activity and attractiveness

As we previously mentioned, the weight function λh is
the product of ηh and a function of the ratio a

b
. This fact

straightforwardly implies that, in the maximally correlated
case η(a, b) = F (a)δa,b, where a = b for every agent, the
dynamics is the same as in a fully connected static network, i.e.,
the average density ρ = 〈ρh〉 of voters in state 1 is conserved,
the reduced consensus time τ is equal to 1, and the exit
probability is homogeneous and equals 1/N .

G. Discussion

The results obtained above relate the average consensus
time and the exit probability with the moments of the joint
distribution η(a, b) and the value of the activity a and the
attractiveness b of the initial invading voter. Remarkably, when
we compare these results with the ones obtained in the case of
static networks with a given degree distribution P (k) [10,31]
we observe interesting symmetries between voter and Moran
dynamics.

This symmetry is of particular interest when we consider the
pure activity-driven network (setting b = 1). Let us consider,
for instance, the invasion exit probability, Eqs. (35) and (38).
In the case of the voter model, this exit probability is inversely
proportional to the activity of the node with initial state 1
(Evoter

a ∝ 1/a), while for the Moran process, it is proportional
to the activity (EMoran

a ∝ a). This can be understood by the fact
that an active node will often change state in the voter model,
by contacting other nodes, while in the Moran process it will
often spread his or her state towards the other nodes contacted.

These results have to be compared with the result for the
voter and Moran processes in static networks, in which the exit
probability for a single node of degree k with state 1 is Evoter

k ∼
k for the voter and EMoran

k ∼ k−1 for the Moran process [10,31].
Intuitively indeed, in the case of static networks, in the voter

model high degree nodes are chosen to be copied with high
probability [35], implying that they are very efficient spreaders
of their own state to the rest of the network. Hence, the larger k,
the higher the exit probability. In the case of the Moran process,
by applying the same argument, high degree nodes are prone to
often change state by adopting the state of a neighbor [10,31],
and hence the exit probability decreases with the degree.

Let us now recall that, for a pure activity-driven network,
the aggregated degree of a node with activity a takes the value
k̄a (t ) ∼ (a + 〈a〉)t at time t : nodes with high activity tend to
have large integrated degree [26,29]. Putting this in relation
with the behavior of the exit probability as a function of activity
in temporal networks and of degree in static networks, we
thus obtain that the dynamics on the temporal activity-driven
network yields a completely different and opposite result when
compared with the dynamics on the static, integrated network
counterpart: High-activity nodes are more prone to spread
under Moran dynamics, while low-activity nodes are more
prone under voter dynamics.

This symmetry voter-Moran between pure activity-driven
networks and their integrated counterpart occurs as well at the
level of the average consensus time when we measure it as a
function of the update attempts. Considering that a randomly
chosen node becomes active with average probability 〈a〉, we
have that, as a function of updated attempts, the convergence
time is T̄N ≡ 〈a〉TN . We have thus, for homogeneous initial
conditions (� = 1/2),

T̄ voter
N = N〈a〉〈a−1〉 ln 2, T̄ Moran

N = N
〈a〉2

〈a2〉 ln 2. (42)

Comparing with the results for static networks [10,31],

T̄ Moran
N = N〈k〉〈k−1〉 ln 2, T̄ voter

N = N
〈k〉2

〈k2〉 ln 2, (43)

we observe that the formulas for voter and Moran dynamics
are indeed mirror images, with the activity distribution a in the
temporal representation substituted by the degree distribution
in the integrated representation.

Let us now consider instead the pure attractiveness tem-
poral network model (setting a = 1). In that case, the exit
probability is proportional to the attractiveness for the voter
model, Evoter

b ∝ b, while for the Moran process, it is inversely
proportional to the attractiveness, EMoran

b ∝ 1/b. Moreover, the
integrated degree of a node with attractivenessb is k̄b(t ) ∼ b

〈b〉 t .
Here therefore, we have the same kind of behavior on the
temporal and corresponding integrated static network when
making an equivalence between attractiveness in the temporal
network and degree in the static network. This equivalence
between a static network with a degree distribution P (k)
and a pure attractiveness temporal network with the same
distribution P (b) is also obtained by looking at the consensus
time measured as the number of update attempts.

V. NUMERICAL RESULTS

In order to check the analytical predictions made above, we
have performed simulations of the mixed process defined ear-
lier on activity-driven networks with attractiveness, choosing a
marginal activity distribution following a power law, Eq. (41),
similar to the distribution observed empirically in some real
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FIG. 3. Voterlike dynamics in temporal activity driven networks
with attractiveness. Reduced consensus time as a function of γ for
different values of the network size N , for an activity distribution
F (a) given by Eq. (41) with ε = 10−3. (a) Voter and Moran pro-
cesses (equivalent) for η(a, b) = F (a)F (b). (b) Voter model on pure
activity-driven network (b = 1). (c) Moran process on pure activity-
driven network (b = 1). In each case, the dashed line corresponds to
the analytical expression given by Eq. (28).

networks [26,36]. We have performed simulations for network
sizes N = 102, 103, and 104, averaging over 103 realizations.

In Fig. 3 we plot the reduced consensus time τ as a function
of γ for three different values of the network size and three dif-
ferent dynamics: voter and Moran processes on a pure activity-
driven network, and voter model on an activity-driven network
with attractiveness with a and b independently and equally
distributed η(a, b) = F (a)F (b). The curves are compared to
the theoretical value given in Eq. (28). We see that for N = 104

the dynamics already matches well the expected behavior
in the infinite size limit. We deduce that our heterogeneous
mean-field analysis captures efficiently the opinion dynamics
on the activity-driven network with attractiveness.

VI. ASYMPTOTIC BEHAVIOUR

In Figs. 1–3, we see that the consensus time presents minima
and maxima when γ varies. To investigate this point in more
details, we analyze the asymptotic behavior of the moments
of the distribution F (a) when ε tends to zero. For an activity
distributed with Eq. (41), the moments of a take the form

〈an〉 = 1 − γ

n + 1 − γ

1 − ε1+n−γ

1 − ε1−γ
. (44)

The dynamics of the voter and Moran processes on pure
activity-driven network and on activity-driven network with
equally and independently distributed a and b depends on the
moments 〈a−1〉, 〈a〉 and 〈a2〉 only. The asymptotic behavior
of these three quantities for ε → 0 are summarized in Tables I
and II, along with the resulting behavior of the consensus time
in the case with a and b independently and equally distributed
and p = 1 (or equivalently p = 0), for which

τ = 〈a〉3〈a−1〉
〈a2〉 . (45)

TABLE I. Asymptotic behavior of the moments of the distribution
F (a) defined in Eq. (41), and resulting asymptotic behavior of the
reduced consensus time τ given by Eq. (45) when ε tends to zero, as a
function of the exponent γ . For γ = 0, 1, 2, 3, logarithmic corrections
are present, given in Table II.

γ ]0,1[ ]1,2[ ]2,3[ > 3

〈a−1〉 O(ε−γ ) O(ε−1) O(ε−1) O(ε−1)
〈a〉 O(1) O(εγ−1) O(ε) O(ε)
〈a2〉 O(1) O(εγ−1) O(εγ−1) O(ε2)
τ O(ε−γ ) O(ε2γ−3) O(ε3−γ ) O(1)

For all values of γ , the physical ordering time T ∼ τ/〈a〉
diverges when ε tends to zero. This is not surprising if we notice
that the consensus of the voter dynamics is strongly limited
by the agent with the smallest activity ε, which activates and
copies the opinion of a peer for the first time in a time 1/ε

on average. However, we observe that for 0 < γ < 1.5 the
consensus time τ measured as the number of update attempts,
in Eq. (45), diverges when ε goes to zero, and tends instead to
zero for 1.5 < γ < 3. The number of update attempts required
to reach consensus may either be infinite or null depending
on the exponent γ , with a sharp transition between both
regimes at γ = 1.5. This nontrivial behavior reveals the critical
importance of the temporal network’s topology in this case, and
is not easily predictable with qualitative arguments. We also
recover the fact that the fastest consensus is reached for γ = 2
and the slowest for γ = 1 and that for 0 < γ < 3 the consensus
time exhibits a symmetry with respect to the axis γ = 1.5 :
τ (γ ) = 1

τ (3−γ ) . Finally, for γ � 3, the heterogeneity of the
distribution of a is no longer significant, so that the dynamics
is that of a fully connected static network. In Fig. 4 we plot the
reduced consensus time for the voter dynamics on a network
with independent activity and attractiveness as obtained by
direct numerical simulations of a voter model on a temporal
network, compared with the analytical predictions of Eq. (45),
for various values of ε and N = 104. The simulations confirm
the predicted asymptotic behavior of τ when ε tends to zero.
We also observe stronger finite-size effects when epsilon tends
to zero due to a poorer sampling of the activity distribution
given by Eq. (41).

VII. CONCLUSIONS

In this paper, we have studied in detail the properties
of consensus processes mixing the voter and Moran models

TABLE II. Asymptotic behavior of the moments of the distribu-
tion F (a) defined in Eq. (41), and resulting asymptotic behavior of
the reduced consensus time τ given by Eq. (45) when ε tends to zero,
for the specific cases γ = 0, 1, 2, 3.

γ 0 1 2 3

〈a−1〉 − ln ε −(ε ln ε)−1 (2ε)−1 2
3 ε−1

〈a〉 1/2 −(ln ε)−1 −ε ln ε 2ε

〈a2〉 1/3 −(2 ln ε)−1 ε −2ε2 ln ε

τ − 3
8 ln ε −2ε−1(ln ε)−3 − 1

2 ε(ln ε)3 − 8
3 (ln ε)−1
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FIG. 4. Voter dynamics in temporal networks with independent
and equally distributed activity and attractiveness. Consensus time τ

as a function of γ for activity and attractiveness distributed according
to Eq. (41) and different values of ε. The analytical expression given
by Eq. (45) is shown in dashed lines. The numerical simulations are
performed with network size N = 104.

update rules, on temporal network models based on the activity
driven paradigm. Through a heterogeneous mean-field ap-
proach, we have derived the evolution equation of the average
density of voters in state 1 with activity a and attractiveness
b. This has allowed us to identify a conserved quantity of the
dynamics, and subsequently to compute the average time to
reach consensus and the probability that a single agent with a
discrepant opinion among an otherwise unanimous population
spreads his or her opinion to the whole network, called the exit
probability. Surprising results arise from the study of particular
cases of the distribution of the parameters a and b. When the
attractiveness is taken to be proportional to the activity a, the
dynamics is the same as if the copying process were running
on a static complete graph. The average activity 〈a〉 determines
the time scale of the dynamics, but otherwise the precise
distribution of activity among the agents is no longer relevant.
This holds for all values of the probability p determining the
state update rule, and in particular for the voter model (p = 1)
and the Moran process (p = 0). The same behavior happens
when p = 1/2, regardless of the distribution η(a, b) of activity
and attractiveness: surprisingly, the exit probability is equal
to 1/N and does not depend of the parameters of the initial
invading node.

Interestingly, when the activity and the attractiveness are
independent and equally distributed, the dynamics is un-
changed when replacing p by 1 − p. In fact, it appears that
by construction, when the time is counted as the number
of update attempts, exchanging a and b on all the nodes is
equivalent to replace p by 1 − p in the update rule. One of our
main results lies in the observation that the voter model and
the Moran process on a pure activity-driven network (setting
b = 1 for all nodes) are in some sense mirror images of their
static network counterparts. Indeed, the dynamics of the voter
model on an activity-driven network with a distribution F (a)
is the same as the Moran dynamics running on top of a static
network with a degree distribution P (k) = F (k). The same

holds for the Moran process on the activity-driven network
and the voter model on the static network. This implies that
the apparently appealing operation consisting in considering
an activity-driven network and its integrated counterpart as
similar substrates for this kind of opinion dynamics process
would be misleading, despite the fact that the degree distribu-
tion of the integrated network is practically equal to the activity
distribution of the temporal network [26]. On the contrary,
a pure attractiveness temporal network (setting a = 1 for all
nodes) and its integrated counterpart are equivalent substrates
for the voter and Moran processes. It would be very interesting
to check whether similar conclusions hold for other consensus
formation processes with more complex update rules such as
the majority rule process. Our results will hopefully motivate
further research in this direction.
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APPENDIX: DETAILS OF SOME COMPUTATIONS

From the expression of the weights λh in Eq. (13) we
obtain, by multiplying by a and summing over h (in the next
equations we write

∑
aλ and

∑
bλ as shorthand for

∑
h aλh

and
∑

h bλh, respectively):

∑
h

aλh = p

〈
ab

�h,p

〉 [ ∑
aλ

] + (1 − p)

〈
a2

�h,p

〉 [ ∑
bλ

]
,

(A1)

which gives a relation between
∑

aλ and
∑

bλ

∑
bλ =

1 − p
〈

ab
�h,p

〉
(1 − p)

〈
a2

�h,p

〉 ∑
aλ. (A2)

The normalization of the weights gives

p

〈
b

�h,p

〉 [∑
aλ

] + (1 − p)

〈
a

�h,p

〉 [ ∑
bλ

] = 1.

(A3)

Combining Eqs. (A2) and (A3) leads to

∑
aλ =

〈
a2

�h,p

〉
p
〈

b
�h,p

〉〈
a2

�h,p

〉 + (
1 − p

〈
ab

�h,p

〉)〈
a

�h,p

〉 .
(A4)

Besides, by definition of �h,p we wrote Eq. (29), which, after
dividing by 〈b〉 gives

1 − p

〈
ab

�h,p

〉
= (1 − p)

〈
b2

�h,p

〉 〈a〉
〈b〉 . (A5)
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Inserting this into Eqs. (A4) and (A2) one recovers the correct expressions given in Eqs. (14) and (15).
To derive the expression of the average consensus time, we write, combining Eqs. (22), (24), and (25)

�(1 − �)
∂2T

∂�2

∑
h

ηh �h,p

(
λh

ηh

)2

= −N〈b〉. (A6)

We have

∑
h

ηh �h,p

(
λh

ηh

)2

=
∑

h

ηh

(
pb

[ ∑
aλ

] + (1 − p)a
[ ∑

bλ
])2

�

=
[∑

aλ
] [∑

bλ
](

p2

〈
b2

�h,p

〉∑
aλ∑
bλ

+ (1 − p)2

〈
a2

�h,p

〉∑
bλ∑
aλ

+ 2p(1 − p)

〈
ab

�h,p

〉)

=
[∑

aλ
] [∑

bλ
]

〈a〉〈b〉
(

p2

〈
a2

�h,p

〉
〈b〉2 + (1 − p)2

〈
b2

�h,p

〉
〈a〉2 + 2p(1 − p)

〈
ab

�h,p

〉
〈a〉〈b〉

)

=
[∑

aλ
] [∑

bλ
]

〈a〉〈b〉
〈

( pa〈b〉 + (1 − p)〈a〉b )2

�h,p

〉

= [ ∑
aλ

] [ ∑
bλ

]
, (A7)

which, inserted in Eq. (A6), finally yields Eq. (26).
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