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Abstract: Wavefront distortions of optical waves propagating through the turbulent 10 
atmosphere are responsible for phase and amplitude fluctuations, causing random fading in 11 
the signal coupled into single-mode optical fibers. Wavefront aberrations can be confronted, 12 
in principle, with adaptive optics technology that compensates the incoming optical signal by 13 
the phase conjugation principle and mitigates the likeliness of fading. However, real-time 14 
adaptive optics requires phase wavefront measurements, which are generally difficult under 15 
typical propagation conditions for communication scenarios. As an alternative to the 16 
conventional adaptive optics approach, here, we discuss a novel phase-retrieval technique that 17 
indirectly determines the unknown phase wavefront from focal-plane intensity measurements. 18 
The adaptation approach is based on sequential optimization of the speckle pattern in the 19 
focal plane and works by iteratively updating the phases of individual speckles to maximize 20 
the received power. We found in our analysis that this technique can compensate the distorted 21 
phasefront and increase the signal coupled with a significant reduction in the required number 22 
of iterations, resulting in a loop bandwidth utilization well within the capacity of 23 
commercially available deformable mirrors. 24 
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1. Introduction 44 
Free-space optical communication (FSOC) is rapidly becoming a key enabling technology for 45 
terrestrial, aerial, and space communication networks. However, laser communication 46 
through the atmosphere is challenging because turbulence disturbs the received phase 47 
wavefront and develops into signal fading, reducing the communications performance [1,2]. 48 
Adaptive optics (AO) techniques, based on deformable mirrors (DM) and acting over single-49 
aperture receivers, are used to improve the performance of laser communication links by 50 
mitigating the consequences of atmospheric turbulence [3–6]. 51 

The main motivation of AO compensation in FSOC is the feasibility of achieving very 52 
high data rates, which requires an efficient single mode fiber (SMF) coupling. As long as the 53 
turbulence level is moderate, traditional AO systems perform satisfactorily. The most 54 
common AO approach is based on the well-known Shack-Hartmann wavefront sensor. Using 55 
this technique, successful optical downlinks achieving Gigabits data rates under weak to 56 
moderate turbulence have been recently demonstrated [3–8]. However, under the regime of 57 
strong turbulence, Shack-Hartmann-based solutions may fail to guarantee a stable fiber 58 
coupling. For instance, in low-earth-orbit (LEO) satellite downlinks, strong turbulence may 59 



induce intense scintillation and phase wavefront singularities (branch points), thus, seriously 1 
limiting the performance of such sensor [9–12]. 2 

Indirect wavefront sensing techniques have gained more scientific attention in the field of 3 
FSOC [13–15], mainly due to improvements associated with fast DMs, parallel processing, 4 
and efficient blind search algorithms [15]. These sensor-less techniques iteratively optimize 5 
the received power, updating the AO phase compensation system based on the analysis of a 6 
performance metric, which is generally power in the bucket. Two different blind search 7 
approaches are usually considered. The zonal approach randomly changes the states of single 8 
DM actuators in searching for optimal power coupling; the modal approach shapes all 9 
actuators at once, following an orthogonal modal basis (e.g., Zernike polynomials) [15]. In 10 
general, indirect phase sensing benefits from simple optical setups, high power efficiency, 11 
and robustness against power scintillation. 12 

Unfortunately, indirect wavefront sensing techniques also have limitations when dealing 13 
with laser propagation through the atmosphere. In particular, the short coherence time of the 14 
field fluctuations may overcome the correction capacity of iterative techniques, where usually 15 
hundreds of iterative measurements may be required [15]. Considering a typical LEO 16 
downlink, where coherence times of one millisecond are usual [16,17], unpractical control 17 
bandwidth above  may be required. Recent hybrid phase measurement techniques, 18 
considering both direct and indirect methods simultaneously [18,19], may reduce the required 19 
control bandwidth by half but at the expense of increasing the complexity of the optical setup. 20 

In this paper, we address the difficulties and limitations described above and propose a 21 
different iterative wavefront sensing approach that can achieve an efficient SMF coupling in 22 
strong atmospheric conditions. Our method uses segmented mirror phasing and considers 23 
focal-plane intensity measurements to drastically reduce the required number of iterations. 24 
The adaptation approach is based on sequential optimization of the speckle pattern in the 25 
focal plane and works by iteratively updating the phases of individual speckles to maximize 26 
the received power. 27 

The remainder of this paper is organized as follows. In Section 2, the system and principal 28 
mathematical terms are described. In Section 3, the fundamental theoretical concepts and 29 
adaptation method are detailed. In Section 0, a numerical analysis of its performance under 30 
realistic turbulence conditions is discussed. Finally, the concluding remarks are presented in 31 
Section 4. 32 
2. Turbulence compensation system 33 
A simplified scheme of the hypothetical optical receiver is shown in Fig. 1. 34 

 35 

 36 
Fig. 1. Simplified scheme of the optical receiver. The incoming beam is corrected in tilt, 37 
reflected in the deformable mirror, and focused on an infrared camera and single mode fiber. 38 
The speckle image and feedback coupled power are used to sequentially compensate the 39 
distorted phasefront via the iterative control of the deformable mirror. 40 

 41 
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When a laser beam passes through the turbulent atmosphere, the wavefront  is 1 
affected by distortions in amplitude  and phase . Here, the two-dimensional spatial fields 2 
are indicated by bold letters. In the receiver, the distorted beam is captured by a single 3 
monolithic aperture, guided to the tip-tilt mirror (TTM) for angle-of-incidence correction, and 4 
reflected in the deformable mirror (DM). The DM modifies its shape according to an 5 
estimated phase map , inducing phase-only variations on the wavefront , and resulting in 6 
a phase-compensated reflected beam . 7 
Here,  is defined by an iterative algorithm requiring two inputs. The first input is a focal 8 

intensity image  captured by a camera sensor. The complex field , 9 
with amplitude  and phase .., results from the optical Fourier transform of . The second 10 
input is a real-time acquisition of the power coupled into a single mode fiber. The coupled 11 
power is defined by the SMF coupling efficiency , which is calculated in the pupil plane as 12 
[20,21] 13 

  (1) 14 

where, complex conjugate is indicated by  and  is the 15 
power-normalized, back propagated mode of a single-mode fiber with  mode field radius 16 

. Here,  is the mode field radius,  is the laser wavelength, and  is the 17 
focal length of the coupling lens.  18 
3. Method 19 
Whenever power measurements are made, phase information of the optical field is lost and 20 
the distorted wavefront  in Fig. 1 cannot be completely recovered from the CCD intensity 21 
image . Nonetheless, with the appropriate pupil field representation, the focal image can 22 
provide useful phase information to increase the convergence rate of an iterative AO 23 
approach. 24 

In Fourier optics, a wavefront can be described by the sum of an infinite number of plane 25 
waves oriented in different directions in space, each one carrying a part of the total energy of 26 
the field. After the wavefront passes through a lens, the energy of each plane wave converges 27 
in a unique non-equal point in the focal plane. This focal plane is known as the Fourier 28 
transform plane, where the wavefront is transformed into spatial frequency spectra [22]. 29 
When a distorted wavefront is considered, measurements of intensity in the focal plane show 30 
fine-scale fluctuations in space, i.e., speckles. These speckles appear because the wavefront is 31 
composed of a multitude of independent complex plane waves having both random amplitude 32 
and random phase. An extensive analysis of the plane wave decomposition of intensity focal 33 
speckles can be seen in [23]. 34 

A wavefront affected by turbulence experiences different amounts of phase delays [24]. 35 
Similar phase delays in the pupil define coherent regions in the phasefront. In Fig. 2(a), areas 36 
of the same color represent the regions where the phase remains coherent. From the theory of 37 
angular spectrum of plane waves [22,25], we assume that each coherent region in the pupil 38 
plane becomes a source of plane waves with similar propagation directions, focusing in a 39 
well-defined area in the focal plane. The contribution of this set of plane waves, with slight 40 
differences in the propagation direction, results in a speckle with a well-defined maximum of 41 
intensity. Additional speckles are produced by a different set of plane waves associated with 42 
other coherent regions in the pupil, see Fig. 2(b). At this point, we first assume that each 43 
coherent region in the pupil phase, which is related to a focal speckle, can be represented by a 44 
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single plane wave. Second, the amplitude of the plane wave is defined by the peak intensity of 1 
the associated speckle, as it represents the ensemble contribution of all the plane waves of the 2 
coherent region, see Fig. 2(c). Therefore, in this analysis, the distorted wavefront  can be 3 
conveniently approximated by a finite set of  plane waves, where each one is related to 4 
one of the main focal speckles. In this case, the wavefront can be described as 5 

  (2) 6 

Each plane wave in Eq. (2)  has a scalar amplitude , a scalar phase shift , and a 7 
propagation direction given by the wave vector  [23]. Additionally, each plane wave results 8 
in an independent speckle spot at the coordinate  of the intensity pattern  in the focal 9 
plane [26].  10 
 11 

 12 
Fig. 2. (a) Representation of the coherent regions of phase in the pupil plane, delimited by 13 
phase differences of  radians. (b) Representation of the focal intensity image with  main 14 
speckles. (b) Simplification with the  peak intensities. 15 

 16 
Figure 3 details the adaptation process and the algorithm considered in this analysis. It 17 

involves three main steps: laser speckle imaging and selection of the  most intense speckle 18 
spots in the focal plane; identification of the corresponding plane waves in the pupil plane; 19 
and optimization of the  independent random phases.  20 

In the first step of the method, an image of the focal intensity  is captured with the 21 
camera and square rooted to obtain amplitude coefficients . The  main 22 
speckles coordinates are detected using image processing based on the search of local 23 
maximas and classified in descending order based on their peak amplitudes . The result is 24 
an array of coefficients  that are associated with sensor coordinates 25 

, respectively. In Fig. 3, this is represented as a set of images, each one 26 
with a single component of amplitude  at the coordinate  of the speckle maximum. 27 

The second step involves identifying the  plane waves in the pupil plane corresponding 28 
to the  selected speckle spots in the focal plane. Each  plane wave has a propagation 29 
direction that is completely identified by a propagation vector , see Eq. (2). In Fourier 30 
optics, a deviation in the direction a wave of light propagates is a tilt, and tilt angles can be 31 
used to quantify the slope of a phase profile across the pupil of an optical system. 32 
Consequently, the identification of the propagation directions of the  waves is performed 33 
by linking a specific tilt angle in the pupil with the corresponding speckle spot in the focal 34 
plane. In this way, each  detected speckle, with coordinate  and amplitude 35 
coefficient , as measured by the CCD camera in the focal plane, will be associated to a 36 
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well-defined tilted phase profile of a plane wave in the pupil plane. Note that no Fourier 1 
transform of the intensity speckle distribution is required. 2 

In the third step, the method estimates and compensates the distorted pupil phasefront . 3 
This process requires adding up the identified  plane waves, calculating the argument of 4 
the summation , and using this resultant phase to shape the DM, see Fig. 1. However, the 5 
impossibility of measuring the necessary phase shifts  of the plane waves requires an 6 
iterative estimation of each optimum . 7 
         8 

 9 
Fig. 3. Adaptation algorithm. The captured intensity image is used to create a set of pupil plane 10 
waves, each one associated with a main focal speckle. The plane waves are sequentially 11 
combined after the optimization of their respective phase shifts, which is done using the 12 
feedback power coupling. The argument of the optimized plane wave summation is applied to 13 
the DM and represents the estimated distorted phasefront.  14 

j
M

ĵ
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Instead of a blind search, our method can obtain these phase shift estimates in a closed form 1 
via the optimization of a quadratic cost function based on the measured power coupling.	2 
Because quadratic optimization problems are always convex, three measurements are enough 3 
to discover the optimum phase shift of each plane wave. 4 

As depicted in step 3 of Fig. 3, the method always considers the first plane wave as an 5 
initial reference from which the field will further evolve. Note that no phase shift is required 6 
here. In order to find the optimum phase shift of the second plane wave , the method 7 

shifts the phase of such a plane wave with three scalar phase settings  and 8 
calculates the argument of the summation, so as three estimated pupil phases 9 
are obtained. Shaping the DM with these phases has an instantaneous effect on the power 10 
coupled into the single mode fiber. Thus, three optical powers  are measured 11 
concurrently with each DM change, one for each pupil phase. The final stage requires a 12 
parabolic fitting of these measured values, finding the optimum phase shift  at the 13 
position of the maximum coupling . Repeating this procedure on the subsequent plane 14 

waves results in an optimal adaptation array , where each 15 
component is an optimum phase shift of its associated plane wave. 16 

Note that a continuous variation of the scalar phase shift  in Eq. (2) results in an 17 
oscillation of the coupled power , which varies following a phase-shifted cosine function. 18 
Consequently, to obtain the quadratic cost function of the optimization process, the values of 19 

 need to be constrained to a range of . We assign the values of  20 

linearly and equally spaced, using the same values for each optimization. When the  21 

matches a minimum of the cosine function, the maximum can be located at . Here, 22 
power variations will depend on the  spacing. Consequently, the first set of plane wave 23 
optimizations will show higher power excursions, while the subsequent optimizations will be 24 
performed around the anterior optimums, thus, reducing the variation of the coupling power. 25 
This is essential for the dynamic regime and considers gradual speckle evolution in a 26 
temporal scale of the coherence time of the field. 27 

The iterative phase compensation method described above follows a standard coordinate-28 
wise ascent algorithm. The convexity property always allows the algorithm to find a global, 29 
although not necessarily unique, solution. The orthogonality of the plane waves implies that 30 
the algorithm can indeed construct the optimum phase shift array by optimizing each plane 31 
wave individually. For our power maximization problem, the coordinate-ascend approach 32 
relies on the fact that the total optical power in the focal plane is a linear superposition of the 33 
energy contributions from all  plane waves. This means that each optimized plane wave 34 
increases the overall power coupling. 35 

Interestingly, from the focal plane perspective, this adaptation scheme is equivalent to 36 
modify the phases of the associated speckle spots at the focal plane instead of the pupil plane, 37 
so as their sum improves the composite optical signal [27]. Additionally, it is important to 38 
remark that the method only requires  power measurements. This number 39 
can be considered to actively manage the loop bandwidth utilization under different 40 
turbulence conditions.Numerical performance 41 
We illustrate the performance profiles offered by the proposed adaptation approach when a 42 
practical optical fiber receiver, set with adaptive optics, confronts a typical atmospheric 43 
turbulence condition. We conducted a numerical analysis, and the following set of 44 
experiments was performed on synthetically built optical signals. It considers compensation 45 
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of  speckle spots and assumes that a single aperture contains a lens that couples the 1 
received light into a single-mode optical fiber. 2 

In order to synthesize the optical signals, we assume Kolmogorov turbulence [1] and 3 
quantify the atmospheric turbulence strength by the normalized aperture diameter . 4 
Here,  is the aperture diameter of the single receiver system, and the wavefront coherence 5 
diameter  describes the statistical spatial coherence of the wavefront in the receiver plane. 6 
For a fixed aperture diameter, as coherent diameter decreases, turbulence reduces the SMF 7 
coupling efficiency. This phenomenon is typical in FSOC from LEO satellites, where the 8 
elevation changes during the satellite pass. For this analysis, we consider strong turbulence 9 
with a , having  and . This reflects a realistic condition of a 10 
LEO downlink at  elevation from the horizon, as shown in [5,16,17]. 11 

To simulate the effects of the turbulent propagation scenario, we numerically synthesize a 12 
sufficiently large number of statistically uncorrelated phase wavefronts. We consider only the 13 
phase fluctuations of the field as the dominant factor affecting the fiber coupling efficiency 14 
[28,15]. Thus, we use the single-screen phase method to impress the phase distortion into the 15 
optical signal. This method, described in [29,30], is simple to implement and allows fast 16 
generation of a large number of fields. To create each phase screen, a set of weighted Zernike 17 
polynomials is combined. For the weights, an equal number of Karhunen-Loève coefficients 18 
is generated using the diagonalized covariance matrix of the Zernike polynomials. In our 19 
analysis, we use not less than 600 polynomials for an accurate statistical generation of each 20 
phase front.  21 

Each wavefront is created with a size of  pixels and a sampling spacing of 22 
1.56 millimeters. This considers a received laser wavefront captured by the  telescope 23 
aperture. To obtain the focal image with sufficient speckle resolution, each wavefront is zero 24 
padded and then Fourier transformed. The size of the focal image, which represents the size 25 
of the CCD, is pixels. The simulation considers a minimum of pixels for 26 
resolving the minimum speckle size, which corresponds to the Airy pattern diameter when its 27 
intensity falls to . The compensation of the distorted phase is performed ideally without 28 
special consideration of a specific DM. 29 

Figure 4 shows (a) the mean SMF coupling efficiency and (b) the normalized variance of 30 
the received signal as a function of the number of compensated speckle spots and the number 31 
of signal photons collected on the receiver aperture.  32 

 33 

 34 
Fig. 4. (a) mean SMF coupling efficiency and (b) normalized variance of the received signal as 35 
a function of the number of corrected speckle spots and the signal to noise ratio of the 36 
optimization signal (SNR). The inset shows the normalized histogram at the maximum of each 37 
curve.  38 
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For an optical receiver whose dominant noise source is shot noise, the signal  can be 1 
taken as the number of signal photons collected by the input aperture. 2 

Without a strong impact of the noise, due to generally higher peak intensity level, the tilt 3 
correction of the first speckle in Fig. 4(a) greatly increases the coupled power. For the case of 4 

, the correction of additional speckles  improves the fiber coupling 5 
efficiency until a plateau is reached. At this point, the correction of further speckles with 6 
lower intensity does not significantly contribute to the overall coupling. The same behavior is 7 
seen in Fig. 4(b), where the normalized variance rapidly falls to a plateau for . 8 
Instead, with lower , noise-induced deviations of the coupling power affect 9 
the phase shift optimization process, penalizing the coupling gain and limiting the reduction 10 
of the variance. Note that keeping this variance minimal is a key factor for error-free data 11 
links in the FSOC scenarios. Furthermore, the performance with low  is dependent on 12 
the number of corrected speckles. The curves of  and , in Fig. 4(a), show 13 
maximums at  and , respectively, and negative slopes with increasing number 14 
of corrected speckles. After these maximums, the signal noise has a greater effect in the 15 
optimization of plane waves associated to speckles of lower intensity. This leads to 16 
suboptimal phase shifts and propagates errors, which affects the subsequent optimizations and 17 
reduces the overall performance. The optimum number of speckles to be corrected can be 18 
approximated as  for . For a SNR of  and higher, 19 
the coupling efficiency always improves by adding newly corrected speckles. 20 

The inset of Fig. 4(a) depicts the normalized histogram of the coupling efficiency at the 21 
maximum of each curve, where the fields are corrected with the above mentioned 22 

. Even though the described penalties in the performance exist, an 23 
improvement in gain and variance compared to the absence of AO compensation  can 24 
be appreciated. 25 

As previously mentioned, all plane waves can be optimized individually and then 26 
combined to reconstruct the distorted phasefront. It is not strictly necessary to start the 27 
process with the speckle of higher intensity. However, by first optimizing the speckle of 28 
higher intensity and following the described sequence, we obtain a significant initial 29 
improvement in the coupling efficiency. This increases the SNR and reduces the impact of the 30 
noise in the optimization of subsequent speckles of lower intensity.  31 

Regarding the bandwidth utilization, the method significantly reduces the required 32 
number of iterations compared to the iterative systems based on a stochastic approach. This is 33 
possible because it directly addresses the speckles of higher intensity, optimizing each 34 
associated plane wave with just three iterations. Generally, it is considered that the number of 35 
focal speckles produced by a distorted field is approximately equal to . Since the 36 
intensity distribution of a fully-developed speckle pattern can be described as negative 37 
exponential [24], only a few speckles contribute significantly to the improvement of the 38 
coupling efficiency. In Fig. 4, the higher coupling improvement happens with the first 39 
corrected speckles, which contain most of the focal intensity. At this point, the versatility of 40 
this method is worth to mention. For a typical coherence time of the field of 1 millisecond 41 
[16,17], and allowing penalty from the maximum coupling efficiency, this method 42 
requires a loop bandwidth utilization of 30 kHz to achieve a coupling efficiency of  43 
with 28 iterations (10 corrected speckles). This bandwidth requirement is well within the 44 
reach of commercially available DMs [31]. 45 

On the other hand, our method requires image processing and thus, additional time has to 46 
be taken into account. Here, the use of the local maxima algorithm for the detection and 47 
posterior classification of multiple speckles delivers higher precision and more stable results 48 
as compared to a centroid-based alternative. Even though this task can be carried out in a time 49 
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scale on the order of 100 microseconds, parallel processing is a must. This means that by the 1 
time the DM has performed all the initial iterations, the image processing and plane wave 2 
selection of the next field state need to be ready. Since high frame rate DMs [31] use buffers 3 
to pre-load the phase maps before shaping the mirror, this is possible but a specific control 4 
algorithm needs to be developed accordingly. A continued tracking of the evolving speckles 5 
is essential to anticipate the new set of plane waves and maintain the correction dynamically. 6 
Overall, the benefits of the bandwidth reduction come at the expense of relatively more 7 
complexity in the algorithm and control. Extensive experimental work is being carried out to 8 
address these technical aspects. 9 
4. Conclusions 10 
We have concluded that our adaptation process is a valid alternative to the conventional 11 
iterative adaptive optics approach to achieve efficient single-mode power coupling in FSOC 12 
scenarios. We have discussed a novel phase-retrieval technique that indirectly determines the 13 
unknown phase wavefront from the focal-plane intensity measurements and an adaptation 14 
approach that is based on the sequential compensation of the distorted pupil phasefront. The 15 
technique works by iteratively updating the phases of individual speckles to maximize the 16 
received power coupled into a single-mode fiber. We found that instead of conventional 17 
iterative phase compensation systems, the sequential phase retrieval technique combined with 18 
the focal intensity measurements is a more flexible approach to increase signal coupling to the 19 
receiver. 20 

The main strength of the method is its capacity of drastically reducing the total bandwidth 21 
utilization of the adaptive optics system. This improvement is possible by operating only on 22 
the speckles of higher intensity. As a result, the method shows versatility regarding 23 
bandwidth utilization, with the capacity of being dynamically controlled depending on the 24 
turbulence strength, while providing significant coupling gain, as well as improved signal 25 
stability, even under challenging turbulent propagation conditions. 26 



  


