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Linguistic laws constitute one of the quantitative cornerstones of modern cognitive sciences and have been routinely 
investigated in written corpora, or in the equivalent transcription of oral corpora. This means that inferences of statistical 
patterns of language in acoustics are biased by the arbitrary, language-dependent segmentation of the signal, and virtually 
precludes the possibility of making comparative studies between human voice and other animal communication systems. 

Here we bridge this gap by proposing a method that allows to measure such patterns in acoustic signals of arbitrary 
origin, without needs to have access to the language corpus underneath. The method has been applied to sixteen different 
human languages, recovering successfully some well-known laws of human communication at timescales even below the 
phoneme and finding yet another link between complexity and criticality in a biological system. These methods further 
pave the way for new comparative studies in animal communication or the analysis of signals of unknown code.

 Data
KALAKA-2 database: 4 hours of speech recordings in different conditions 

ranging six different languages (Basque, Catalan, Galician, Spanish, 
Portuguese and English). LRE database with aditional set of 12 languages, 

including Japanese, Vietnamese, Mandarin, Korean, Arabic, Hindi or Tamil.
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We have found for the first time that human voice manifests the analog of 
classical linguistic laws found in written texts (Zipf's law, Heaps' law , 
Menzerath-Altmann law and the law of abbreviation).  These laws are found 
to be invariant under variation of the energy threshold Θ , and can be 
collapsed under universal functions accordingly. Our results therefore open 
the possibility of speculating whether the fact that these laws have been 
found in upper levels of human communication might be a result of a scaling 
process and a byproduct of the physics rather than derived from the choice 
of the typical units of study on the analysis of written corpus. Future work is 
necessary to extend this protocol to other languages and to other acoustical 
communication systems (i.e. non-human primates).

Discussion

Linguistic Laws in human language
Acoustic communication is fully determined by three physical magnitudes extracted 
from the signals: frequency, energy and  time. Interestingly, it is well known that we use 
statistical cues to segment the input and probably share with other species some of 
these mechanisms. When we explore directly human speech we previously found that 
human voice seems to be operating close to a critical state [2]. Applying the same 
method we recover linguistic laws directly from the signal without requiring  any written 
transcription. 

Zipf’s law. It establishes that in a 
sizable linguistic sample the number 
of different words N(n) which occur 
exactly n times decays as N(n)~n -α , 
where the exponent α  can vary from 
sample to sample but is usually close 
to 2..

Brevity Law. The tendency of 
more frequent words to be shorter 
can be generalized as the tendency 
of more frequent elements to be 
shorter or smaller (both in energy 
and duration), and its origin has 
been suggested to be related to 
optimization and information 
compression arguments [1].

Gutenberg-Richter law. The 
energy E released during voice 
events is a direct measure of the 
vocal fold response function 
under air pressure perturbations, 
and its distribution  has been 
shown to be compatible with SOC 
dynamics [1,2].

The Method
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