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Abstract. Over the past few years many views have emerged that maximize the utilization of design research in 

Information Systems (IS) application development. A recent insightful debate in the IS community has 

suggested two major design views in IS research: a) a pragmatic technical artifact orientation, and b) a theory-

grounded user and meta-artifact focus. The first (pragmatic design-based) view focuses on explicit knowledge 

and on a step-by-step methodology for innovative artifact design and building. The second (theory-grounded) 

view more broadly emphasizes meta-artifact design in IS development and a more prescriptive guidance 

approach that is grounded in design research. The debate between these two views leads to the question: which 

method is more suitable for Decision Support System (DSS) design? This study evaluates such an IS application 

through both the utility of the pragmatic and the socio-technical design research views. This helps create a 

methodological foundation for industry-oriented DSS design and evaluation. The findings suggest that both 

positions have merit, but the latter view of design science is more suitable for industry-oriented DSS design. 

Key words: Socio-technical view, DSS, and Design research. 

1 Introduction 

To maximize the utilization of design research, many information systems (IS) researchers have 

participated in debate and have communicated their design science knowledge to improve our current 

IS development theory and practices. A design-science research method successfully addresses the 

requirements of innovative design development, solution modelling or problem solving, and the 

evaluation of design (Hevner, March, Park and Ram, 2004; Carlsson, 2006; McKay and Marshall, 

2007). Previous studies have focused on different aspects and their implications for better 

understanding of design research in IS development. However, different philosophical thoughts have 

become apparent as the design science approach has become more widely adopted. Recently 

researchers have been debating whether design science is a methodology or a paradigm (Hevner, 

2008), and whether design science is only a process for new artifact designs. For example, Iivari 

(2007) criticized Hevner et al.‟s (2004) pragmatism, arguing that IS development in design science 

must be grounded in better theories and ontologies, going beyond a mere method for innovative 

artifacts design. Hevner (2007) countered this argument with an analysis of three closely related 
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cycles of activities, within his original formulation, that illustrate both the rigor and the relevance of 

design research to IS design. Both would accept that the “primary interest of Information Systems lies 

in IT applications” (Iivari, 2007: 55), but if “Information Systems as a design science builds IT meta-

artifacts that support the development of concrete IT applications” (Iivari, 2007: 56), it would require 

a stronger grounding in prescriptive theories. This echoes Venable‟s (2006) argument that more 

theory is needed to show how IS design may be improved through providing a stronger prescriptive 

foundation for practitioner guidance.  

 

Over the past few years, three main directions of design science research have been investigated. 

These are conceptualization of the design research theory (McKay and Marshall, 2007; Gregor and 

Jones, 2007), theory building for enhancing the understanding of design science methodology 

(Hevner et al., 2004; Iivari, 2007; Venable, 2006) and adaption of design research in IS (Purao and 

Storey, 2008; Botts, Schooley and Horan, 2008). The third direction (Purao and Storey, 2008; Botts et 

al., 2008, Muntermann, 2009) helps enhance our knowledge of the application of design science 

within a development context. Our argument in this paper focuses on aspects of design science 

looking at IS adoption and evaluation.   

 

Carlsson (2006; 2007) indicated that design research should develop practical knowledge for the 

design and realization of IS initiatives by which IS can be seen as socio-technical systems rather than 

just technology-centred artifacts design..Socio-technical design can be seen as a complex design 

process that includes interaction between the technical and social systems in order to encompass the 

totality of the design (Mumford, 1995). Socio-technical design has a relatively short history in 

information systems with Orlikowski (2000) being a major proponent of the need to include all 

aspects (including the people) when evaluating the adoption of information systems.  The hope with 

this type of complete analysis is that the context and relevance of the information system is more 

understood and accounted for.  

 

An example of the problem of relevance and context can be found in a paper by Mackrell, Kerr and 

von-Hellens (2009) that describes the social acceptance aspects of an IT artifact, namely a decision 

support system (DSS) developed for the cotton industry called CottonLOGIC.  These authors 

examined the development and adoption of CottonLOGIC through a socio-technical lens as described 

by Orlikowski (1992). For example, findings from Mackrell et al. (2009) indicated that evaluation of 

the IT artifact alone can be misleading.  The CottonLOGIC example showed a high level of DSS 

usage, but the usage was not as the developers intended. Many users were using the land use and 

fertilizer application recording functions of the software as the primary reason for use, not the DSS 

component as was the original intention of the developers.  End users could have used far better 

software for that purpose but used CottonLOGIC because it was available on their computer. This is a 

good example of the “technology-in-practice” theory described by Orlikowski  (1992) and provides a 

reason to look at artifact development and evaluation as an adaptation within a human or social-

oriented system.  

 

One area of IS application development known to the authors and of great interest in business circles 

in recent years is the development of Decision Support Systems (DSS) as part of a general push to 

maximize existing data and professional expertise through business analytics (Davenport and Harris, 

2007). This area of information systems has attracted some attention in recent times with authors such 

as Arnott and Pervan (2008) suggesting that there is a need to improve the quality and relevance of 

research into DSS development and evaluation. Subsequent to Arnott and Pervan‟s research, we have 

made DSS the focal point for this paper. This research intends to make a contribution to the design 

science body of knowledge through a demonstration of how and what particular design science 

direction can be suitable for DSS development and its evaluation. Thus the research question is: “How 
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can a broader view of design research (socio-technical design) contribute in an application design 

context of DSS development and evaluation?”   

 

The paper is structured as follows. The next section gives a detailed background of the distinctions in 

the views of design science research and how the research question was outlined. Section 3 discusses 

the method used in the study. Section 3 includes a description of the relevant literature. Section 4 

presents a methodological foundation of the study. Section 5 provides details of the industry-oriented 

DSS design. Section 6 discusses the use of different design science theories in a context of DSS 

design and evaluation. Then, section 7 describes the key lessons that have been learnt from the DSS 

development research conducted under the design science paradigm. Finally, the concluding remarks 

section summarizes the findings and how the research question was addressed, by showing that 

Hevner‟s pragmatic approach should be reconciled with the more prescriptive theoretical position 

characterized by Iivari. 

 

2 Background  

 

The influential work of Simon (1996), articulated in his book The Sciences of the Artificial, contended 

that artificial sciences are established on how to design or construct artifacts. Simon‟s work on the 

view of design science has influenced IS researchers, as IS research has positioned itself between 

technological , organizational and managerial viewpoints (Carlsson, 2006; Orlikowski and Iacono, 

2001). A growing interest in design research is now evident in the global IS community (Vaishnavi 

and Kuechler, 2007) and is more widely described in some other operations research.  However, many 

authors have argued that knowledge of IS in design science research shows a lack of discussion of 

what is and what is not included within the current body of design science knowledge. For example, 

Carlsson (2006) and McKay and Marshall (2005) suggested that Hevner et al. (2004) (along the lines 

of studies by Walls, Widmeyer and Sawy, 1992, 2004; March and Smith, 1995; Cao, Crews and 

Lin,2006) conceptualized design science knowledge as a technology centered design science that 

concerned itself with the IT artifact design and specifically about the technical innovation.  However, 

McKay et al. (2008) suggest that this conceptualization excludes the surroundings of the design 

artifact and shows a lack of understanding about IS artifacts design in an organizational context, 

where there are many soft factors, including human and social components, that need to be 

considered.   

2.1 Positivist design science vs. constructivist design science 

McKay and Marshall (2005: 5) offer a distinction between the positivist and constructivist paradigms 

by providing the definitions of science from both views: “science is defined through its methods for 

determining knowledge from the world” and “sciences are defined through more generally to the 

systematic and disciplined accumulation of a coherent body of knowledge”. This implies that the first 

view of science says that the knowledge must be accumulated by the relevant scientific methods, 

whereas the second view says that the knowledge must be systematically generated through the 

applications of scientific methods. The view considered as positivism is exemplified by Walls et al. 

(1992; 2004), March and Smith (1995), Hevner et al. (2004), and Cao et al. (2006). On the other side, 

Carlsson (2006), McKay and Marshall (2005; 2007), and Venable (2006) tend to support a broader 

view of sciences through a constructivist view.    

 

Gregg, Kulkarni and Vinze (2001) described the contrast between the assumptions of design research 

with both positivistic and interpretivistic positions on ontology, epistemology, and methodology. 
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Table 1 below shows the position of these views. This analysis indicates a focus on multiple and 

contextual realities in problem investigation, constrained in the practical design, progressively refined 

and focused on utility and shared understanding (Gregg et al. 2001; Vaishnavi and Kuechler, 2007). 

This guidance can be significant to illustrate the current differentiation in using design science 

knowledge for IS design.  

 

Assumptions /views Positivist  Interpretive  Design Science 

Ontology one single reality: 

knowable, 

probabilistic 

multiple realities; 

socially constructed 

multiple, contextually situated 

alternative world-states, socio-

technologically enabled 

Epistemology objective: 

dispassionate, 

detached observer 

of truth 

subjective, i.e. values 

and knowledge emerge 

from the researcher-

participant interaction 

knowing through making: 

objectively constrained construction 

within a context,  

iterative circumscription reveals 

meaning 

Methodology observation: 

quantitative, 

statistical 

participation: 

qualitative, 

hermeneutical, 

dialectical 

developmental: measures the impact 

of the artifact  on the composed 

systems 

  

Table 1: The major research assumptions in design science (adapted from Gregg et al., 2001) 

 

2.2 IS artifacts vs. IT artifacts (Iivari 2007 vs. Hevner 2007)   

 

 An insightful understanding of design science can be viewed through the paradigmatic analysis by 

Iivari (2007). As a counter, a commentary paper by Hevner (2007) analyzes the design relevance 

through a personification of three related cycles of relevant actions.  

 

Design research “…seeks to create innovations that define the ideas, practices, technical capabilities, 

and products through which the analysis, design, implementation, management, and use of 

information systems can be effectively and efficiently accomplished.” (Hevner et al., 2004: 76). This 

understanding can be helpful in guiding straightforward IT artifact design under this definition, 

because the main focus is in designing a new IT solution. In addition, Hevner et al. (2004) suggested 

that design science research must talk about the creation of an innovation and purposeful development 

for a specific problem domain. As such, the aforementioned authors recommended seven guidelines to 

help researchers in effectively conducting design science research.  

 

Iivari (2007: 56) argued that “The primary interest of Information Systems lies in IT applications and 

therefore Information Systems as a design science should be based on a sound ontology of IT 

artefacts and especially of IT applications”. Further to this, Iivari (2007) argued that the IS in design 

science builds from IT meta-artifacts that can support concrete IT application development. This 

implies that a collection of innovative IT artifacts can reinforce quality by creating effective designs 

to meet the needs of the users as well as being able to fulfil the process, users and situational 

requirements within organizations.  

 

The background above implies that there are two established understandings in design science  

literature. However, little attention has been paid to how the application of these theories can be 

different based on what types of system artifact will be designed and evaluated. We explore these 
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theories through the  utilization of an artifact design, when an artifact is seen from a collective 

innovation perspective as a socio-technical design. We will be looking at the relevant components of 

this view of design science as a guiding principle for DSS artifact design.   

 

In the light of the above discussion, we further extend our initial research question by adding a sub-

question: What are the components of the design science method that are the key guiding principles 

for evaluating a DSS artifact in our context? To elaborate on this we discuss the relevant literature and 

methodology of our DSS design evaluative analysis in the following sections and subsequently show 

that a socio-technical design research view can fulfil the collective requirements of artifact design. 

Thus, the aim is to extend this design science understanding to our DSS development research. 

 

 

3 Review of the relevant literature 
 
IS design can be considered a socio-technical activity that looks at technology development and how 

it fits into the social system, with the object of benefiting the organization and its users (Iivari, 1991). 

Hirschheim and Iivari (1989) have identified this socio-technical activity and have related it to IS 

theory as either “technical systems with social implications or social systems only technically 

implemented”. In addition, Kling (2007) suggested that IS design should consider both the technical 

and human-oriented perspectives in order to enhance the relevance of the design. Further 

categorization of the different approaches to IS design was conducted by Hirschheim and Klein 

(1989), in which they proposed four different philosophical paradigms to guide IS design research. 

These paradigms are: Functionalism, Social Relativism, Neohumanism and Radical Structuralism. 

According to Hirschheim and Klein (1989), Social Relativism is concerned with understanding the 

social systems from the perspective of the participants and takes the view that reality is not “an 

absolute but is socially constructed” (Hirschheim and Klein, 1989:1205). Mumford (1995) also 

suggested that the use of technology has clear social implications. These studies suggest that IS design 

should emphasize the key elements of the social systems in order to capture user and process needs. 

Orlikowski and Barley (2001), cited in Mackrell et al. (2009), reinforced the need for the approach, 

suggesting that “technologies are simultaneously a social and physical artefact” (Mackrell et al. 

2009:144) in that users shape the “implications of technologies” and its properties. The research 

strongly suggests that a combination of technologies and the human actor‟s reaction to the technology 

is of paramount importance in IS design and evaluation.  

 

Under the socio-technical approach, many researchers argue that a user-focused approach is useful as 

a means of evaluating a user‟s active involvement in the development process (Checkland and 

Scholes, 1990; Mumford, 1995. The socio-technical framework has been used to construct DSS in the 

past, and examples of the approach can be found in the literature, for example  Cox (1996). In 

addition, researchers such as Clarke, Coakes and Hunter (2003) have focused on the transfer-of-

technology point of view when looking at IS and in particular DSS design, and they have identified 

industry-oriented DSS as a “socio-technical innovation”.  In agricultural DSS development, McCown 

(2001), Mackrell et al. (2009) and others have emphasized the value of both approaches. McCown 

(2002) introduced the socio-technical approach in his analysis of 12 DSS developed for rural 

industries in Australia. The socio-technical approach gained greater acceptance with the realization 

that the adoption rate of DSS was very low across a wide range of developed applications. For 

instance, Hayman and Easdown (2002) examined a standard DSS developed in the agricultural 

context and found that its adoption was low due to the lack of what they called „soft system thinking‟. 

These authors defined „soft system thinking‟ as a way of engaging farmers with specific reference to 

their problems. McCown (2002) also suggested that developed systems should provide specific goals 

or novel experiences for users rather than simply providing recommendations. Similarly Walker 

(2002)  concluded that there was a significant improvement in DSS outcomes through the use of the 

soft systems approach. With respect to the low adoption rate, studies by Kerr (2004) and  McCown 

(2002) identified three reasons for this low rate of DSS adoption, namely: 1) the rapidly changing 

situations that occur in many modern businesses  meant that many applications were dated before they 
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were used; 2) the DSS was being developed by researchers with the intention of discovering data 

relationships but not focusing on the practical solutions required by end-users; and 3) the DSS 

developers used their own problem solving strategies involving theoretical knowledge rather than 

trying to understand that farmers use practical knowledge for their problem solving.  Walker (2002) 

argued that the non-adoption of the developed DSS often occurs due to perceived irrelevance, 

inflexibility and/or inaccessibility of the application by users.  In addition there may be a lack of 

confidence by end-users in the use of the application. These views are also supported by Kerr (2004). 

Another factor reported by Fountas et al. (2006) suggests that farmers will most likely use information 

in ways not fully understood by researchers or advisors, and this is based on their unique experience 

and familiarity with their farm. Current DSS technologies do not support options that could enhance 

outcomes related to the above mentioned factors, nor do they allow farmers to use their own 

knowledge within the context of their specific problem. The indications lead to an appealing issue for 

addressing DSS design and evaluation within the socio-technical nature of the development.    

 

Existing DSS evaluation methods focus on outcome and process oriented evaluation measures, and 

help identify benefits using criteria inherent within the developed DSS (Phillips-Wren, Mora, 

Forgionne and Gupta, 2009). These criteria emphasize the decision making role of the user only and 

not other social factors such as a desire to use the system as intended or the skill levels of the user 

(Wang and Forgionne, 2006). Even the latest evaluation model (Phillips-Wren et al., 2009) offers 

features for assessing decision support mechanisms only, rather than evaluating the DSS development 

as a whole. The design science concepts address this gap for designing and evaluating artifacts within 

social or natural settings, as design science theory supports broader requirements of evaluating the 

entire DSS development process both from user and process viewpoints (McKay and Marshall, 2007). 

The following sections will thus present the theoretical context of design science in order to support 

this need.  

 

 

4 Research method  

For a DSS project to be relevant to the problem domain and therefore evaluated as being useful, 

development should represent the views of decision makers within the social and organizational 

context. Reasonably the evolutionary prototyping method has become the most popular method for 

DSS development, as this approach should aim to improve the decision process and outcomes for the 

decision maker, who should have a clear analytical understanding of the target decision task and 

support strategies for solving the problem (Arnott, 2006). Based on a behavioral design science and 

theory of congnitive bias, Arnott (2006) suggested that guidance be given to address DSS 

development needs.  

 

This paper aims to extend Arnott‟s (2006) concept by evaluating DSS development using various 

design science theories from an artifact design perspective. This will enhance positive evaluation 

outcomes, as the key socio-technical aspects we have considered important in this paper will be 

addressed early in the development process. Previous publications from this DSS development project 

include the following: Miah, Kerr and Gammack (2006a) provided the methodological details, 

including how a evolutionary design method was employed; Miah, Kerr and Gammack (2006b) 

described the knowledge organization strategies developed through use of ontology design in the 

problem domain; Miah, Kerr and Gammack (2009) described a technical foundation of such solution 

approach including a two-layered architecture for the design; and Miah, Kerr, Gammack and Cowan 

(2008) described developing a knowledge acquisition method for the problem domain. Beyond the 

line of works, the aim of this study is to evaluate the entire solution architecture from an angle of IT 

artifact design that could provide a useful lens for assessment under the two prominent design science 
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directions. Through this principle, our aim in this study is to promote the utility of the socio-technical 

design science principles in IS design and evaluation, in particular for DSS.  

 

The attempt is to identify the importance of using a design science framework to guide DSS 

development and evaluation through the use of two different schemes. The first is to examine the DSS 

development against established theories in the design science. The second is to identify the most 

relevant components in terms of the design artifact that relate to DSS design. The first aspect can be 

operationalized by using the dominant methodologies in design theories and frameworks by Hevner et 

al. (2004 and 2007) and Iivari (2007). This evaluation will look at a broader and diverse set of 

circumstances in design and will go beyond a technology-oriented design  viewpoint. For the second 

aspect we apply the key components of socio-technical design science as defined by McKay et al. 

(2008). These components relate to problem solving, the product, the process, the intention, the 

planning, communication, user experience, the value of the artifact and  professional practice. We 

therefore revisit our design findings through an evaluation that determines the key and essential 

components in socio-technical design method. 

5 Industry-oriented DSS development  

March and Smith (1995) define the IT/IS artifacts as system architecture, systems designs or software 

prototypes that are designed to demonstrate the applicability of the developed solution. In a recent 

study, Muntermann (2009) developed and evaluated a DSS solution based on a design-science 

research paradigm. That study was conducted using  design science guidelines, and the solution 

prototype was evaluated by assessing the design value, offered to potential customers, based on Hitt 

and Brynjolfsson‟s (1996) evaluation framework. That evaluation framework is limited to the three 

broad dimensions of IT value, namely, does IT:  

 help increase productivity 

 improve business performance and  

 create value for users? 

Beyond this work, we adapt Hevner‟s and Iivari‟s frameworks to guide and evaluate the industry-

oriented DSS solution design outlined. In this section we aim to show that an IT artifact (in our 

problem context) can be pragmatically developed and effectively evaluated by employing Hevner‟s 

seven principles.  At the same time we offer a prescriptive design methodology that is grounded in 

rigorous prior theory and is relevant in a practical sense.  

 

In an industry context, most of the application design needs to adapt to changing requirements. The 

current DSS technology fails to address the changing needs.  For example, evidence in our problem 

context indicates that DSSs are too static and rigid. For example, Kerr and Winklhofer (2006) 

reported that DairyPro (a survey-data based KBDSS – Knowledge-based DSS – developed for the 

dairy industry) was unable to show its usefulness due to the impact of industry changes in terms of 

farmers‟ objectives, industry context and relevant decision making in the industry deregulated 

environment. Findings from other problem domains reinforce this evidence.  For example,  Samaras, 

Matsatsins and Zopounidis (2008) described a fundamental analysis method for developing a multi-

criteria DSS application from a large volume of quantitative and qualitative data.  Samaras et al. 

(2008) evaluated stocks (in  stock exchange industry) by prioritising rank of the stocks based on a 

criteria set. A major limitation recognized was the risks involved in making decisions from such a 

large volume of frequently-changing financial data without making provision for a decision maker‟s 

assessment of the current external environment or any other subjective judgements that may be 

needed.  In another example, Arain and Pheng (2006) developed a DSS for managing variations in 
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orders for institutional buildings.  In this DSS the two main components were a knowledge base and a 

decision support shell. The shell provided decision support through a process of building hierarchy, 

ratings and analytical-control rating techniques. However, the shell-based approach had limited 

options for modifying with both changing requirements from users and from a business perspective.  

These examples emphasize the need for flexibility in development with the ultimate aim of producing 

IT artifacts that can be evaluated as being useful to the currency of the problem domain. 

  

In this study, we briefly describe the development of a method for industry-oriented DSS design 

which both addressed the requirements from an industry practitioner‟s perspective and accommodated 

industry oriented changes (for a more detailed description see Miah, Kerr and Gammack, 2009).  We 

consider that this approach to development will lead to better outcomes for the final product because 

it involves a considered, staged approach based on design science principles.  We will use this 

example as a test bed for the evaluation approach we are proposing.  The problem domain chosen in 

this example is a rural industries problem related to the dairy industry, namely, milk protein 

enhancement from milking cows. This problem context was chosen because one of the authors had a 

great deal of experience in the area and an industry partner was able to be recruited to assist with 

development of the prototype. In addition, the problem domain was consided an appropriate test bed 

for the concerns outlined above because the decision making environment was rapidly changing with 

internal and external business oriented situations and there was a specific need to optimize decisions. 

The design solution was prototyped and thoroughly evaluated, and its generic utility for other domains 

was assessed by applying the design research guidelines shown later in this paper. 

 

The example solution was based on a design platform, on which industry experts could build target-

specific applications. For the milk enhancement prototype development, knowledge acquisition 

consisted of successful knowledge extraction and elicitation from multiple experts and this resulted in 

the identification of six main components (factors) relating to the problem domain. These six factors 

limited a farm‟s ability to maximize their potential with respect to milk protein and were used as 

building blocks for the problem ontology. The milk protein example solution had two functions: 

firstly it allowed domain experts to build a knowledge base using established, peer-reviewed 

parameters, and secondly, it allowed end users to build their own decision support tool based on their 

own personal contextual settings from their own farm. 

 

The generic system consists of three key modules, namely, a base module, a problem ontology 

module and an expert system development module. The base module holds the decision making 

parameters table that is populated and maintained by the domain expert through the expert system 

development module, while the problem ontology module allows for the development of a particular 

decision making context.  For example, a farmer (end-user) can nominate a level of milk protein 

increase based on his/her available resources. 

6 Design research 

Hevner et al. (2004 :76) stated that “the design science paradigm seeks to extend the boundaries of 

human and organisational capabilities by creating new and innovative artefacts”. In the design 

science paradigm, acquiring knowledge and understanding of the problem and its solution can be 

achieved through the design process and the application of the artifact. Our analysis indicated that if 

design science research aims to acquire knowledge of the problem domain in order to develop an 

innovative artifact, this framework can be applicable for achieving technical design goals only. Table 

2 describes how the design guidance provided by Hevner et al. (2004) specifically relates to our DSS 

development research.  
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Guidelines of Design 

Research 

Relevance within this DSS project 

1. Design as an Artifact 

 

An innovative software prototype is to be developed according to a 

solution basis outlined through analysis of the relevant literature of DSS 

solutions. 

2. Problem Relevance 

 

A real problem domain is identified that supports the outlined software 

prototype solution purposefully.   

3. Design Evaluation A descriptive evaluation method is to be employed for prototype testing 

with industry users and other representative stakeholders, coupled with 

informed argument and scenario analysis. 

4. Research 

Contributions 

 

The development of prototype is explicitly specified using both established 

methods and generically described and replicable techniques. These 

techniques included evolutionary prototyping with initial development 

involving the use of an Excel spreadsheet application with subsequent final 

development in the Microsoft .net environment. 

5. Research Rigor This is achieved through the specification of the developed solution 

prototype and processes ensuring it is rigorously defined, coherent and 

internally consistent with the industry requirements. 

6. Design as a Search 

Process 

The development methodology is closely aligned at all stages to industry 

inputs and resources in actual use. This enables the solution to be 

constructed according to the problem space. 

7. Communication of 

Research 

 

This is achieved through the system demonstration to, and evaluation by, 

target users both in management and in front-line practice. The software 

prototype uses specific and general examples and is integrated with 

industry practice. Associated documents for practitioners and scientists are 

provided. 

 

Table 2: Hevner et al. (2004: 83)‟s seven guidelines for design research 

 

The outcomes from the seven guidelines can provide a step-by-step map of activities that are essential 

in conducting design research. Apart from this, it is important to conduct design research by having a 

sound ontology and epistemology of the design artifacts or knowledge process.   

 

The guidelines of Hevner et al. (2004), however, appeared to be deficient, by not identifying a diverse 

range of IS design activities and influences and, by extension, evaluation from a social and 

organizational view (which is the obvious reality for the industry-oriented application design).  In 

fact, the guidelines focus mainly on technical factors for artifact design. Clearly, in this case, there is a 

need for constructive research methods in artifact design as described by Iivari (2007). In response, 

Hevner (2007) analyzed design research through three related cycles of activities to distinguish the 

position of design research from other research paradigms. We now describe the DSS development 

process through these activity cycles. 

 

According to Hevner (2007), key properties of design science (ontology, epistemology, methods and 

ethics) relate to the existence of the activities in the three cycles: namely, the Relevance, Rigor and 

Design cycles. As defined, the relevance cycle connects the problem environment with the design 

research activities; the rigor cycle links the design research activities with the scientific knowledge 

base; and the main cycle of design iterates between the design activities with artifacts evaluation for 

research processes. We identified these three cycles in our DSS development research, illustrated in 

Table 3. 
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Cycles Identification in the DSS research 

The Relevance cycle 

linking contextual environment and the design 

science  activities 

Participatory based design approach through 

prototyping and step by step development 

The Rigor cycle  

linking design science activities with the 

knowledge base of scientific foundations, 

experience, and expertise  

Generic, transparently described solution standard 

for primary solution architecture development;  

a technique for knowledge modelling; 

current, valid scientific and industry data and 

terminology used in a knowledge repository  

The Design cycle  

iterates between main design activities of 

building and evaluating the design artifacts and 

processes of the research 

The participatory based design approach and 

iterative prototyping were used until stakeholders 

were satisified  

 

Table 3: The three cycles of design research (adapted from Hevner, 2007) 

 

The cycles of the activities illustrate the key performance indicators of  design research and proved a 

good way to monitor and assess the research process. Although the cycles link the science and 

practical actions oriented to the problem domain, they do not address the requirements for identifying  

the nature of the knowledge needed. We still need to know what type of knowledge that is either 

acquired or produced as outcomes from design research to support a sound ontology in an IS design 

context.  

 

Carlsson (2007) explained that Hevner‟s  et al. (2004) work, as well as similar works by March and 

Smith (1995), Cao et al. (2006) and Walls et al. (1992), only offer methodologies for innovating new 

IT artifacts design. Similar discussions can be seen in a recent study by McKay, Marshall and Heath 

(2008).   

 

McKay et al. (2008) conceptualized the design of IS artifacts into ten dimensions: problem solving, 

product, process, intention, planning, communication, user experience, value, professional practice, 

and service. This view encourages us to rethink our whole DSS development activities in a broader 

way, because it is important that an IS design should be evaluated from these cross-disciplinary 

viewpoints in an industry situation where the processes can be viewed as „open systems‟, so many soft 

factors are involved, and many of these can contribute to IS failure (Montealegre and Keil, 2000; 

McKay and Marshall, 2007). The „open systems‟ theory is “a set of concepts and relationships that 

describes the properties and behaviours of the things called systems – organisation, groups and 

people … systems can be viewed as unitary wholes composed of parts or subsystems; they serve to 

integrate the parts into a functioning unit” (Waddell, Cummings and Worley, 2008:81). This open 

conceptualization of design into the decision maker‟s industry perspective is significant and needs to 

be considered for effective DSS development and also for subsequent evaluation. As such, a 

combined view of socio-technical design by McKay et al. (2008) can be appropriate to DSS 

development. This is particuarly the case where the decision factors are continually changing due to 

the influence of the external environment and it is necessary to capture the decision-makers‟ roles in 

the structure of problems. Now, to identify the most relevant components in DSS design as an artifact, 

we evaluate our DSS development across the ten dimensions of design.  
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As indicated earlier, our findings suggest that the emphasis needs to be placed on the problem domain 

in terms of the pre-design activities rather than only on the solution design relating to a specific 

problem. This is because most of the time during DSS development, the solutions need to be outlined 

from an unstructured or semi-structured specific-problem space and the decision makers subjective 

preferences (Kerr, 2004). One of the most significant design decisions is to allow for contextual 

situations. As such, the conceptualization of the design at an early stage is relevant to DSS problem 

solving and eventual evaluation. As Boland, Collopy, Lyytinen and Yoo (2008) indicate, it is a means 

of ordering the problem world and is a way of defining problems, meeting users‟ needs and desired 

improvements.  

 

Mackrell et al. (2009) demonstrated that user experience was important in developing DSS 

applications and how design is created and how it added value for target users.  In their study, the 

DSS was assumed to be used as designed, but in fact many end-users were using the system 

differently to the intended purpose. In our DSS study we have introduced a method that has the 

potential to create a different, more useful approach to DSS design. As defined in McKay et al. 

(2008), design should be valued by the target users, and this has been achieved and reviewed through 

the target users‟ feedback through evolutionary prototyping. Wangelin (2007), (cited in McKay et al. 

2008), describes design in terms of its professional practices. That is an attitude to a problem in which 

the designer‟s prior knowledge and experiences can be useful and can be applied to design 

development to address problem situations. Our DSS design was informed through an established 

design theory called „tailorable design theory‟ (Germonprez, Hovorka and Collopy, 2007). This is 

where a design is categorized into two states, namely: primary design, the professional solution model 

to address the problem, and secondary design, the user‟s tailorable options.  In using this approach, 

users can modify primary features in order to adapt the system into their problem context.  

 

Iivari (2007) proposed an ontology framework for the design science based on Popper‟s (1978) „three 

worlds‟ views, in which the nature of design artifacts, consciousness, mental states of artifacts and 

human social actions on artifacts can be described as part of IS design. Table 4 illustrates the 

identification of the activities in our DSS development project.  

 

Explanation Examples Identification in our DSS research 

Nature of design 

artifacts 

Evaluation of IT 

artifacts against natural 

phenomena  

Industry experts ensured the correctness of the 

decision making rules evaluated with their 

practice-based knowledge  

Consciousness and 

mental states 

Evaluation of IT 

artifacts against 

perceptions, 

consciousness and 

mental states 

The proposed DSS solution has been evaluated 

with key decision makers and the industry higher 

authorities  

Human social 

actions 

Institutions  

Theories  

• IT artifacts 

• IT applications 

• meta IT artifacts 

 

Evaluation of 

organizational 

information systems 

New types of theories 

made possible by IT 

artifacts 

Evaluation of the 

performance of artifacts 

comprising embedded 

computing 

The proposed solution has been standardized with 

the other similar known IS solutions  

A combined solution model has been outlined from 

the previous four known models and the solution 

has been tested within different computing 

platforms and online environments   
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Table 4: Ontology of design science (adapted from Iivari, 2007) 

 

Iivari (2007) described the epistemology of design science research by three types of knowledge: 

conceptual knowledge, in terms of creating concepts or constructs, descriptive knowledge, in terms of 

observational facts, and prescriptive knowledge, in terms of design product and process or rules-based 

knowledge. We focused on the conceptual knowledge creation in our DSS project because a new 

conceptual solution model is being evaluated within the real industry context. Iivari (2007) also 

described the importance of using constructive research methods for guiding the process of building 

IT meta-artifacts to solve real industry problems. Accordingly, we developed a constructive 

development method by combining a domain ontology development view with prototyping under the 

participatory design approach. Iivari (2007) maintained that IS development in design science is not 

value-free and, whilst our development was superficially a „means to an end‟, the design environment 

structure was inherently value-free, in that it provided a meta-artifact to support development of user-

centric and industry-specific IS applications. 

7 Key lessons 

Iivari (2007: 55 and 56) maintained that IS, as a design science research, “builds IT meta-artefacts 

that support the development of concrete IT applications and the resulting IT meta-artefacts 

essentially entail design product and design process knowledge”. Throughout the analysis we found 

that DSS applications development for industry was effectively a meta-artifact design as it involves 

design knowledge from a range of viewpoints such as product, process, problem solving and decision 

maker‟s need. As such, the design process, product or problem solving knowledge should be clearly 

demonstrated before the development. In addition, Purao and Storey (2008) argued that effective IS 

design requires not only innovative design methods in use, but also willingness of developers to 

incorporate the innovations into their design practices. This approach should be useful in any 

industry-oriented IS design where the key users/decision makers are those who may decide how the 

design needs to work and what context of use is required for the design. Key lessons learned from this 

analysis concern the use of a broader methodological view for IS development under a design science 

research paradigm. This is important for DSS development specifically as the focus is on the decision 

makers‟ needs as well as processes, problem solving method in use, and its outcomes. 

 

The DSS development strategy should also address an industry context and the requirements for a 

complete view of solution development and evaluation. Hevner et al. (2004) and Hevner (2007), when 

included with other similar studies (March and Smith, 1995; Cao et al., 2006; and Walls et al., 1992), 

address the technical requirements for design rather than focusing on a complete view of how the IT 

design artifacts will be implemented, instantiated and evaluated within a real organizational context. 

However, studies such as Iivari (2007), McKay et al. (2008), and Carlsson (2007) suggest the need for 

a comprehensive and relevant view for addressing the requirements of effective DSS development 

within an industry context. In our example, we used the ten dimensions of artifact design as they can 

be seen as checkpoints to address design and evaluation needs, not only from an engineering angle, 

but also from a human and social perspective, under a socio-technical paradigm.    

8 Concluding remarks  

This paper describes two different emphases in design science research for IS design and evaluation 

through the demonestration of a DSS development case. Firstly, the technology-centric view in which 
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new IT artifacts are designed. This view shows clear and defined activity-based guidance for 

innovative artifacts design. However, we consider the second view to be more appropriate for DSS 

development and evaluation as it leads to a socio-technical appreciation within the artefect design.  

This is vital in order to have a product that is relevant in an organizational and social context. The 

socio-technical view in design science enables a broader development context providing diversity for 

the innovation of a complete solution that can add value to the organization and its people. The 

application of this approach is significant for such development in which human-centric views need to 

be implemented. This understanding can contribute to the body of design science knowledge, 

especially for addressing the requirements of industry-oriented DSS development.    

 

The research question for this study was “How can a broader view of socio-technical design science  

contribute in a DSS application design and evaluation?” We have addressed this question by 

identifying a multifaceted approach to design science that captures both the engineering requirements 

of the design as well as the socio-technical aspects that are important when human-centric views need 

to be considered (as is the case with most DSS applications). If a soley technical, engineering 

approach is taken, we are in danger of an increasing numbers of end-users either not using the 

developed systems or using the system in a different way to that intended by the developers (as 

indicated by Mackrell et al., 2009).  The work undertaken by Orlikowski (2000) is still relevant in this 

area and the „technology-in-practice‟ model epitomizes a primary concern of DSS development, 

namely, the use of applications as intended or, even more importantly, whether systems are used at 

all.    

 

One aim of this paper was to position DSS development research within the design science paradigm. 

We identify key socio-technical components that are vital to evaluate and design DSS application.  

Arnott and Pervan (2008) suggested that DSS development research needs to improve its quality and 

relevance. In light of this we have described how the socio-technical view within design science 

addresses this need. By relating Hevner‟s three cycles to the calls for a more solid theoretical 

foundation for design science, we have shown how the pragmatic requirements can be accommodated 

within a larger, socio-technical design that attends to the meta-artifactual areas identified by Iivari 

(2007) and Carlsson (2007).  
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